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Supporting continuous changes to business intents

Context: Software supporting an enterprise’s business, also known as a business support
system, needs to support the correlation of activities between actors as well as influence
the activities based on knowledge about the value networks in which the enterprise acts.
This requires the use of policies and rules to guide or enforce the execution of strategies
or tactics within an enterprise as well as in collaborations between enterprises. With the
help of policies and rules an enterprise is able to capture an actor’s intent in its business
support system, and act according to this intent on behalf of the actor. Since the value
networks an enterprise is part of will change over time the business intents’ life cycle
states might change. Achieving the changes in an effective and efficient way requires
knowledge about the affected intents and the correlation between intents.

Objective: The aim of the study is to identify how a business support system can support
continuous changes to business intents. The first step is to find a theoreticgl model which
serves as a foundation for intent-driven systems.

Method: We conducted a case study using a focus group approa e yees from
Ericsson. This case study was influenced by the spiral case st

Results: The study resulted in a model supporting contiy % y(iM@lon and execution
)

mon governance view layer. This makes it possible Ontinuous definition and
execution of business intents and to identify the ac
intents’ life cycles. This model is supported by a met3

into viewpoints.

s nefled to support the business
#el for capturing information

Conclusion: The research question is resse suggesting a solution supporting con-
tinuous definition and execution of nterprise as a model of value architecture compo-
nents and business functions. T UM Will affect how Ericsson will build the business
studio for their next generatio s wupport systems.

Keywords: businesgin L actORyviewpoint; business support system; intent-driven sys-
tem; context frame; PNtional system; knowledge creation; case study; continuous
change.

1. Intro

The enterpi¥es of today are part of value networks. A value network is defined
as “A set of ®nnections between organizations and/or individuals interacting with
each other to benefit the entire group [1]”. Enterprises in a value network can
be seen as parts in a compositional system and are by themselves compositional
systems, also known as a system of systems. Compositionality is defined as “The
evident ability of humans to represent entities as hierarchies of parts, with these
parts themselves being meaningful entities, and being reusable in a near infinite
assortment of meaningful combinations [2]”. The actors in a compositional system
may be humans or machines.

By using software agents as machine actors enterprises can bring customers
closer to suppliers of products and services, support the customers continued de-
mand for change, inject further intelligence into enterprises and simplify the envi-
ronment for both customers and employees [3]. Software supporting an enterprise’s
business, also known as a business support system, needs to support the correlation
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of activities between actors as well as influence the activities based on knowledge
about the compositional systems the enterprise acts in. This requires the use of
policies and rules to guide or enforce the execution of strategies or tactics in an
enterprise as well as in collaborations between enterprises.

With the help of policies and rules an enterprise is able to capture an actor’s
intent in its business support system, and act according to this intent on behalf of the
actor. Alignment between the actor’s actual intent and, by the system, interpreted
intent determines the success of the overall business transaction.

Policies and rules are originating from business intents on vision-, strategy- or
tactic-level [4]. Knowledge creation is obtained through interactiong between actors
[5]. Intents are the aim and purpose resulting from knowledge cr

internal or external influences.

The construction of a compositional system requires
tic collective benefit through the individual systems’ pg
when each system adopts a solution that maximizeg %

construction of such a system has to support cha g
in ways that are effective and efficient [7]. Achiefgug t® changes in an effective and

efficient way requires knowledge about the affecte ents and the correlation be-
tween intents. The correlations betwgen fftepss are affected by factors such as value
network structure, decision process, e gltors’ responsibilities. It is essential
for an enterprise in a value networ understand the correlations between intents,
have knowledge about the corrgimy ctors, and how to influence the correlation
factors.

An intent-driven s porting system of a business support system.
The aim of intent-di§ stohs is to provide knowledge about the correlation

factors, support injgnt®§lif®cycles and the correlation between intents. The life
cycle support ingudeRgaitslation of intents into policies and rules as well as changes

é e policies and rules. We use Pask’s conversation theory [8]
ibe intent-driven systems (see Section 2.1). Based on Pask’s

eory we define a context frame as the total domain information for
the specific d®main an actor has obtained. We consider an actor’s viewpoint to be
based on one or several of the actor’s context frames.

Since the value networks an enterprise is part of will change over time, the
business intents’ life cycle states might change. This means actors must be adapt-
able to the intents’ life cycle both from a business design and business execution
perspective. The lack of mechanisms that can handle a business intent life cycle
for enterprises seems to be the main challenge. The major problems are the lack
of methods that could be used to express business intents and transform the busi-
ness intents between different actors’ domains [9]. Most contributions are expressing
and validating human actor intents. The focus is only directed towards one context
frame with real world actors. This may be sufficient as a start but the transformation
between different context frames is greatly unexplored.

To find guidance about how to realize support for continuous changes to busi-



Supporting continuous changes to business intents

ness intents we have formulated the following research question:
RQ: How can support for continuous changes to business intents be realized in busi-
ness support systems?

The contribution of the paper is a theoretical model which serves as a foundation
for intent-driven systems.

This paper is organized as follows. In Section 2 the background is explained. In
Section 3, background information about the case context, the study design, the
execution, and the validity threats are presented. The result is presented in Section
4, the analysis is presented in Section 5 and a discussion is provided in Section 6.
Finally, in Section 7, a summary and the conclusions are provided,

2. Background

et with Erics-

he study Ericsson

This study is conducted as part of a design science [10] p

®

a business support system and will be used in tIff area®®planning and monitoring

son AB, in the area of business support systems. At

was in an early pre-study phase of a business studio. hsin®s studio is part of
business intents. The idea with the business stu®Mg igglo deliver support for a 360-
degree perspective of an enterprise’s buggmpss. The perspective includes both the
actual execution of an enterprise’s bﬂn S the intended changes to this execu-
tion. The business studio will suppog® and rn the decisions and actions needed
rise does business. Ericsson’s customers will
roduct or a service. With the help of the
will get support and knowledge about how to

to maintain or change the way anen
be able to buy the business s

business studio, Ericssgn’s

configure, monitor,

be used in different reas, for example charging, billing, customer relation-

ship management, t elationship management, order management, etc. The
business studio po the idea of continuous business-requirement engineering.
Intent-dri e re one of the cornerstones for the business studio product.
The aim o 1md architectural theories needed to realize a robust, but still

flexible, softWare architecture for the business studio. The study is focused on the
experiences gained during the time the subjects were investigating and elaborating
the requirements needed to support the planning and monitoring of business intents.
The first step is to find a theoretical model which should be practically evaluated
at a later stage.

2.1. Definition of intent-driven systems and related work

An actor’s intent has to be communicated to other actors. During the interaction
about the intent the actors have to prove their understanding of the intent in order
to gain a common understanding and knowledge about the intent. This interaction
can evolve over several steps and might re-shape the original intent. Together with
Ericsson we are using Pask’s conversation theory [8] as a model to describe intent-
driven systems.
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Pask’s conversation theory is a cybernetic and dialectic framework that offers a
scientific theory to explain how interactions lead to “knowledge”. It is part of the
scientific disciplines cybernetics and psychology. The theory has evolved with the
help of theoretical and related empirical work [11] and is used in different fields [12,
13, 14].

The idea of an intent-driven system as chains of interacting loops with one or
several cycles is shown in Figure 1 (The original contributor of a figure is noted
in the figure’s caption text.). Figure 1 shows how two human actors (A and B)
interacts about an intent, using language L regarding domain D. The interaction
results in some sort of common understanding. Each human actor interacts with its
respective machine actor to translate the intent from domain D to main D’ using
language Lp,,. The two machine actors (A’ and B’) interact intent, using
Language L' regarding domain D', and the outcome is fedfh o tIWir respective
human actor, using language L,,,. One or both of thelh @
satisfied with the outcome. This will render the start EW

ctors may not be
cle.

Fig. 1. An
tribution fr:

The language is defined as:

“L may be a natural, written or spoken, symbolic language, but
it need not be. It may be a system of symbolic behaviors such as
dance or actions such as key pressing. It may be formalized, as in,
mathematics and higher level programming languages, but it need
not be. It must however have many of the qualities of a natural
language, with possibilities to express and interpret commands,
questions, answers, obediences, explanations, or descriptions.” [15].

A domain could be described as:

“A domain is a collection of topic’s ,and a topic is essentially a
relation. This may be a very concrete relation (a relation between
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alphabetic characters and the keyboard positions in typewriting)
or it may be an abstract relation (a relation between smugglers and
the countries they operate in): To learn or solve a problem is to
"bring about’ such a topic relation.” [15].

Pask [8] stresses the fact that the different actors have obtained their specific domain
information through several different interactions which makes the model recursive.
This means that each actor obtained its specific domain information in different
contexts. A context has boundaries defined by who, what, when, where and how
[16]. We define a context frame as the total domain information for g specific domain
an actor has obtained.

Since intents seldom exist in isolation, their correlations t intents need
to be addressed. The correlations of intents are affected ors Yich as value
18

network structure, decision process, and actor responsil e correlations and

the factors affecting the correlation need to be goverff

Initiatives from different organizations are c s of what is needed in
a business studio. For example, the TMForunfg eT®M [17] is one process map
directed towards the telecommunication industry¥ e eTOM is focused on the
business execution part of an enterpgise. rum has included parts of ITIL [18]
in eTOM. ITIL started as best prag®ceprogsses and do not cover the business
design parts of an enterprise. Theq@MG’s Business Motivation Model (BMM) [4]
covers parts of the knowledge r the business design. The BMM’s Assess-
ment could be seen as part of @ prise’s business design processes. Some of the

concepts which are u erprise interactions, are shared with a require-

I3

ment engineering fr fovirtual organizations [19].

The business ingcn®geaMation builds upon collaborations in the form of in-
teractions betwgen t erent actors. The interactions between the actors are
negotiatediggace ctor has it own view of a business intent. The negotiation

ome extent, desired outcome. Combinations of interactions be-
an one real world actor exists in the literature [20, 21, 22], but it is
t the combinations presented in the literature can be used in other
domains due to the tight coupling between the realization and the information in
each solution. Interactions are not only taking place between individual actors. The
interactions between groups are an integral part of the SECI-model which is used
for knowledge creation [5]. The interactions between groups are supported in Pask’s
conversation theory [8].

The outcome of an interaction between human actors results in conclusions
stated in natural language. From a software engineering perspective the conclusions
can be made executable in the form of policies and rules but this would require
Natural Language Processing, suggested in [9], and a formal way of expressing the
policies and rules, e.g. using Semantics of Business Vocabulary and Rules (SBVR)
[23]. Since SBVR is business agnostic semantics and ontologies are needed to give
meaning to the policies and rules. The appropriate semantics and ontologies are not
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available in today’s enterprises [24].

Intent-driven systems have a need for governance since new or modified business
intents introduce changes in the correlations between business intents. In order to
govern all the business intents, each involved actor is required to share a common
understanding of the used governance model. To achieve that, collaboration between
different governance models could be used. Governance frameworks are discussed
in, e.g. Wiesner et al. [9], Beigi et al. [25], and Lewis et al. [26].

From an enterprise perspective the context frame could be considered as a busi-
ness process or an activity within a business process with a responsible actor. The
business process is supported by business rules. Since TMForum’s eTOM [17] is a
process map and TMForum’s TAM [27] is an application map the Qfferent parts of
the these maps could be used as part of a context frame. The ¢ s (Why, How,
What, Who, Where and When) in the Zachman Framew; cotld be seen as
an integrated part of the context frame.

2.2. An example of the initial steps for iifffent ven systems

An example of the initial steps of intent-driven ms, supporting the business
are shown in Figure 2. In Figure 2gwe #€e dow two stakeholders, A and B, rep-
resenting a business side and a opel®ti e, respectively, communicate with

each other both directly and thro
and B negotiate via a language ! X

are expressed as business req
WA’ interprets the intents as business processes

via a language Lhm 44
and business rules t ern wese processes. The results derived by Component

6L computer agents, A’ and B’. Stakeholders A

A’ are presented t hoWer A in language Lmh 4. This initiates a cycle where
Stakeholder A i h Component A’ until a common understanding of the
business i urately described in Lmh 4. Correspondingly, Stakeholder
B’s intentsfuregMggessed in the form of the capabilities it aim to offer, and the job
B’ is to map these capabilities to machine and human actors that can
together sup®y the offered capabilities. When a common understanding between
the stakeholders and their related components are achieved the components are able
to start negotiating with each other over language L’, regarding the domain D’. The
results are presented back to their respective stakeholder in the form of effective-
ness and efficiency measures. The stakeholders may then continue the negotiation
via language L in an iterative cycle until an agreement can be made.

In order to obtain the effectiveness and efficiency measures, the components need
to interact with their correlated components in the compositional system. These
interactions may introduce changes to the system or involve new actors and compo-
nents to be part of the decision process. The decision process’ level of automation
of decision and action selection, depends on the involved components capabilities
and rights of taking decisions and performing actions. In order to control and man-
age these capabilities and rights, governance views are needed. Parasuraman et al.
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[29] presents a scale of the “levels of automation of decision and action selection”
ranging from 1 (The computer offers no assistance; human must take all decisions
and actions.) to 10 (The computer decides everything, acts autonomously, ignoring
the human.).

Pask [8] stresses the fact that the different actors have obtained their specific
domain information through several different interactions which makes the model
recursive. This means that each actor obtains its specific domain information in
different contexts. A context has boundaries defined by who, what, when, where
and how [16]. We define a context frame as the total domain information for a
specific domain an actor has obtained.

A i ’ Business Requirements

] &
! A
ILmh_A!
! 1
| A Business
: Processes

D | L Ly :
1 1
]
] »
-
1
1 A~
1 I
iLmh_B!
v 1
B Actor Capabilities
Fig. 2. An example of in'tial% nt-driven systems (Contribution from the authors).
3. Meth
To answer research question, we have conducted a case study. The design of

this case stud was based on Runeson et al. [30] using a focus group approach [31,
32] in order to mimic the workflow used in the studied company. Information was
captured in documents, drawings, and photos. We applied open coding technique
[33] to analyze the collected qualitative data.

The case study was influenced by the spiral case study process [30] with an
iterative character in order to stepwise adjust the goal and scope to the iterative
findings. Reviews were performed by the members of the focus group or external
reviewers. The members of the focus group were responsible for presenting the goals
for the sessions. Since Ericsson was in an early pre-study phase of a business studio,
adaptions to the spiral case study process in the area of company responsibility
were required. After each iteration, the company became responsible for validating
the presented material via reasoning. The outcome of the validation process was
used as input to the goals and scope of the next iteration.
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Table 1. Description of the subjects’ roles (F=Focus Group member, R=Reviewer), subject id and
experiences.

Role Id Experience
F 1 More than 25 years of experience in the telecommunication industry. The subject’s
engagement consists of various roles as an Ericsson employee, teacher, academic re-

searcher and entrepreneur in the machine-to-machine area.

F 2 More than 15 years of experience in the telecommunication industry. The subject’s
main engagement was to act as sales support and responsible for the implementation
of business support systems sold to Ericsson’s customers in the EMEA (Europe, Middle
East, Africa) region.

F 3 More than 25 years of experience in the telecommunication industry. The subject’s en-
gagement consists of various roles as an Ericsson employee; manager, system designer,
process and tools development responsible and business consultant.

4 More than 25 years of experience in the telecommunication industryg

ainly engaged in

business strategy and business innovation both at Ericsson and at afgelecom operator.
5 More than 15 years of experience in the telecommunication i ainly engaged
in product development work and driver of research activitj on.
6 More than 10 years of experience in the information tec

gaged in research and consultancy.

3.1. Case context

Ericsson was chosen since the company is regarde he leader in various Gartner
Magic Quadrants in the Operation Qupgr stem /Business Support System do-
main [34] and was part of a design s¢®n project. The design science project

was supported by Ericsson’s upper4fvel management in business unit Support Sys-

O rom Ericsson. The steering group includes

@ pf business support system, operation support
system, and business particular section of Ericsson that was studied
is part of business 18y por®System, which is responsible for the development
of the business supgorNgyst®n offerings.

tems and governed by a steeri

experts and specialist in the dd

The study iMgestigates what is needed in order to realize support for continuous
changes to business intents in business support systems. The study is a single holistic
case study [30]. The unit of analysis is Ericsson’s business studio.

3.2.1. Subjects

The subject sampling strategy has been to select a sample of roles involved in the
construction of the business studio. A combination of maximum variation sampling
and convenience sampling was used to select the subjects [35]. In total six subjects
were involved in the study. All subjects attended the study voluntarily.

The study subjects and their roles and experiences are described in Table 1.
The first three subjects were part of the focus group and the rest of the subjects
participated in reviews and review meetings only.



Supporting continuous changes to business intents

10

3.2.2. Data collection

The data was collected during focus group [31] interviews with the appointed per-
sons. During the interviews the information was captured on whiteboards, in Pow-
erPoint documents, and directly in a document. The interviews were approximately
two hours in length and were based on semi-structured focus group interviews [32]
with the interview questions described in Appendix A.

The views of the subjects became available during the interviews and captured
as written text and pictures. The validation and correction of the captured material
was conducted with the members of the focus group on the same day as the interview

was held.
Since the subjects have good knowledge about the Businesg M&ivation Model,
BMM, [4] it was selected as a foundation to explain how ise’s business

intents could be expressed and realized.

3.2.3. Analysis O

The data were captured in a version-controlled unt. During the analysis new
insights about the data arose. In order to@lign the Understanding of the material,

additional meetings with the concer i were held. To get a second opinion,
reviews of the preliminary result wgge co ed with subjects outside the focus
group. We applied open coding te®ique [33] to analyze the collected qualitative
data. Open coding helped to on terms and concepts as well as to find

study subjects. The first and second authors
tively discussed its results. The aim with this coding
and to find new terms or concepts during each meeting.
inked to existing ones and their meaning were revised,
rmation we could form the main concepts which became

synonyms and hyponyms uge
performed open codin,
approach was to agr
These terms or con

if needed. From

Section 4 .
After e ing, the results were updated and distributed for immediate
feedback. TIgs was done in order to validate our common understanding of terms

and concepts In an iterative way and to avoid ambiguity and misunderstanding.

4. Results

Below, the results obtained during the different phases (Appendix B) are presented.
The results are divided into three sections, Section 4.1 - Section 4.3, each describing
different aspects of the results.

4.1. The initial information from Ericsson

During Phase 1 of the study, the research question was explained and the response
by the subjects was their introduction of Figure 3 which describes the design cycles
of an enterprise. The text “Why”, “What”, “How” and “Characteristics of How”
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was initially not part of Figure 3. The text was added during the study to be able
to explain Figure 3 in a better way.

The “Why” row in Figure 3 outlines the five different phases of the design
cycles. A business intent might not go through all the phases if it is not fulfilling
the requirements of one or several of the phases. In each phase there is a feedback,
which makes it possible to adapt a business intent to the possibilities foreseen.

“Every business intent is going through the strategy to operate
phases.” Subject 1.

“The horizontal gray arrows® represent the life cycle changgs of the
business intents on different levels in the enterprise.” Qubj&t 3.

Why

Strategy Design Implement Deploy @ te
What
Marketing, Sales & C/P Int@&action
0
° e

Businggs
e /

. S i )
Quality o Enterp&:’la & @ptimize f/, Automation

Characteristics of Ho Characteristics of How

Q How =
Fig. 3. The initial pict, & icsson with explanations included (Contribution from the sub-

jects).

Integrity Real-Time
Low volumes 9 Q Large volumes
Fairly long lived o Delivery & r Sessions
Re-use Qoduction

The sta nt:

‘The Ydesign and the delivery of an enterprise’s business intents
have different characteristics regarding volume, speed, quality, etc.”
Subject 1.

is illustrated by the characteristics of the “How” columns in Figure 3. Characteristics
refers to “Showing the special qualities or traits of a person, thing, or group [36]”.

The layers in the “What” indicates a top-down approach with fast feedback
loops.

“The vertical gray arrows show the effect of changes between dif-
ferent levels of the enterprise.” Subject 1.

aThe gray arrows are part of ?”What”, our note.
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The overview explanation to the dynamics in Figure 3 was; the enterprise can
be seen as an OODA-loop [37] (Figure 4) on several levels where each action starts
a new loop on another level.

“One can regard the gray arrows as interacting OODA-loops.” Sub-
ject 3.

The feedback from each loop will be an influence to another loop. The design and de-
livery environment are shown as the vertical boxes, “How”, in Figure 3. By separat-
ing between the design and the deliver environment, the enterprise can be handled
in a multi-dimensional structure where each part of the structure fgeds governance
and software support for itself.

Act
g & Control

Unfolding
Circumstances

Outside
Information

Action

Unfolding Interaction

with Environment Ulolding Interaction with Environment

Fig. 4. A simplified version of loop [37] (Contribution from the subjects).

Q-

Governance as s explained by defining different views. The text

was reviewed and the text were done jointly. The final text is shown in

within a value architecture.” Subject 3.

The structure of the value architecture was found by examining the “Why” row
in Figure 3, which consists of the five main parts Strategy, Design, Implement,
Deploy and Operate. Initially, the main parts where called phases.

“The value architecture should be structured in five main parts
Strategy, Design, Implement, Deploy and Operate.” Subject 3.

The “Why” row in Figure 3 was named value architecture layer and the parts were
renamed to value architecture components. These components were mapped by the
subjects, during the following discussion, to the BMM [4] as shown in Table 2. The
mapping reflects the statement:
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The governance views are the main parts of a business studio where the different aspects
of the business could be viewed, simulated and managed. This includes history, the present
as well as the future of the business. The governance views should support guided decision

support in order to sustain informed decisions with good effectiveness and efficiency.
The three main phases of governance are configuration, simulation and feedback:

Configuration needs to get binding rules, which could be precise or partly specified, and in
that case it is left up to the configuration engine to compose those rules. This makes it pos-
sible to leave some configuration open until a decision is needed/desired. is phase has to
cater for the version control as well as for the management of the teM The points of
measurement are setup here as well.

Simulation has to provide possibilities to test the intentions g ack into considera-

)

tion when applicable. Another important aspect of the si

ase % to gain knowledge

about the different parts of the system. There are marfl reas or this but one very impor-
tant aspect is to identify unexpected behavior in the s nd give guidance to detect the
reason for this.

Feedback makes sure that the control ow th entions are fulfilled by the system could

be analyzed including monitoring g ifferent components’ and the systems’ state. This

@ ymUlation, when feasible.

pition 1. Governance View

information will be part of some

le apping between Value Architecture and BMM.

Value Archi ure BMM

Component

Strategy End

Design Means

Implement The values guiding the construction of Organization Units, Business Processes
and Directives.

Deploy The values guiding the introduction of Organization Units, Business Processes
and Directives.

Operate The values guiding the use of Organization Units, Business Processes and
Directives.

“Every business intent is going through the strategy to operate
phases.” Subject 3.

The value creation is enabled by the business functions. A business function is
a function that “Delivers business capabilities closely aligned to an organization,
but not necessarily explicitly governed by the organization [39]”. A capability is
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defined as “An ability that an organization, person, or system possesses. Capabili-
ties are typically expressed in general and high-level terms and typically require a
combination of organization, people, processes, and technology to achieve [39]”.

“The business functions are where the value creation is taking
place.” Subject 2.

In Figure 3’s “What” part, the value creation occures in four high level business
functions; “Marketing, Sales & Customer/Partner Interaction”, Business, “Enter-
prise Plan, Build & Optimize” and “Delivery & Production”. The Marketing, Sales
& Customer/Partner Interaction are a set of business functions regponsible for the

interaction with parties outside the enterprise. The business functRn named Busi-

ness is responsible for developing, maintaining, and termingti way the en-

ery & Production are responsible for producing and {
and/or services) to the enterprise’s customers.

The business functions used in Figure 3 ar&onlyfone possible example of an
enterprise’s possible business functions. The num of business functions and the
number of levels are specific to eachggnt

How viewpoints can be support&(co by the next section (Section 4.2).

4.2. Supporting viewpoint

The conclusion that t or a layered architecture arose from the state-

ment: &A
“It is a misRgd: nding that the strategy is not executed on a

The desi®g and the delivery parts in Figure 3 were seen as two different layers. To
avoid confusidn and introduce a more precise definition, these layers were renamed
to Define and Execute.

How the business intents should be defined and executed, and how the life cycles
are managed, are supported by a number of business functions.

“The parts of the business intents are built by business functions.”
Subject 2.

The viewpoints became visible when Figure 3 was transformed into Figure 5.
The viewpoints are the intersections between value architecture components and
business functions (The squares in Figure 5).

“Each intersection could describe different viewpoints of the enter-
prise.” Subject 3.
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These viewpoints could be extended to fit the structure of the enterprise and the
required number of business intents.

Strategy Design “Implement,” Deploy Operate

Marketing, Sales & C/P Interaction

Business U

8]N28X;
EINE]
1

Enterprise Plan, Build & Optimize

Delivery & Production

Fig. 5. The initial visualization of the viewpoints as the interse I cREen a value architecture
component and a business function (Contribution from the au @

With the help of Pask’s conversation theory [8]3 discussion led to a developed
understanding of viewpoints as a a number of actors. The subjects
proposed that different actors are res managing a business intent’s birth
and death.

“Each business intent] % needs to be handle by the respon-
sible actors angd a B, e whole enterprise. Each business in-
tent needs ag e twORtors responsible for performing the needed
tasks and foaki Mg care of the life and death of the business in-
tents. The a eath are handled by different actors.” Subject

ibility of the actors, the subjects proposed RACT [40]. RACI is
n for Responsible, Accountable, Consulted and Informed. These are
ities and actors could be assigned for a specific task. This could be
structured in the form of a matrix, supporting the mapping of viewpoints.

the responsi

“The responsibilities of an actor could be viewed with RACL.” Sub-
ject 3.

It was decided to put more emphasis on the interaction between Define and
Execute. The use of the OSI model [41] helped evolve Figure 5 into Figure 6. The
transitions between the Define layer and the Execute layer were inspired by the
OSI model and will create life cycle status change for each impacted viewpoint.
Effective and efficient transitions require supporting methods. A bigger framework
is necessary for larger transformations that form a transformation project, e.g. TO-
GAF [42]. TOGATF is a framework used for improving enterprise architectures. The
framework supports the tasks needed in a transition project.
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“When moving from Define to Execute there need to be some sort

of change management support. Could we use something like TO-
GAF?” Subject 2.

Figure 6 describes the multifaceted problem of developing a business intent into
a working solution. This is a collaborative knowledge creation process which could
be described as a “spiral” of organizational knowledge creation [43]. The two key
life cycles called Define and Execute, and governance views are the focal points
here. A business intent is developed in each key life cycle by iterations through the
components in the value architecture layers (Strategy, ..., Operate which were dis-
covered in Figure 3). During the iterations, the business intent’s lif§cycle is affected
in terms of participating business functions (actors). One bu
be involved in one or several value architecture component
specialized actor. These business functions need to interac
a definition and a corresponding execution of the by,

s unction could

Rit. How to perform
the interaction and negotiation between the key i onvvalue architecture
components (indicated by the horizontal arro Wi spired by an OSI model
approach of layer interactions. By using the O el approach, the interaction
and negotiation between the affected busgs functions, on each component in the
value architecture layers, is based o&h e@mnents in the preceding value archi-
tecture component. Impacts and dgffenden to other business intents have to be
considered as well which will i the need for governance views (Definition
1). The aspects of the governa wS are part of Figure 6.

Governance views
Execute
w o >w
TEEE G b e L Operate
SS56s8 22238
EZEC -
o e e S | I - A
Implement Lo B = Implement
w0 w0 PN
. 8888 @98 8 o )
Design ggegeg g2ge2 Design
2% 83 ahaieis
Strategy adaad a@@a  Stategy

Fig. 6. A model providing continuous definition and execution of business intents in a governed
way (Contribution from the subjects).

In Figure 7 we can see how different business functions (actors) collaborate re-
garding business intents. The business intents resulting from the collaboration can
be found in the gray shaded middle part in Figure 7. We propose to view the re-
alization of the business intents as virtual business functions of its own since their
business intents, to some extent, deviates from the business intents of the involved
business functions. This might result in different interpretations of the business in-
tents. The curved arrows (c) in Figure 7, show how the collaboration’s definition
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is constrained by the business functions’ execution. How much the collaboration’s
define layer can influence the business functions’ define layers depends on the power
structure (v) between the involved parties. The power structure decides how well the
collaboration’s business intents could be fulfilled, here indicated by the horizontal
arrows (t) at the top of the figure. The success of the business intents’ definitions
is dependent on the interactions between the different business functions’ Define
and Execute as well, indicated by the vertical arrows (v). The execution of the
collaboration, indicated by the horizontal arrows (b) at the bottom of the figure,
is always dependent on the business functions since the collaboration’s execution
is constrained by the sum of the business functions’ execution. This is a recursive

level as well as between enterprises. The recursive pattern is val
laborations since enterprises and business functions could ider
views on an organization, for example an outsourced bygin ction could be an
enterprise in its own rights.

Business Function A Collaboration iness inction B
t t
Define Defi Deline

Execut ecute b | Execute

in i Business Function B

Fig. 7. The model in Fj s orting business interactions and negotiations between business
functions (ContributiorMgo authors).

The E er is responsible for continuous execution of business intents.
The Define Qyer supports changes in the environment and changes to business
intents by providing a continuous re-definition of the business intents. The execution
speed differs between the different layers. The Define layer might require simulation
capabilities while the Execute layer might need near real-time responses.

A business support system must cover all the affected viewpoints in order to
manage the life cycle of business intents. A generic meta-structure is needed since
the actual list of viewpoints is dependent of the instantiated business support sys-
tem. Ericsson’s business studio is part of the Define layer and responsible for the
governance (see Definition 1) of the business intents. There was a common concern
about how the different viewpoints and their information could be handled, since a
large amount of viewpoints were anticipated.

“There is a need for managing the information connected to each
viewpoint. Even if there is an appointed actor some kind of software
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support is needed.” Subject 2.

The discussion around viewpoint information is covered by the next section
(Section 4.3).

4.3. Viewpoint information

The idea of looking at the problem as a real world interaction between humans
was inspired by Pask’s conversation theory [8] and Erlang [44]. The communication
between actors could be described as events. How these events are treated depend
on the role an actor has. An actor has to use its knowledge to gain ynderstanding of
the events’ meaning and which activities that should be triggered ¥ an event. This
is supported by a set of rules attached to the actor’s role. The tion between
actors could be described as:

- One Actor sends an Event to another Actor. ng Actor observes
the Event and applies its Knowledge on the \§ tio® in the Event and

Rules are applied in order to decide hoRatodhict on the Event. Activities

selected by the Rules are perfor and, maybe, a response Event is sent
back and, maybe, other eve& g a response event) are triggered.
- The Event can use different, g#pes annels, e.g. face-to-face, phone, post,

e-mail, chat etc. The differeMygypes of channels will make it possible for the
Actors to apply differg limited sets of their knowledge in order to
respond.

The context fra orn®d with the help of Pask’s conversation theory [8].
We defined a cont eWs the total domain information for a specific domain
an actor has obgaine e context frame’s meta-model is shown in Figure 8. In
Figure 8 ca¥ 1n a context frame is shown. The exchange is the format

obtained or delivered during an interaction. The activity is
the ability tN€decide and act on events. The knowledge is the understanding of the
information Mtained during the interactions, in the form of events, and how this
information is related. The rules put constraints on the other three areas as well as
on the interactions between these areas. The rules could be constraints put on the
context frame in a strategic or tactic purpose. An actor’s viewpoint could be based
on one or several of the actor’s context frames.

We suggest to use a compositional system of context frames to represent an
actor’s knowledge in a certain domain. An example of a generic context frame for
a compositional system is depicted in Figure 9. In the context frame meta-model,
context is a part of knowledge. The context frame describes and encapsulates what,
how, and why the context should be used, and to some extent, also where, when,
and with whom.

It is essential to notice that one context frame could be associated with several
other context frames. These context frames could have overlapping rules, knowl-
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Activities

Exchange (Process)

Knowledge

Context Frame

Fig. 8. The Context Frame meta-model (Contribution from the subjects).

edges, events, and activities. This brings us to the level of ¢ of\tional context
frames.

The composite context frame in Figure 9 is used fo ing#he recursive

nature of an actor, interactions between groups of ag 11 as for meta-level
structures. Figure 9 shows the different perspecti

These perspectives are the actor internal perspecffve,
and the meta-level perspective. In the actor in perspective, the composite
context frame could be seen as one of angMor’s domains with several subdomains,
or as an actor with several domains. &t external perspective, the composite
context frame could be seen as a p of racting actors which forms a Ba [5].
In the meta-level perspective the C osite context frame could be seen as the

, or actors governed by a meta-level.

pX®ite context frame.

¢ actor external perspective,

Fig. 9. The Composite Context Frame meta-model (Contribution from the subjects).

5. Analysis

During the analysis we created Figure 2, which describes the initial steps of intent-
driven systems. This figure helped us to combine the different artifacts into an
architectural model which is possible to implement. How the different artifacts are
combined is explained by the example below.

When changing or introducing a business requirement, e.g. changing the charg-
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ing interval for a customer segment, several business processes and actors, both
humans and machines, might be identified as affected by the requirement (Figure
2). These processes and actors might affect business functions responsible for legal
aspects (Does the existing contracts allow changes to the prices?), marketing &
sales (How can this be presented to new and existing customers?), invoicing (How
can new pricing rules be calculated and presented?), customer care (What compen-
sations could be given to complaining customer and are there a special treatment of
the segment?) as illustrated in Figure 6. A realization of the requirement requires
collaborations between the affected business functions, as illustrated in Figure 7,
with the help of a language L in Figure 2. The outcome of the collaboration might

require changes to a process’ activities or the process itself. Sinq processes and

activities can be implemented with the help of humans or s, the arrows
marked with “v” in Figure 7 and the horizontal arrows in j
the functionality described by Figure 2. This unfolds t \ nature of Figure
2.

We build upon Pask’s conversation theory [8 i cing the context frame,
Figure 8. We define a context frame as the totafgdom$in information for a specific
domain an actor has obtained. The context frame compositional character, see
Figure 9, to be able to represent hoyg angfc as obtained knowledge in a certain
domain. The context frame gives to iljgy to support continuous changes to
business intents by evaluating the #@k and the value of the proposed changes.

The results of the analysis ussed with the subjects in the focus group.
It was decided to continue théd science study in order to investigate how the
initial steps of intent-digy (Figure 2) could be realized.

6. Discussion \

model of value architecture components and business func-

e Defined and the Execute layers. This model mimics the reality
se. To support the model we build upon Pask’s conversation theory
[8] by introd
definition and execution of business intents supporting the enterprise and its value

ing the context frame. This makes it possible to support continuous

networks. To the best of our knowledge this ability is not presented in the literature.

The process of introducing business intents to an existing environment is many
times slow and error prone. The number of formal and informal business intents
in a large scale software intensive enterprise is often very large. The most common
form of distributing business intents to various stakeholders is through natural lan-
guage requirements. The artifacts in Figure 2 can be ranked in descending order of
expressiveness starting with the machine actors. Machine actors are often describe
by interface specifications but these specifications sometimes missing useful meta
data, e.g. pre-, post-conditions and invariants, the meaning of the attributes, and
do not adhere to standardized semantics. Business requirements are expressed in
natural language. Business processes are expressed in natural language, sometimes
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supported by a graphical notation to express the details of the process, e.g. Business
Process Model and Notation [45]. Business rules often derived from requirements
which are expressed in natural languages. A description of the human actors’ ca-
pabilities which is useful for fulfilling business intents are seldom in place but this
could be improved with the help of Expertise Retrieval [46]. To obtain the possibil-
ity of a high level of automation of decision and action selection [29] the information
acquisition has to be effective and efficient. This requires the possibility to auto-
matically apply rules and constraints during the information acquisition to improve
the sender’s and the receiver’s understanding of the information. These rules and
constraints have to be governed with the help of governance mode]s.

To govern all the business intents requires each involved party¥o share a com-
mon understanding of the used governance model. Since se tors have to
collaborate to fulfill a business intent it is not realistic
homogeneous governance model. To achieve a commo
neous governance models, collaboration between diffg @ pvance models could
be used. This collaboration requires appropriate
not available today [24]. O

To be able to understand the possible impact business intent, textual de-
scriptions are not enough in a large gealegfo re intensive enterprise. The support
from visualizations which can make a%u iggknsional business intent understand-
able for humans is needed. The posqfbility to investigate changes to business intents

with the help of visual interaco sirable.

6.1. Validation okt heOgtical models

use of one

@

We have investiga heWheoretical models are possible to use in practice. In

customer typ® customer relationship, channels, revenue streams, and a specific area
of the value propositions.

In order to verify a simplified version of the initial steps of intent-driven systems
(Figure 2) we have implemented a machine learning pipe-line based on the ID3
algorithm [48]. The pipe-line is considered as a proof of concept, and as such is
regarded as successful by the involved practitioners. The pipe-line makes it possible
to, visually and logically, validate the correctness of the business rules before they
are put in production. The possibility to generate executable code representing
the model of the business rules makes it possible to execute the same model in
different components without the need of re-implementation. This might improve
the coherence of the business rules in a business support system.

The Design in Figure 6 is supported by the possibility to, visually and logically,
validate the correctness of the business rules before they are put in execution.
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The Execute is supported by the possibility to logically validate the correctness of
the business rules before they are put in operation, and to deploy and operate the
executable business rules as a context frame meta-model (Figure 8. The Governance
views are supported by the fact that the executable business rules can be handle as
immutable artifacts.

The proof-of-concept is described in Appendix C.

6.2. Validity threats
The methodology suggested by Robson [32] to analyze threats to the validity and

the corresponding counter measures is used.
6.2.1. Author bias

An extensive experience as an industry practitioner fluenced the aims
of the study with a stronger bias towards solutions.
solutions from the authors, member checking [32

e risk of imposing
ontinuously in the form
of review meetings at different stages of the studfg Mofeover, applying open coding
technique [33] to analyze the collected qualitati ata, fostered a focus on the
merit of each interview session befogg a j perspective could be evaluated. A
colleague external to the project evaldPate process.

6.2.2. Interpretation
To mitigate the risk i meaning on what is happening an objective

interpretation is nee

of the information
was achieved by usiiNai iews, informal meetings, continuous member checking
[32], and ggbjec it J¥different roles and responsibilities. This, together with a
: the use of a open coding technique [33] ensured an objective
¥ The need for observer triangulation was regarded as small since

review meetiNgs were held as soon as possible after a meeting.

6.2.3. Biased theories

The negative case analysis [32] was used to challenge the theories and counter
researcher bias. The theories were presented to and reviewed by the subjects and
the authors.

6.2.4. The use of focus groups

When using focus groups the facilitating of the group process might be a problem.
Biased views and conflicts due to dominant subjects may influence the result. The
size of the group made it easy to guide the sessions. The subjects are senior in their
professional roles and are willing to share and listen to each other.
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6.2.5. Adaptions to the spiral case study process

In order to stepwise adjust the goal and scope to the iterative findings, adaptions
to the spiral case study process [30] were made. These adaptions were in the area
of company responsibility. A senior researcher external to the project and knowl-
edgeable in the case study methodology evaluated the adaptions made to the spiral
case study process.

7. Summary and Conclusions

This paper presents a case study conducted at Ericsson with the aim to support
business intents in a business support system. At the time of the st

solution was in its initial stage. In order to support business jot
to express viewpoints and information capturing mechan; camy the focus of

the study.
A continuous definition and execution of a bus @ Wty s life cycle in an
enterprise and its value networks, could not b the existing literature.

Nor did we find a meta-model supporting a cofgext Jrame aware realization of a

business intent’s life cycle in a compositional way. research question is addressed
by suggesting a solution supportingacoffi s re-definition and execution of an
enterprise as a model of value architggture s and business functions (Figure 6).

Figure 6 is anchored in the focus g@p through an iterative and incremental series
of workshops. The model in Fig upported by Figure 2 which describes the
initial steps of intent-driven sy’ Figure 2 encapsulates the context frame meta-
model (Figure 8 and €
The results will aff FEri®sson will build the business studio for their next

ch captures the information in the viewpoints.

generation businessqgupPRARIL Bystems.
Together wilg Erqgson we will, as a next step, continue to investigate how
uld be realized.

We thank th&®reviewers for their valuable comments.
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8. Appendix A: Interview Instrument

Presentation of the subject ( 15 min)
Interview questions and discussion ( 90 min)
Initial open-ended questions:
- Could you describe the different viewpoints needed to support business intents?
- How would you like to divide the support for the business intents?
Intermediate questions:
- What characterize the ___ ?
- How could the ___ be grouped?
- Are there any specific actors attached to ___ ?
- Are ___ based on any standard?
Ending questions:
- Have you thought about how to structure the needed @ hatigh?
- How do you intend to control/manage the infor
- Is there anything else I should know?

- Is there anything you would like to ask me
Summery ( 15 min)

X
?‘0
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9. Appendix B: Study execution

An initial interview with the subjects in the focus group and a follow-up meeting
with the same subjects was conducted during a full day. During the analysis of the
material several open questions arose. Six additional meetings had to be conducted
with the focus group to be able to answer the open questions. Two external reviews
were conducted in order to get a second opinion. Final conclusions were based on
all the gathered data.

The nine iteration phases are described below and the “Why”, “How” & “What”
are concepts outlined in Figure 3. Based on the feedback from the reviewers, correc-
tions were made to the paper. A tenth phase was added to verify {gese corrections.

9.1. Phase 1: Initial meeting (February 2015)

The research question was presented to the subjects
the same day a follow-up meeting was held with t

us group. During
up subjects. The
subjects presented and explained Figure 3 and i eir thinking of how the
Observe, Orient, Decide & Act loop (OODA) [R (FRure 4) could be seen in the
figure (Figure 3). An initial draft of the ggbjects™ Qefinition of governance views,
Definition 1, was presented by Subiact @ rnance refers to “The discipline of
monitoring, managing, and steering‘busn (or IS/IT landscape) to deliver the
business outcome required [39]”. outcome was the base for the information in

The Initial Information from IACSNy ection 4.1).
The next step was to definé % gure 3 captures the “Why”, “How” & ‘What”

of a business intent.

wn

9.2. Phase 2: DefWin hy € What (February 2015)

meeting with the focus group subjects it was decided to
derstanding of how Figure 3 captures the ”Why & What” of

to relate the ¥ndings to a model available to the industry. An idea on how Pask’s
conversation theory [8] could be used to capture the ”How” was presented and a
first sketch on Figure 8 was made. The outcome formed the base for the information
about value architecture and value creation in Section 4.1 and the starting point
for Viewpoint Information (Section 4.3).

It was decided to verify if the results were understandable to subjects outside
the focus group. Subject 4, who did not participate in the focus group meetings,
accepted to review the results.

9.3. Phase 3: External review (March 2015)

Subject 4, who is not part of the focus group, reviewed the found results. The
results were updated after a meeting with the reviewer and the members of the
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focus group. The outcome formed the final information for The Initial Information
from Ericsson (Section 4.1).

The main remark from the review was the lack of the viewpoints’ visibility in
Figure 3.

9.4. Phase 4: Defining How (April 2015)

The goal of the meeting with the subjects in the focus group was to make the view-
points visible in Figure 3. A brainstorming meeting on how to make the viewpoints
visible was conducted. During this meeting, Figure 3 evolved into Figure 5. The
outcome of the meeting formed the information in Supporting Vieggpoints (Section
4.2).

When the viewpoints were made visible, the concern a 0 capture the
information arose.

9.5. Phase 5: Context frame (April 2015)

The aim with the meeting with the subjects i@ocus group was to gain an

understanding of how to capture the viewpoint mation. During the meeting

the idea of using Pask’s conversatiog t ] to capture the ”How” was reused

and became the base for the informaldont Vglwpoint Information (Section 4.3).
The subjects decided to presenigfhe results to Ericsson research in order to find

synergies and get a second opigg

9.6. Phase 6: Pres D ricsson research (May 2015)

A presentation for m& f Ericsson Research in business area Business Support
Systems (Subject 5%gd
5, which was redQgde rd to understand.

The ni
sentation.

ject 6) was performed. One remark was made on Figure

s ility and modularization became evident during the pre-
e needs are valid both inside an enterprise and for the interactions

9.7. Phase 7: Composite context frame € value networks (June
2015)

The focus group decided to concentrate on scalability and modularization during
this meeting. The compositional context frame (Figure 9) evolved from the con-
text frame when scalability and modularization inside an enterprise was discussed.
A model for business interactions in a value network was created in order to sup-
port scalability and modularization of business interactions between enterprises in a
value network. The outcome of the meeting was the final information for Viewpoint
Information (Section 4.3).

The remark from the meeting with Ericsson research on the how to understand
Figure 5, was not addressed until Phase 8.
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9.8. Phase 8: The model in Figure 6 (August 2015)

The focus of the meeting with the focus group was to explain Figure 5. The use
of the OSI model [41] helped to evolve Figure 5 into Figure 6. The outcome was
Figure 6.

The change from Figure 5 to Figure 6 introduced concerns about the state of
the information regarding business interactions in a value network.

9.9. Phase 9: Business interactions (September 2015)

model for busi-
ss interactions

The purpose of the meeting with the focus group was to improve t
ness interactions in a value network. A new way to describe the busi
in a value network was found. This gave the solution to how ess functions
collaborate on business intents, Figure 7. The outcome of ting Was Figure 7.
k was included in

jewpoints (Section

The information regarding business interactions in a vziigg
@

9.10. Phase 10: Verification of chagmes to the information due to
review comments ( Octob&?

Section 4.2. This became the final information for S
4.2).

The goal with the meeting with thefffocus group was to verify that the changes to
the information were in line wi
findings during the meeting.
1 added the idea of gidy

of value and risk. \

gxpected study results. There were no major

Peure 2 was presented to the subjects, Subject
0 the changes of the business intents in terms
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10. Appendix C: Proof-of-concept

We would like to investigate if it is possible to support visual and logical verification
of business rules and to generate executable business rules. We have chosen to
investigate a limited part of an enterprise’s business rules. The business rules we
have chosen to study are targeting recommendation support for value propositions,
based on different business models. The recommendations are based on following
five parts of the Osterwalder canvas [47]: customer type, customer relationship,
channels, revenue streams, and a specific area of the value propositions.

10.1. Introduction

Business rules [49] are used to govern how an enterprise do¢ siness. Since

rules to executable business rules is error-pronfg dueffo human interpretation. It
is desired to use a software algorithm to transla siness rules into executable
business rules. A way to execute hysingfs zles is to use a common rule engine
for all the components in a business upport ghstem. This approach might not be
desired or possible. Instead, the p&gibility to express executable business rules in

different software language, w be distributed to the different components
in a business support system,

We have evaluated Wearning pipe-line could be used to mitigate the
problems stated abo pip®line consists of three parts. A pre-processing part,
the use of a decisiog g a®rithm called ID3 [48], and a post-processing part. A
pipe-line is a cogmo nscruct in machine learning. It is used to chaining together
different s and machine learning models.

yng is responsible to prepare the business rule data for the pro-

uous data th®pre-processing makes it possible to mimic continuous data in a way
that the ID3 algorithm can handle.

The ID3 algorithm is implemented according to the base algorithm. We have
added a warning in the ID3 algorithm in order to notify the user if there might
be ambiguities in the business rules. Normally the ID3 algorithm will use majority
voting and continue with out any further notice.

The post-processing consists of three steps. The first step is responsible for
visualizing the result from the ID3 algorithm in a tabular format as well as in
a tree format. The second step will create an executable model of the business
rules. The third step will use the executable model for the logical validation of the
business rules. Since the model is stored in an executable format, the model could
be distributed to components in a business support system.

The pipe-line has proved to be valuable in order to mitigate the problems stated
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above.

10.2. Methodology

We conducted a proof-of-concept to evaluated if it is possible to use a machine
learning pipe-line to support visual and logical verification of business rules, and
generate executable business rules.

The nature of the business rule data can range from, for example integers, prod-
uct identifiers, date and time intervals, etc. This requires handling of features with
numerical-, categorical-, and nominal- characteristics. For each row there shall be
two different classification columns. These classification columns reQpectively repre-
sents eligible objects and the allowed actions on these objects.
from the gaming industry where a specific context gives t

tréasures can be

ties to, for example find specific treasures and stipulate

er must be offered

g

handled. As an illustration we use two business rules
products which it is eligible for.” and “An agentgsmm3 can offer a customer 5
percent discount on the total price of an order 1@? hese two business rules are
supported by two business rules which supports tions: “A customer’s eligibil-

ity for a product is based on the bugine ionship type.” and “The total price

of an order item is always computed uct unit price times its quantity.”.

There are no real-time require ts on the generation of the executable business
rules. The solution should be i ed in a language which is used by Ericsson.
We decided to use Python si ve many machine learning contributions, for
example Scikit [50].

Examples of bust
sitions, based on di

es Wwhich could be valid for recommending value propo-

iness models, were provided to us. The examples were
delivered as csvgiles. QheSe examples were used to verify the solution. The verifi-
as done together with practitioners from Ericsson.

of imposing solutions from the authors, member checking [32]
was used in\@he form of presentations to the involved practitioners. The negative
case analysis¥32] was used to challenge the solution and counter researcher bias.
The solutions were presented to and feedback given by, the involved practitioners
at different stages of the study. The selection of test data was performed by the

involved practitioners.

10.3. Results

We have implemented a machine learning pipe-line which makes it possible to con-
duct visual and logical verification of business rules, and generate executable busi-
ness rules. We have added different types of functionality which is regarded as
needed when handling business rules. Missing data is handled as a wild card, i.e.
all values are true. Continuous values have a defined boundary and there are no
value gaps in the data. Since a human is defining the business rules, entering all
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possible combinations by hand is not an option. A meta-data file is used to de-
scribe the nature of the features. The ability to generate executable code, which
can be distributed in a system, is another requirement. The pipe-line consists of
three parts. A pre-processing part, the use of a decision tree algorithm called ID3,
and a post-processing part.

The first step of the pre-processing is responsible for reading in the data and
the meta-data. The number of feature columns is not restricted by the software.
The next step is to transform missing data into a wildcard character. The result
is shown in a tabular format. The third step uses the meta-data to determine the
feature columns with continuous characteristics. The values in these feature columns
are converted into a format which mimic continuous data. The rth step splits
the data set into two sets, each responsible for one of the cla®% ion columns.
These classification columns respectively represents eligib ts arll the allowed
actions on these objects. A decision tree for each of the are created with
the help of the ID3 algorithm.

The ID3 algorithm is implemented without a €
[48]. In the implementation we use Shannon entfopy % the impurity measure [51].
However, we have added a warning message if 1ty voting is used since this
might indicate ambiguity in the busiges t. The result is a Python dictionary
which represents the resulting mode iness rules.

The first step of the post-procqging is responsible for creating a dot-notation
based on the model. Graphvizgmmg o present the model as a tree graph. The
tree graph makes it easier fo @ psponsible actors to understand, and analyze
the results of the defi A ules. A presentation of the business rules in a
tabular format is do e second step uses the model to create executable
Python code whic
played to the usgr.

s from its specification

ecutable n} e business rules is persisted as a Python module. This makes
it possible t8istribute the executable model to different components in a business
support systew.

The aim is to use the executable business rules to guide or create business
processes which are responsible to adhere to these rules. Since these business rules
can be distributed, the use of a monolithic rule engine can be avoided. The business
rules can be defined in a tool which can export its content as a csv-file, for example
Excel. Business rules are often declarative in their nature. In order to for the solution
to exist in an event-driven environment, the data was extended with the events a
business rule is intended for. Contrary to many proposed solutions, we believe that
a business rule could be triggered by several different events. As an illustration we
use a business rule which states: A customer must be assigned to an agent if the
customer has placed an order. This business rule will be evaluated at, at least, two
different events; when a customer places an order and when an agent resigns.
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10.4. Analysis

The pipe-line is considered as a proof of concept, and as such is regarded as suc-
cessful by the involved practitioners. The pipe-line makes it possible to, visually
and logically, validate the correctness of the business rules before they are put in
production. The possibility to generate executable code representing the model of
the business rules makes it possible to execute the same model in different compo-
nents without the need of re-implementation. This might improve the coherence of
the business rules in a business support system.

There are several improvements to the pipe-line which should be considered.
The precision of the limits have to be based on the precision of thgaffected feature
any with different
representing
for example

value. The precision has to be configurable feature by featur

values for the maximum limit and minimum limit. The exec
the model of the business rules should support addition4

Java™, O

10.5. Discussion Q
The decision trees’ over-fitting problem is turned an advantage when we want
to evaluate or execute defined busingss iffle

An advantage of the ID3 algorit 1 se of multi-split instead of the bi-
nary split. The multi-split gives etter overview of the model, from a human
g e multi-split is the rather trivial procedure
Q@ the model.
ds, explicit boundaries, and features with no
rovides an implementation of decision trees based

perspective. Another advantag
to produce executable code bd

gaps between the val

on the CART [52] » We have tried to use this implementation but it is

of changing existing algorithm, we decided to use a base implementation of a
m. In this case we do not need to verify the algorithm, but rather
concentrate on the desired functionality of the pipe-line.

Is a machine learning pipe-line for business rules a correct approach, and is it
worth the effort? The response from the practitioners indicates a usefulness of ma-
chine learning algorithms in the business rule domain. The decision tree algorithm
cannot be used for all types of business rules. Instead we have to investigate which
machine learning algorithms can be useful for each specific business rule type. We
believe that most of the pre- and post-processing functionality is useful if we decide
to implement other types of business rules with the help of rule sets, and expose
the result as trees [51] as well as generate executable business rules.

There are no real-time requirements on the transformation from business rules
to executable business rules. Since the data set will vary in the number of used
feature columns and since each feature has its own characteristic, the use of a
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typed-language is not ideal. Based on this, Python fulfills the requirements as a
suitable implementation language for the problem at hand.

There are several improvements which have to be done before the concepts in the
proof-of-concept could be part of a business support system implementation. The
main improvements are described here. The Governance have to provide a repository
where rules can be examined and compared to avoid or solve contradictions. The
deployment of the business rules needs to be supported by business processes which
can handle error conditions etc. The Design environment needs a process which
could guide the designers through the processes of creating executable business
rules. The context frame meta-model should be able to act as an execution container

in order to support more advanced rules.
10.6. Conclusion
g

The experiment shows that it is possible to support vj ical verification of
business rules, and to generate executable busines th€ help of a machine
learning pipe-line.

?‘0





