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Abstract. In this paper, we present challenges associated with monitoring and

maintaining a large telecom system at Ericsson that was developed with high

degree of component reuse. The system constitutes of multiple services, com-

posed of both legacy and modern systems that are constantly changing and need

to be adapted to changing business needs. The paper is based on firsthand

experience from architecting, developing and maintaining such a system,

pointing out current challenges and potential avenues for future research that

might contribute to addressing them.

Keywords: Legacy system evolution � Virtualization

Telecommunication services

1 Introduction

The Telecom industry has undergone a substantial transformation in the last few years,

working towards fifth generation (5G) networks [1]. Ericsson is no exception and has

been experiencing an increased pressure to lower operational costs and quickly respond

to market changes. Therefore, some development units within Ericsson made a

strategic decision in 2013 to increase the reusability of components from the existing

portfolio, preserving the investment of many years of tuning and debugging [2]. With

this directive, a new system was built reusing four products from the portfolio. This

new system is designed to manage the life cycle of virtual resources, such as virtual

machines (VMs) and networks. Reuse certainly sped up the development, reduced time

to market along with the added benefits of quality, reused software architecture,

infrastructure, and domain knowledge [3]. However, at the same time, we encountered

challenges related to the interoperability of legacy products, integrating reuse practices

into the development process, and the deployment of new services into cloud envi-

ronments. We provide first-hand insight into these challenges and point out avenues for

future research that may address these challenges.
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The remainder of the paper is structured as follows. Section 2 briefly reports on

related work. Section 3 introduces the industrial context of the challenges which are

further expanded in Sect. 4. Section 5 concludes the paper.

2 Related Work

Khadka et al. studied legacy to service-oriented architecture (SOA) evolution and

concluded that reverse engineering is the most common technique for legacy system

understanding [4] and wrapping is the most common implementation technique.

Almonaies et al. [2] surveyed the approaches to moving legacy systems to the SOA

environment with the help of redevelopment, replacement, wrapping and migration

strategies. Apart from SaaS migration, cloud migration is an emerging research area

with various aspects of legacy-to-cloud migration [5]. Jamshidi et al. provide an

interesting comparison of SOA and cloud migration in the drivers, provisioning, design

principles and crosscutting concerns perspectives. Toffetti et al. [6] propose a new

architecture that enables scalable and self-managing applications in the cloud while

Pahl et al. surveyed cloud container technologies and architectures [7] that offer

lightweight virtualization.

Balalaie et al. described the incremental migration and architectural refactoring of a

commercial mobile back-end as a service to microservices architecture with the help of

“Development” and Operations” DevOps [8]. Finally, Varghese and Buyya discussed

new trends and research directions in next generation cloud computing [9] while Xavier

and Kantarci surveyed challenges and opportunities for communication and network

enablers for cloud-based services [10].

3 Industrial Context

The system we discuss in this paper was designed to manage the life-cycle of virtual

resources, such as virtual machines, virtual networks in multi-vendor virtual infras-

tructures such as open stack and vSphere, as well as to orchestrate virtual network

functions (VNFs).

The software components are reused when composing complex subsystems. Due to

the monolithic nature of the subsystems, it was not possible to extract only the required

functionality needed for the new system. As a side effect, the actual percentage of

utilization of the functionality from each embedded subsystem was low (between

20-30%). On the other hand, there is redundant functionality among different sub-

systems. For instance, each subsystem has its own mechanisms for authentication and

authorization. These are core functionalities within each subsystem, so it is difficult to

bypass them without significant design changes. Presence of these functionality con-

tributes to extra processing overhead, as well as adding complexity to the operation and

maintenance tasks such as changing of system passwords.

The network setup of each subsystem became a challenge when wrapping them into

VMs as each has its own flavor of setting up the network. Although Ericsson has set
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guidelines and requirements for setting up the networks, the actual implementation of

each product has its own flavor when it comes to detailed setup.

The functionality of the new system had to be mapped to fit into the existing

architecture, rather than designing a system that best suits the business requirements.

This led to an architectural degradation and consequences in the systems runtime

characteristics which are explained next.

3.1 System Architecture

As illustrated in Fig. 1, the reused subsystems expose different inbound interfaces. The

Representational state transfer (REST) interface in VM1 is the main entry point into the

new system. This interface can be used to build customer specific services without

having to change the core system. The main service provided by VM1 is to slice the

order into fine grained requests to be orchestrated towards VM3, and to store the

necessary data in the database located in VM2. Since these subsystems have been

developed independently in different timelines by different development units, the

protocols and technologies used vary (REST in VM1, Structured Query Language

(SQL) in VM2 and Simple Object Access Protocol (SOAP) in VM3). When building a

solution reusing these systems, there is a significant amount of overhead due to pro-

tocol transformations between the involved services.

Similarly, the subsystems have their own ways of managing configuration. Because

of this, the administrators of the system won’t experience a uniform configuration

management. The administrator is also expected to understand the dependencies

between configurations of multiple subsystems. For instance, if a password is changed

Fig. 1. Virtual resource manager system architecture
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in VM1, the administrator is expected to have prior knowledge that that the password

in VM2 and VM3 should also be changed. There is no centralized configuration

management which distributes the configuration throughout the involved subsystems.

Different subsystems also come with a variety of databases. Their maintenance and

configuration require varying techniques, forcing the administrators to acquire com-

petency for multiple database management systems. When issues arise at customer

sites, the Ericsson development unit needs to get involved, supporting the customer

sites’ operation and maintenance staff. This consumes time and resources that has been

allocated for feature development of future releases.

3.2 Runtime System Characteristic

The reused subsystems were originally not developed to be run on virtualized or cloud

platforms which is a strict requirement for the new system. Similar to the wrapping

strategies described by Almonaies et al. [2], our approach was to wrap the legacy

software into virtual machines. The resulting deployment architecture in a cloud stack

is shown in Fig. 1. Some of the issues detailed next are the results of trying to fit legacy

subsystems into modern virtualized and cloud environments.

The installation procedures of the involved subsystems vary due to their inde-

pendent development by separate design units at Ericsson. These variants can be

managed by using configuration and automation tools, but it is time consuming to

develop a uniform framework for the new system. To add another dimension to the

complexity, the subsystems are developed in different countries, driving significant

delays in communication due differences in time zones.

Monitoring and recovery from process failures among the reused subsystems is not

uniform. Few of the subsystems provide monitoring agents which automatically

recover process failures along with sending failure and recovery notifications to the

monitoring systems, whereas most subsystems provide no process recovery at all.

The complexity of the cloud stack creates problems in the areas of performance

tuning and troubleshooting. Different vendors provide different layers of the cloud

stack and different teams configure these layers. The performance of the systems relies

on the efficiency of different layers in the cloud stack, all the way down to the hard-

ware. The system can misbehave due to issues in any of layer of the stack, forcing

support teams from each layer to get involved to resolve issues; this process can be

very time consuming.

4 Challenges and Research Directions

Building new services/systems by reusing existing products may seem like a good

approach to go to market faster and to tap into new domains with a lower cost.

However, this approach comes at a cost in the long run if these systems do not evolve

along technological advancements. Table 1 identifies the key challenges, specifically

when reusing large legacy systems. Next, we discuss these challenges, pointing out

potential avenues for further research.
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Ch1: Existing systems are adapted to provide services that were not intended to be

supported by the original system, which results in issues being discovered very late in

the development cycle and at customer sites. Another issue with the current architecture

is the overhead involved in the overall system, as different subsystems are required to

perform protocol transformations.

Ch1.1: The system is required to comply with certain standards such as ETSI GS

NFV-MANO demanded by customers. This adds to the complexity of the system

architecture, as standardization was not regarded important when the legacy systems

were initially designed.

Research Directions: Previous research has illustrated strategies for migrating mono-

lithic to microservices-based architectures that allow for flexible reuse [8, 11]. The

environment at Ericsson requires however adaptations to these strategies, since

development is globally distributed, and the product needs to be standard compliant.

Ch2: The development unit at Ericsson responsible for the system has already adopted

DevOps practices such as Continuous Integration and Deployment (CI/CD). However,

the subsystems are so complex and large such that the lengthy CI/CD cycle renders

development inefficient.

Ch2.1: The development teams are distributed in at least five geographically dispersed

locations. To facilitate management, the teams were organized as feature teams, that is,

when a feature was handed over to a design team, they were responsible for the end-to-

end development of the feature, which involved adaptations to a few complex sub-

systems. Due to the complexity of each subsystem, there are no subsystem experts in

teams, resulting in misuse of the architecture of the subsystems and therefore con-

tributing to the degradation of the overall system architecture.

Research Directions: DevOps practices need to be improved to facilitate the growing

complexity in platforms and IT operations to prevent DevOps practices becoming an

overhead in the development process. As others have observed [12], insufficient

communication, company culture, legal constraints and heterogeneous environments

can prevent successful DevOps practices adoption. Similar causes can be observed at

Ericsson and dedicated solutions need to be investigated.

Table 1. Challenges related to legacy system reuse

Id Challenge Description and specifics

Ch1 Interoperability of legacy

and new services

The reused subsystems are a mixture of both legacy

systems and relatively modern systems which creates

interoperability issues

Ch2 Development process for

system reuse

Even though modern development processes such as

DevOps have been adopted in the development phase, it

is not efficient due to the characteristics of the reused

subsystems

Ch3 Deployment and

orchestration of services

Issues related installation, monitoring, scaling of the

system in virtualized and cloud environments
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Ch3: The reused subsystems were not designed to be deployed into virtual environ-

ments, and the developed wrappers and frameworks soon became complex and are hard

to manage.

Ch3.1: The demands on the operation and maintenance staff rose to the same degree as

the complexity of the overall system increased. This contributes to increased system

maintenance and troubleshooting time, due to inhomogeneous and scattered informa-

tion in subsystems.

Ch3.2: When the system is deployed into cloud environments, it has also to be con-

tinuously monitored and managed [6]. The basis for efficient management of cloud-

based services is to slice the monolithic applications into microservices [6]. The current

strategy to wrap monolithic subsystems into a single VM makes it difficult to extract

subsystems into their own services and be managed independently.

Research Directions:

There is a need to provide support for the operation and maintenance staff to interpret

and analyze the data collected in production. While this data is useful for trou-

bleshooting, it requires expertise that is not always available and costly. One possibility

is to combine big data analytics and machine learning to support operation staff in

decision making by filtering and identifying patterns in data [13, 14].

5 Conclusions and Future Work

The demand for new and more features, at a faster pace and at a lower cost, has affected

all high-tech industries. This requires that well established players embrace this change

and identify strategies that allow them to reuse existing technologies, adapt them to

new requirements, and can provide thereby new services on time, quality and cost. In

this paper, we have illustrated some of the challenges related to this transition, seen

through the lens of an experienced architect at Ericsson. Future work is targeted at

providing a systematic, multi-perspective investigation to prioritize the challenges and

guide solution development.
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