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Intelligent transportation systems (ITS) are becom-
ing more and more effective. Robust and accurate 
short-term traffic prediction plays a key role in 
modern ITS and demands continuous improvement. 
Benefiting from better data collection and storage 
strategies, a huge amount of traffic data is archived 
which can be used for this purpose especially by 
using machine learning.

For the data preprocessing stage, despite the 
amount of data available, missing data records and 
their messy labels are two problems that prevent 
many prediction algorithms in ITS from working 
effectively and smoothly. For the prediction stage, 
though there are many prediction algorithms, high-
er accuracy and more automated procedures are 
needed.

Considering both preprocessing and prediction 
studies, one widely used algorithm is k-nearest 
neighbours (kNN) which has shown high accura-
cy and efficiency. However, the general kNN is de-
signed for matrix instead of time series which lacks 
the use of time series characteristics. Choosing the 
right parameter values for kNN is problematic due 
to dynamic traffic characteristics. This thesis analy-
ses kNN based algorithms and improves the predic-
tion accuracy with better parameter handling using 
time series characteristics.

Specifically, for the data preprocessing stage, this 
work introduces gap-sensitive windowed kNN 

(GSW-kNN) imputation. Besides, a Mahalanobis 
distance-based algorithm is improved to support 
correcting and complementing label information. 
Later, several automated and dynamic procedures 
are proposed and different strategies for making 
use of data and parameters are also compared.

Two real-world datasets are used to conduct ex-
periments in different papers. The results show that 
GSW-kNN imputation is 34% on average more ac-
curate than benchmarking methods, and it is still 
robust even if the missing ratio increases to 90%. 
The Mahalanobis distance-based models efficiently 
correct and complement label information which 
is then used to fairly compare performance of al-
gorithms. The proposed dynamic procedure (DP) 
performs better than manually adjusted kNN and 
other benchmarking methods in terms of accura-
cy on average. What is better, weighted parameter 
tuples (WPT) gives more accurate results than any 
human tuned parameters which cannot be achieved 
manually in practice. The experiments indicate that 
the relations among parameters are compound and 
the flow-aware strategy performs better than the 
time-aware one. Thus, it is suggested to consider all 
parameter strategies simultaneously as ensemble 
strategies especially by including window in flow-
aware strategies.

In summary, this thesis improves the accuracy and 
automation level of short-term traffic prediction 
with proposed high-speed algorithms.

2018:10

ISSN: 1653-2090
ISBN: 978-91-7295-360-4

A
U

T
O

M
A

T
ED

 T
R

A
FFIC

 T
IM

E SER
IES P

R
ED

IC
T

IO
N

Bin Sun
2018:10

ABSTRACT



Automated Traffic Time  
Series Prediction

Bin Sun





Blekinge Institute of Technology Doctoral Dissertation Series 
No 2018:10

Automated Traffic Time  
Series Prediction

Bin Sun

Doctoral Dissertation in 
Computer Science

Department of Creative Technologies
Blekinge Institute of Technology 

SWEDEN



2018 Bin Sun 
Department of Creative Technologies
Publisher: Blekinge Institute of Technology
SE-371 79 Karlskrona, Sweden
Printed by Exakta Group, Sweden, 2018
ISBN: 978-91-7295-360-4
ISSN:1653-2090
urn:nbn:se:bth-17210



A journey of a thousand miles begins with a single step.

– Laozi
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Abstract

Intelligent transportation systems (ITSs) are becoming more
and more effective. Robust and accurate short-term traffic pre-
diction plays a key role in modern ITS and demands continuous
improvement. Benefiting from better data collection and storage
strategies, a huge amount of traffic data is archived which can be
used for this purpose especially by using machine learning.

For the data preprocessing stage, despite the amount of data
available, missing data records and their messy labels are two prob-
lems that prevent many prediction algorithms in ITS from working
effectively and smoothly. For the prediction stage, though there are
many prediction algorithms, higher accuracy and more automated
procedures are needed.

Considering both preprocessing and prediction studies, one
widely used algorithm is k-nearest neighbours (kNN) which has
shown high accuracy and efficiency. However, the general kNN
is designed for matrix instead of time series which lacks the use
of time series characteristics. Choosing the right parameter val-
ues for kNN is problematic due to dynamic traffic characteristics.
This thesis analyses kNN based algorithms and improves the pre-
diction accuracy with better parameter handling using time series
characteristics.

Specifically, for the data preprocessing stage, this work intro-
duces gap-sensitive windowed kNN (GSW-kNN) imputation. Be-
sides, a Mahalanobis distance-based algorithm is improved to sup-
port correcting and complementing label information. Later, sev-
eral automated and dynamic procedures are proposed and differ-
ent strategies for making use of data and parameters are also com-
pared.

Two real-world datasets are used to conduct experiments in
different papers. The results show that GSW-kNN imputation is
34% on average more accurate than benchmarking methods, and
it is still robust even if the missing ratio increases to 90%. The
Mahalanobis distance-based models efficiently correct and comple-
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ment label information which is then used to fairly compare per-
formance of algorithms. The proposed dynamic procedure (DP)
performs better than manually adjusted kNN and other bench-
marking methods in terms of accuracy on average. What is better,
weighted parameter tuples (WPT) gives more accurate results than
any human tuned parameters which cannot be achieved manu-
ally in practice. The experiments indicate that the relations among
parameters are compound and the flow-aware strategy performs
better than the time-aware one. Thus, it is suggested to consider
all parameter strategies simultaneously as ensemble strategies es-
pecially by including window in flow-aware strategies.

In summary, this thesis improves the accuracy and automation
level of short-term traffic prediction with proposed high-speed al-
gorithms.
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The thesis is divided into two parts. The first two papers improve data

cleaning for traffic flow and event information, then the following papers

investigate how to improve the prediction.

Firstly, missing data need to be imputated before using. Most algo-

rithms cannot conduct analysis or prediction on time series with missing

values. Imputing data makes it possible to use different algorithms and

improve the final analysis or prediction.

Secondly, incidents are influencing the traffic as anomalies. To in-

vestigate the influence of those data, we need to have labelled data to

conduct analysis. A multi-metric time series analysis and decision sup-

port system is built to ease the labelling process.

Third, the ground truth labelled dataset is compared with different

conditional prediction methods based on anomaly detection. Thus, we

can know how much useful the ground truth labels or the detection

methods are.

Later, different ways to improve prediction accuracy are considered.

Ensemble method can improve automation level at the same time. Dif-

ferent ensemble strategies are used to improve prediction and then com-

pared.

Each paper’s method can be used individually with existing systems

to improve predictions. All methods can also be used together as a

complete methodology for traffic time series analysis and prediction.
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1

Introduction

The efficient control of traffic flow on motorways or freeways can bring

about shorter travel time, fewer pollutant emissions, and increased road

safety [1]. Reliable and accurate short-term traffic prediction is funda-

mental for modern intelligent transportation systems (ITS) to achieve

this target [2, 3]. ITS are becoming more and more effective, benefit-

ing from big data generated by modern sensors and devices [2]. Ef-

ficient traffic management and accident detection rely on reliable and

accurate short-term traffic forecasting [2]. As a complex task, it has

been studied in the past few decades using different methods [4]. Dif-

ferent domains proposed different solutions, including traffic engineer-

ing methods, classical mathematical methods, modern machine learning

methods. Machine learning based prediction methods rely on such big

data, for example, frequently used prediction methods, including sea-

sonal auto-regressive integrated moving average (SARIMA) [5], neural

network [6,7,8], support vector regression (SVR) [9], k-nearest neighbour

(kNN) regression [10] among others. Therefore, a vast number of traffic

monitoring devices have been installed to collect traffic data. As a con-

sequence, a huge amount of traffic data has been archived, sometimes

together with related information such as accident records [2].
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1. Introduction

While the amount of data captured by various devices is getting

larger, missing data and messy labels are causing problems. Many meth-

ods cannot make full use of dataset in case of missing values [11]. The

missing ratio of traffic data is usually 5% to 25%, sometimes more than

90% [11,12,13]. For supervised learning or evaluation, we need to know

related traffic data given an accident record, i.e. labelled data is required.

Nevertheless, data labels are neither accurate nor complete. Further, the

calibration or tuning of parameters of machine learning methods may

discourage traffic management centres from using the algorithm [14].

Thus, it is necessary to impute, correct and complement data and re-

lated labels before prediction. Besides, the predictions should be further

automated to be suitable for dynamic traffic.

This thesis first imputes and corrects data and labels, then improves

the prediction accuracy and automation levels using ensemble methods.

The predictions are considering and comparing different schemas such

as time awareness, flow-rate awareness, anomaly-condition awareness.

1.1 Aim and Scope

The aim of this thesis is to improve the automation level and accuracy of

short-term traffic prediction by applying statistical and machine learn-

ing methods to real-world data. To address this aim, we focus on the

following objectives:

1. Generate ground truth labels for later analysis and comparison of

imputation and prediction methods.

2. Develop a more accurate and automated missing data imputation

method.

3. Develop more accurate and automated prediction methods consider-

ing different aspects of traffic time series.
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1.2. Outline

1.2 Outline

The chapters in kappa are organized as follows. Chapter 2 presents the

background, as well as terminology and related work. Chapter 3 de-

scribes the approach of the study, as well as research questions, method-

ology and validity threats. Chapter 4 presents the findings and con-

clusions of the thesis, as well as contributions, discussion and ideas for

future work.

For the logic thread, the publications are presented in Chapter A-F

and can be divided into two parts. Firstly, publication in Chapter A

(Paper A) to Chapter B (Paper B) investigates methodology that acts as

a pre-processing which cleans the data for the work in the second part

of this thesis. Secondly, publication in Chapter C (Paper C) to Chapter F

(Paper F) use the data cleaned in Part 1 to develop and evaluate new

short-term traffic prediction methods according to the aims of this thesis.
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Background and Related Work

Short-term traffic prediction has been a research topic for four decades

since 1979 [15, 16]. It was first suggested as the core part of computer-

aided traffic surveillance and control systems, i.e. intelligent transporta-

tion systems. The prediction time ranges from several seconds to several

hours for future traffic [16]. The research regarding short-term traffic

prediction can be categorized hierarchically into three layers [17]. On

the top layer, one prediction research can target different road users and

different road types. One aspect is regarding management officers vs.

travellers. Another aspect is to distinguish among freeways, highways

and urban roads. The middle layer concerns about data characteristics

in general, for example, which parameters to predict and how long fur-

ther to predict. The bottom layer covers research questions about how

to model design parameters on the above two layers in detail, such as

methods, data types and data quality.

This thesis focuses on freeways and the research can be generalized

to different countries more easily. Three main parameters in traffic in-

clude flow rate (volume), speed and density. On one hand, flow rate and

density are more related to safety. On another hand, flow rate and speed

are easier to measure. When traffic states change, flow speed is changing
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2. Background and Related Work

less than flow rate while both have high noise, i.e. the speed has a lower

signal-to-noise ratio, hence low-quality data. Thus, this work considers

more flow rate than flow speed.

Short-term traffic prediction methods can be divided into two cate-

gories: parametric (classical statistical) and non-parametric (data-driven

approaches) [4, 16, 18]. Parametric methods are based on either traffic

models like Papageorgiou’s model [19] or mathematical models such as

linear regression and SARIMA [5]. Non-parametric methods are mod-

ern machine learning methods, such as support vector machines, neural

networksand k-Nearest neighbours. This categorization method is used

through the thesis. Alternatively, some other research proposes differ-

ent ways to categorize methods [4]. For example, "parametric meth-

ods" are sometimes reserved for pure traffic engineering model based

methods while the mathematical ones are moved to non-parametric cat-

egory [20, 21]. Sometimes, neural network methods are considered sep-

arately within their own category [22].

Machine learning based methods perform similar or better under

stable traffic [4] and better than parametric ones under unstable traffic

[16]. The reason is that machine learning methods are more robust and

adaptive benefiting from wider general assumptions [23]. Also, they can

"learn" more from bigger and heterogeneous data [4, 16].

However, the weaknesses of machine learning methods also come

from big data. One weakness is that the data are not cleaned and con-

tain missing values and messy labels. Another weakness is that many

machine learning methods need parameter tuning according to dataset

characteristics. They are either preventing the methods to work, or pre-

venting them to be evaluated.

2.1 Concepts and Terminology

This section provides some basic definitions and terminologies which

are used through the thesis.
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Traffic Engineering. Traffic engineering studies streets and highways,

and their usage by vehicles [24]. They are one key part of the transporta-

tion system which helps the movement of people and goods.

Traffic Prediction. Traffic prediction, or traffic forecasting, is the at-

tempt to estimate the number of vehicles or people, or their speed, den-

sity, travel time related to a specific transportation facility or physical

point in the future. Short-term prediction considers the future in sev-

eral seconds to several hours [16,25]. Medium-term refers hours to days

while long-term prediction implies the time further than one day, even

beyond several weeks [25, 26]. There are overlaps among different defi-

nitions of prediction time.

Machine Learning. The field of machine learning is about develop-

ing algorithms that can automatically discover and describe patterns in

history data. The patterns can be used to predict future data or pro-

vide other useful information [27]. The design of algorithms is trying to

find more accurate patterns when the algorithm experience more com-

petent data [28]. Two main types of machine learning are supervised

learning and unsupervised learning and a less common one is reinforce-

ment learning [27]. Supervised Learning algorithms take inputs and their

corresponding outputs (targets) at the same time and learn the mapping

from inputs to outputs [27]. It includes both classification and regression

algorithms [29]. As the purpose is to predict unknown outputs, super-

vised learning is also known as predictive learning [27]. Unsupervised

Learning algorithms use only inputs to find patterns, such as groups of

similar input records, the distribution of input space and representation

with fewer dimensions [29]. As the purpose is to describe the known

inputs, unsupervised learning is also known as descriptive learning or

knowledge discovery [27].

2.2 Related Work

There are two categories of methods for short-term traffic forecasting,

i.e. parametric and non-parametric methods [4, 16, 18]. During early
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stages, traffic engineering based parametric models contain parameters

that should be calibrated according to manually selected fixed "repre-

sentative data" [30]. This problem is partially solved by introducing

mathematical time series analysis. A classical mathematical paramet-

ric method is SARIMA [31] which consists of the following four parts.

SARIMA originates from moving average (MA), usually weighted av-

erage of several recent white noise values given the expectation of 0.

An autoregressive (AR) model is based on interdependent observations

of stationary time series. The non-stationary problem of a time series

can be solved by adding an integrated (I) part in the model so the non-

stationary component is removed by differencing. Finally, daily and

weekly periods form the important seasonality (S) part in SARIMA.

Without seasonality, ARIMA itself usually cannot meet performance

expectations [11, 32, 33]. One advantage of using SARIMA is the eas-

iness of understanding it as the parameters have clear physical mean-

ings. SARIMA sometimes performs very well [18], especially after being

enhanced [34] or when available datasets are small [5, 35], though not

always [36]. It is used as a benchmark method in this thesis.

Compared to parametric methods, non-parametric ones require less

prior knowledge of the data and are now widely used. Tree-based algo-

rithms are typical methods in this category. Classification and regression

tree (CART) is a classical tree-based algorithm proposed by Breiman and

others in 1984 [37]. It tries all possible splits to get the best split point.

The best split gives the minimum node impurity (or maximum informa-

tion gain) where least square criteria can be used for regression. This

procedure will not stop until the tree is complete or it meets stopping

criteria. Cross-validation or other methods can be used to back prune

the tree to be optimal [38]. A big advantage of tree-based methods is

their high speed.

Many ensemble algorithms are using trees as their base estimators to

make use of the efficiency. One important ensemble method is bagging

(bootstrap aggregating) which is also proposed by Breiman [39, 40]. The

basic idea is to conduct sampling from the original dataset with replace-
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ment to produce several new different datasets and get different trained

models. The final output is the averaged result of all those models. If

the input features are also randomly selected while sampling instances,

then the algorithm becomes a special bagging algorithm, i.e. random

forest [41, 42].

Another commonly used ensemble method is boosting (similar to

arcing). Kearns proposed the idea of boosting weak learners to form a

strong one [43]. This idea is confirmed by Schapire [44]. Instead of hav-

ing parallel models like in bagging, boosted models are connected se-

quentially. During training, previous misestimated input data will have

a higher chance of being selected for training later models [41]. Both

bagging and boosting reduce mainly the variance of unstable learning

algorithms, such as trees and neural networks [45], and sometimes also

reduce bias [46].

Though the usage is rare in traffic prediction, the CART algorithm

has been used to predict bus dwell time [38] while the normal bagging

has been used for travel time prediction [47]. They have been used more

for classification and prediction of driver behaviour, lane changing and

accident possibilities or risks. Compared to those two methods, random

forest is an outstanding bagging algorithm which has been used in many

studies to predict traffic information [48, 49, 50]. Recently, as a state-of-

the-art boosting method, extreme gradient boosting (XGB) has shown

outstanding efficiency [51]. The performance is shown to be comparable

with or better than random forest [52, 53]. Thus, XGB is also compared

in this thesis.

Some other non-parametric methods have also been used beside tree-

based algorithms. Support vector regression (SVR) is proposed by Vap-

nik and Drucker among others in 1996 [54] and become popular in traffic

engineering about ten years later. It is good at solving non-linear prob-

lems given appropriate kernels [55]. By using different kernels, a good

trade-off between accuracy and efficiency can be selected [34]. Much

other work focuses on using neural networks, though mainly by doing
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classification before regression to accomplish the later regression meth-

ods [7, 8, 56, 57].

Within non-parametric methods, pattern-searching algorithms form

a big subcategory and kNN is one of them [18, 58, 59, 60]. The first re-

searchers mentioning kNN are Cover and Hart [61]. It is then used as

an alternative method for traffic prediction since 1990s [62,63]. The idea

is to find history data with similar patterns of current data. kNN has

been improved from different aspects, such as time aspect [64], spatial

aspect [60], data source aspect [65,66], complicated mathematical model

aspect [67], among others.

This work uses kNN because of the substantial increase in data avail-

ability [4], the flexibility of kNN for solving non-linear problems and

easiness of understanding and implementation [55]. Three parameters

of kNN are the number of nearest neighbours, search step length (also

known as lag) and window size (also known as constraint) [58]. Many

studies tried to tune the number of nearest neighbours [68, 69, 70] and

some work also tried to tune search step length [71, 72] while few re-

searchers considered shifting neighbours on timescale, i.e., using win-

dows. Previous work only studies some of the parameters and the value

assignment for those three parameters at the same time is still a prob-

lem. Besides, for different traffic data, it is necessary to choose suitable

parameter values differing from case-to-case and time-to-time. A kNN

algorithm with fully automatic parameter self-adjustment and higher ac-

curacy is needed. Also, the thesis compares data strategies and other

settings.

We found a problem while developing traffic prediction algorithms.

To be able to fairly compare the performance of algorithms under dif-

ferent traffic situation, data labels are needed, for example, if the data

are from accidents. However, the traffic labels are often messy or miss-

ing and should be corrected or complemented. There are two ways to

detect accidents or other anomalies [73]. The first way is to "recognize"

accidents if the new query traffic is similar to previous accident traffic.

10



2.2. Related Work

This can be done by conventional methods such as McMaster [74] as

well as novel machine learning based classification methods [75]. The

conventional methods usually require physical location characteristics

like the shape of roads or multi-device data as part of the input, and

machine learning based classification requires labelled data. The second

way discovers observations that are significantly different from typical

values. This procedure is called outlier detection [76]. There are two

types of outliers, global outlier and local outlier [77]. Global outliers are

considered as outliers regardless of the concept, whereas, local outliers

are concept-related. For example, 40°temperature is normal in India, but

outlier value in Sweden. When applying outlier detection for labelling,

we found much research assumes outliers as global [78], but local outlier

detection can be more suitable to solve traffic data related problems. Fur-

ther, existing research preferred to use single metric and its threshold to

detect outliers such as flow rate [73,79], speed [80] or density [81,82,83].

As there are fundamental differences among characteristics of different

roads, multi-metric detection may be more suitable depending on the

roads [84, 85]. Additionally, on the timescale, though some work has

been done with regard to transit fundamental diagram [85], none con-

sidered differential time-varied fundamental diagram.

Actually, labelled data can also be used for conditional prediction

which improves accuracy, especially during extreme events [86]. For

example, prediction-after-classification approaches [87] have been used,

which considers one whole day as one data point without dynamic

time series characteristics. Another work found four different pattern

changes, awareness of related patterns improves prediction accuracy [88].

A work [89] considers typical vs. atypical conditions with manual al-

gorithm assignment and fixed parameters. However, we have not

seen conditional ensemble methods with automated parameter tuning

for short-term traffic prediction considering incidents or anomalies, and

conditional prediction should rely on more automated anomaly detec-

tion, not manual work. One type of methods for more automated anomaly

detection is based on distribution, distance or density. For example, dy-

namic Poisson distribution based detection [90], Chi-square test [91], and
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modern machine learning methods such as local outlier factor [92, 93],

one class support vector machine [94] and iForest [95]. However, trans-

forming time series into multidimensional space often loses time charac-

teristics. Another type is to use regression methods [96] to get residuals

and detect outliers according to a fixed or dynamic threshold. One issue

is that the dynamic/local traffic fluctuation is not considered in existing

work. Usually, higher traffic comes with higher fluctuation and devia-

tion. Multi-seasonality characteristic is also problematic.

One more problem which occurs frequently in our data processing

actions and causes many small issues, i.e., missing data. Most algo-

rithms rely on continuous data to work so the missing data should be im-

puted. Data imputation methods can be divided into several categories:

prediction based, interpolation based and statistical/machine learning

based [11, 97]. Prediction based methods, such as ARIMA and neural

network, only make use of continuous chunks in the time series [11].

They are subject to missing data problem themselves. A typical inter-

polation based method is regression spline, which is a piecewise poly-

nomial function that tries to approximate the unknown function [98,99].

In the machine learning category, k-Nearest neighbours (kNN) [12, 100]

and principal component analysis (PCA) based methods [11, 101] have

shown great performance [11, 102] and efficiency [103]. Besides, there

are some ad-hoc methods, such as mean, median and last observation

carried forward (LOF) [104]. Among those methods, kNN is accurate

and efficient [11, 103]. One issue is that the general kNN is not consid-

ering gap sizes of continuous missing data though the gap sizes matter,

which has been shown in prediction-related work [105, 106].

The above-mentioned problems and issues are considered important

to the improvement of the short-term traffic prediction accuracy and

automation level so that they are investigated in this thesis.
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3

Approach

This thesis is contributing to the subjects of computer science to the do-

main of transportation engineering. More specifically, the thesis overlaps

the areas of data science and traffic analysis by improving, developing

and applying traditional statistical methods and machine learning meth-

ods to short-term traffic time series prediction.

The main question of this thesis is: How can the traffic data be processed

in a more automated and accurate manner? This question is addressed via

several smaller research questions (RQs) in Section 3.1.

Later, this chapter presents the research methods used in the thesis

to answer those specific sub-questions. Datasets and validity threats are

also detailed.

3.1 Research Questions

Part I

RQ I. How to impute time series missing values considering data missing
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gaps and other time series characteristics?

It is necessary to impute missing values so that general detec-

tion and prediction algorithms that require continuous time se-

ries without missing values can perform more accurately and

automatically. However, time series characteristics can be fur-

ther investigated. Thus, we want to investigate how to impute

the time series in a better way. This is addressed in Paper A

(Chapter A).

RQ II. How to generate ground truth labels accurately and actively using ex-

isting but messy event data?

Ground truth labels can be used to improve accuracy and to

evaluate prediction results conditionally. However, existing event

records are usually messy. Thus, we want to investigate how to

use the dirty and messy event records together with traffic flow

history to get accurate labels actively so that to ease the analysis

later. This is addressed in Paper B (Chapter B).

Part II

RQ III. How kNN can be automated even for real-time requirements consid-

ering different traffic conditions, flow rates and parameter configura-

tions?

One important aspect of algorithms is automation. Many algo-

rithms are only suitable for dedicated local situations. We want

to improve automation level of traffic prediction in general us-

ing ensemble methods to make them more dynamic. This is

addressed in the last four papers.

RQ IV. How can kNN be improved w.r.t. accuracy by considering time series

characteristics, parameter configurations using ensemble methods?

Ensemble methods have shown promising results for improv-

ing algorithm accuracy. However, some time series character-

istics have not been fully investigated, especially traffic flow
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characteristics. We want to improve ensemble methods consid-

ering more time series characteristics. This is addressed in the

last four papers.

3.2 Research Methodology

We investigate the data-flow from raw data to final traffic prediction.

One fundamental characteristic of traffic time series is that the flow

values are changing continuously and smoothly, when being compared

with categorical data. Thus, a part or period of a time series can be shifted

to a nearby part or period. This introduces window parameter which is

the maximum limit of shifts. It dramatically improves the performance

of analysis and prediction algorithms, especially ensemble methods. The

ability to shift also makes it possible to have a gap-sensitive imputa-

tion method. We also enhance the dynamic capabilities using ensemble

methods. The proposed methods are automated according to current

traffic flow characteristics. One exception of the automation is the data

labelling part which is only used for benchmarking and analysis pur-

pose. The algorithms we propose consider traffic flow from several dif-

ferent aspects, including anomaly-aware, time-aware, and flow-aware.

The specific methodologies and their evaluations are described in detail

in the included papers. The methods are designed in the way that they

can be used together or individually to improve traffic time series anal-

ysis and prediction. Quantitative methods, i.e. experiments, are applied

in the research approach.

3.3 Experiments

As the work is targeting prediction, the design of experiments starts

from prediction. However, it is hard to do so as the data labels are

messy when being provided by the traffic centre. Thus, a process is

designed and a system is implemented to label the data, as described

in Paper B. Many prediction algorithms cannot handle missing values,

so simple kNN is used to fill the missing values. Later, the data are
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used in prediction papers (Paper D, E, F) The influence of this simple

imputation is concerned as well as traffic incidents. Only the time-series

ranges without (or with little, less than 10%) missing values or incidents

are used during evaluation.

We can see that the above design can be improved. First, the impu-

tation is too simple to be considered as accurate. Second, the influence

of incidents is excluded which might be not possible of no detection and

no lables are provided, while sometimes it is even needed specially for

incident flow prediction. Thus, the imputation is improved in Paper A

and the influence of incidents is investigated in Paper C. Additionally,

the 2nd paper for prediction (Paper E) starts to one important time-series

parameter, window size (the limit of shits), which is not considered in

the 1st prediction paper (Paper D). Some details and comparision of

those two prediction papers leads to the 3rd prediction paper (Paper F).

The algorithms are implemented in CUDA, R and Python according

to situations. Some parallel computing frameworks are used to acceler-

ate experiments, such as CUDA-GPU and Spark. The GSW imputation

algorithm (Paper A) is implemented using Spark in Python. The acci-

dent information cleaning model (Paper B) is implemented using Shiny

in R and then used as a decision support system to label the existing

traffic flow data. The proposed DP (Paper D) and WPT (Paper E) al-

gorithms are implemented using CUDA in C/C++ and run on NVidia

GPUs. The analysis of anomaly-aware conditional predictions (Paper C)

is done in Python and the comparison of different strategies (Paper F) is

using R. All the core codes used for this thesis are available on GitHub

which can be found by searching the related paper titles. Part of the

experiemnt data are available, while the non-available part is described

statistically and the data structure is provided.

The main evaluation metric is mean absolute error (MAE) for predic-

tions and root mean square error (RMSE) is for imputations. The reason

is that they are frequently used for predictions and imputations respec-

tively and as it is easier for readers to compare with literature results.
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Though mean absolute percentage error (MAPE) is also frequently used

for predictions, it is not suitable for our data due to the fact that traffic

flow values can be zero especially during night.

3.4 Datasets

Two real-world datasets are used. One dataset is from Bluedon surveil-

lance camera devices on Kunshi Road and the data are extracted using

virtual-loop based vehicle detections. One device sends a monitored

flow record at five-minute intervals. Each record contains some traffic

statistics such as flow rate and average speed. This road carries under-

saturated flow except in holidays noons. Another dataset, PeMS, is from

the Bay Area, USA and the details can be found in [107].

17





4

Results

4.1 Answers to Research Questions

Paper A (Chapter A) is intended to answer RQ I. This paper investigates

two time series characteristics that can be used to improve the impu-

tation accuracy. One characteristic is the gaps between missing values

and existing values. Another characteristic is the windows for shifting

time series. The results of Paper A (Chapter A) showed that the method

GSW-kNN can provide more accurate imputation for time series by con-

sidering time series characteristics.

Paper B (Chapter B) is intended to answer RQ II. This paper investi-

gates multi-variate based Mahalanobis distance that can improve events

detection in traffic flow. Together with dirty and messy event records

from heterogeneous sources, we developed a web user interface as a

decision support system to correct and complement event information.

The results of Paper B (Chapter B) showed that the proposed model and

application provides more event information to support labelling traffic

time series data.

The other papers are intended to answer RQ III and RQ IV. The
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kNN method is improved from both automation and accuracy aspects

while considering time-domain relations, flow conditions (incident vs.

non-incident), flow rate levels, and parameter relations. The results of

Paper C to Paper F (Chapter C to Chapter F) show that our proposed

methodology enhance kNN using ensemble method w.r.t. accuracy and

automation level.

4.2 Contributions

This thesis contributes to two major parts of traffic data analysis, data

cleaning and traffic prediction. The first part contributes to cleaning

data (including imputation and labelling) for traffic time series data.

The second part contributes to improving prediction accuracy (in terms

of reducing the error of prediction) and automation level of traffic flow

prediction. The following paragraphs address the specific contributions

of each paper.

Paper A (Chapter A) proposes GSW-kNN for traffic time series im-

putation. Much work has been done to impute missing data. Among

different imputation methods, k-nearest neighbours (kNN) has shown

excellent accuracy and efficiency. However, the general kNN imputation

is designed for matrix instead of time series so it lacks the usage of time

series characteristics such as windows, gap-sensitive searching steps and

weights. Thus, the method GSW takes gap sizes into consideration dur-

ing distance measurement and uses windows to broaden the amount of

neighbours. The experiment results from the public PeMS dataset shows

that GSW-kNN performs 14% to 59% better than benchmarking methods

and 34% better on average. It is also more robust even for datasets with

high missing ratios. This helps to answer RQ I.

Paper B (Chapter B) describes how to correct and complement acci-

dent information. Previous research has investigated different methods

for detecting traffic accidents, few of them used multi-metric data. How-

ever, no work has clearly defined how to use Mahalanobis distance [108]

for detecting traffic accidents. This research proposes to use multi-
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metric data instead of commonly used single metric data for traffic anal-

ysis and accident information correction and complementation. We also

introduce a general method to pre-process traffic data to be suitable for

multivariate M-distance based algorithm. In this process, we introduce

the importance of differential distance. Then we modify the algorithm

to be updatable and describe the methodology to detect accident and

correct and complement accident data. Finally, based on proposed algo-

rithm, we develop a system with illustrative and interactive user inter-

face to visualize different outliers in time domain and help to fix accident

information efficiently. This helps to answer RQ II.

Paper C (Chapter C) investigates conditional traffic prediction. Pre-

vious research lacks automated anomaly detection and conditional in-

formation fusion with ensemble methods. This works aims to improve

prediction accuracy by fusing information considering different traffic

conditions with ensemble methods. Apart from conditional informa-

tion fusion, a day-week decomposition (DWD) method is introduced for

preprocessing before anomaly detection. A k-nearest neighbours (kNN)

based ensemble method is then using the detected information to con-

duct prediction. Real-world dataset is used to test the proposed method

with stratified ten-fold cross-validation. The results show that the pro-

posed method with incident labels improves predictions by up to 15.3%

and the DWD enhanced anomaly-detection improves predictions up to

8.96%. Conditional information fusion improves ensemble prediction

methods, especially for incident traffic. DWD increased detection ratio

by 31% - 44%, and reduced false alarm ratio by 69% - 74%. The proposed

method works well with enhanced detections and the procedure is fully

automated. This helps to answer mainly RQ III and partly RQ IV.

Paper D (Chapter D) proposes an online dynamic procedure that ad-

justs kNN parameters automatically according to recent traffic informa-

tion. Previous research has investigated different ways to adjust kNN

parameters for short-term traffic forecasting. However, they usually re-

quire labelled data for training, and cannot run directly for real-time

online tasks. This work successfully modifies kNN to DP-kNN with
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fully automated self-adjustment for the parameters without calibration

or training. The results show that DP-kNN gives 9% to 40% improve-

ment than benchmarking methods on average when considering both

holidays and workdays. In addition, the dynamic procedure is a gen-

eral methodology that can be applied to similar algorithms and systems

which are in need of self-adjustable parameters. This helps to answer

mainly RQ III and partly RQ IV.

Paper E (Chapter E) proposes to use WPT to make kNN dynamically

tuned considering dynamic flow rate levels. Previous research has in-

vestigated how to choose the right parameter values for kNN. However,

they did not consider all parameters of kNN at the same time, especially

under dynamic flow rate. This work proposes weighted parameter tu-

ples (WPT) to calculate weighted average dynamically according to flow

rate. WPT gives the performance that cannot be achieved using man-

ual tuning. Besides, WPT is 3.05% better than XGB and 11.7% better

than SARIMA. WPT is not only accurate but also space efficient. Only

weights are saved which is one hundred kilobytes in the experiment, and

one-year history traffic data uses less than one-megabyte space. Addi-

tionally, WPT is more robust when conduct multi-step (multi-interval)

prediction. This helps to answer mainly RQ IV and partly RQ III.

Paper F (Chapter F) analyses parameter strategies and data strategies

that are used to improve kNN prediction. Previous research has pro-

posed many strategies to improve kNN prediction. However, we did not

see studies that compares strategies from different aspects/categories.

The results show that kNN prediction should consider all parameter

strategies simultaneously as ensemble strategies especially by including

v together with k and d in flow-aware strategies. This helps to answer

RQ IV.

4.3 Conclusion

This thesis investigates how traffic time series can be analysed espe-

cially by using machine learning methods. The work uses different ap-
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proaches, including traditional statistical methods and machine learning

algorithms for time series analysis. The target is to improve both the ac-

curacy and automation level of traffic flow time series analysis, including

both preprocessing and prediction stages.

The data cleaning preprocessing targets two issues which are miss-

ing value imputation and data labelling. So that the later predictions and

related evaluations are more automated and more accurate. The predic-

tions are improved using ensemble kNN from three different aspects,

including time awareness, flow awareness and anomaly awareness. The

prediction is not only more accurate but also more automated. Higher

automation levels of approaches means easier adaption and more objec-

tive prediction process, while also reducing human effort and mistakes.

Consequently, the traffic prediction and management procedure is more

robust and uniform across traffic management centres and authorities.

4.4 Future Work

One limitation of our kNN based algorithms is that they require much

computing resource. The proposed algorithms are implemented in CUDA

to take advantage of GPU acceleration to achieve real-time prediction.

XGB should be firstly considered if its accuracy is acceptable. The sim-

ilar issue occurs for imputation algorithms. Currently, when higher ac-

curacy or automation level is needed, our proposed algorithms can be

used. One reason that leads to heavy resource usage is that this the-

sis applies a bagging-like philosophy to parameter configurations. The

underneath problem can be treated as a hyper-parameter optimization

(hyper-opt) question. Current widely used hyper-opt techniques include

Bayesian search, grid search, gradient descent, random search, evolu-

tionary search among others. Despite this, we have found that using

one single configuration of parameters cannot achieve the best perfor-

mance, even it is dynamic. Nevertheless, it is worth trying them and

conduct comparison especially when their automation levels have been

improved recently in practice, though it is also time-consuming [109].
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Considering existing research and the aforementioned layered clas-

sification at the beginning of Chapter 2, several more aspects can be

further investigated. Firstly, other prediction methods such as recurrent

neural network (RNN) deep learning and integrated SARIMA+Kalman

filter can be considered. RNN is not used as it was heavy, from both

time complexity and space complexity aspects, as well as in both train-

ing and running stages. However, most recent studies are able to reduce

the memory space usage by 10 to 15 times [110] and increase the speed

to be 20 times faster than real-time for some tasks that are similar to

time series analysis [111]. Also, the manual tuning work of the deep

architecture can be reduced [112]. Besides, the interpretability of RNN

has been increased with physical and intuitive meanings, for example,

by using finite state automaton [113]. SARIMA+Kalman filter can be

further automated and integrated to improve ensemble method. For

the kNN method itself, different similarity or distance measurements of

neighbours can be compared. Secondly, for the type of input data, GPS

data from floating cars like taxies and buses can be used. Third, for the

output data, also for the travellers, travel time prediction is an impor-

tant and interesting topic to consider. Fourth, different quality of data

should be considered together, for example, low and high missing ratio

of values, random record intervals. Some information fusion methods

for inaccurate data can be used. From traffic engineering aspect, spatial

and temporal data within the same or even different road networks can

be fused. This has been proved to be useful and we want to combine

with our methods in an automated way. Besides, we can improve the

quality of labels and compare algorithms under more different traffic

conditions.
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An Improved k-Nearest Neighbours
Method for Traffic Time Series Imputation

Bin Sun, Liyao Ma, Wei Cheng, Wei Wen, Prashant Goswami,

Guohua Bai. Chinese Automation Congress (CAC). IEEE: October

2017.

Abstract

Intelligent transportation systems (ITS) are becoming more and
more effective, benefiting from big data. Despite this, missing
data is a problem that prevents many prediction algorithms in
ITS from working effectively. Much work has been done to im-
pute those missing data. Among different imputation methods,
k-nearest neighbours (kNN) has shown excellent accuracy and effi-
ciency. However, the general kNN is designed for matrix instead of
time series so it lacks the usage of time series characteristics such as
windows and weights that are gap-sensitive. This work introduces
gap-sensitive windowed kNN (GSW-kNN) imputation for time se-
ries. The results show that GSW-kNN is 34% more accurate than
benchmarking methods, and it is still robust even if the missing
ratio increases to 90%.
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A. An Improved k-Nearest Neighbours Method for Traffic Time

Series Imputation

Index terms— Traffic Time Series, Gap-Sensitive Windowed k-Nearest

Neighbours (GSW-kNN), Missing Data Imputation

A.1 Introduction

Nowadays, intelligent transportation systems (ITS) are becoming more

and more effective, benefiting from big data generated by modern sen-

sors and devices [2]. Many prediction algorithms rely on such big data,

for example, frequently used prediction methods, including auto regres-

sive integrated moving average (ARIMA) [114], neural network [6, 7, 8],

support vector regression (SVR) [9], kNN regression [10] among others.

These methods cannot make full use of dataset in case of missing val-

ues [11]. While the amount of data captured by various devices is getting

larger, the amount of missing data increases as well. The missing ratio of

traffic data is usually 5% to 25%, sometimes more than 90% [11, 12, 13].

There has been much work on imputation for time series data and

kNN has produced imputations accurately and efficiently [11,103]. How-

ever, two key topics are not found in the literature. Firstly, missing val-

ues lead to gaps within time series which should be considered during

neighbour distance measurement. Secondly, time series is continuous

on time scale which is not considered in general kNN imputation. To

solve the problems mentioned above, this work proposes a gap-sensitive

windowed kNN (GSW-kNN) to impute missing values in traffic time

series.

A.2 Background and Related Work

Data missing situation can be categorized into three types [102,104,115].

In the first type, the values are missing completely at random (MCR).

The missing positions are completely unrelated with each other and are

randomly located on the time scale. In the second type, the values are

missing at random (MR) which means the missing positions are depen-

dent on neighbouring samples. They are kind of clustered or continuous,
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but the clusters are randomly located on the time scale. The situation is

usually due to device damage or maintenance. The third type is miss-

ing values not at random (MNR). The missing clusters are not randomly

located on the time scale. There can be more types when considering

spatial information such as multi-sensor station situation, which is out

of the scope of this work [12].

To impute missing values, data imputation methods are developed

which can be divided into three categories: prediction based, interpo-

lation based and statistical/machine learning based [11, 97]. Prediction

based methods, such as ARIMA and neural network, have the problem

that they only make use of continuous chunks in the time series [11].

A typical interpolation based method is regression spline, which is a

piecewise polynomial function that tries to approximate the unknown

function [98, 99]. In the statistical/machine learning category, k-Nearest

neighbours (kNN) [12, 100] and principal component analysis (PCA)

based methods [11, 101] have shown great performance [11, 102] and ef-

ficiency [103]. It has been shown that different PCA based methods per-

form similar with regards to accuracy [102]. Another work introduces

an ad hoc category which includes mean, median and last observation

carried forward (LOF) [104]. Among those methods, kNN is accurate

and efficient [11, 103].

The general kNN imputation of traffic data is shown in Figure A.1.

One value at time t on day D is missing. Each searchable day in the

history data is considered as a neighbour. The distance between the day

D and other days are calculated and the nearest k days are selected as

nearest neighbours. The values (white-dashed dark green squares) at

time t of the k days are averaged to impute the missing value at time t

on day D.

One problem is the general kNN imputation is that it is developed

for matrix such as microarrays in human genes, which is not consider-

ing traffic data on the time scale. An important characteristic of time

series is correlation and continuous change on the time scale. A pos-
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Figure A.1: General kNN imputation matrix. Imputation for time t on day D
using other days’ data. The entire data of each day as a vector is taken to calcu-
late similarity and the most similar days are selected. Three dashed dark green
squares are the selected nearest neighbours’ data at t of corresponding days
(k = 3). 4 searchable history days (no shifts) lead to 4 potential neighbours.

sible approach to make use of such a characteristic is to use window

based shifting, which have been used for kNN based time series predic-

tion [36,116]. Though this approach works well, it has not been used for

imputation.

Another problem is that we can see that the general kNN is not con-

sidering the gap of missing data. Gaps occur if any values are missing.

When the general kNN algorithm tries to impute a value, it measures

its distance to neighbours with the positions of missing values ignored.

However, missing values at different positions have diverse influences

on the distance measurement. This gap matters, which has been shown

in prediction-related work [105, 106], but the general kNN considers all

elements in the vectors equally.
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Figure A.2: Traffic prediction for time t using GSW-kNN. The position of miss-
ing data is (D, t). The shown example window is v = 1, thus three shifts:
(-1,0,+1). Three dashed dark green squares are the selected nearest neighbours’
data at t or t± 1 of corresponding days (k = 3). 4 searchable history days with
three shifts lead to 12 potential neighbours. Besides, the instances indexes are
extended into the neighbouring previous or later day when the lag d is big.

A.3 Methodology

This section proposes a gap-sensitive windowed kNN for imputation

to solve the issues mentioned above. Later, the data and experimental

setup are described.

A.3.1 GSW-kNN

As shown in Figure A.2, suppose the position of missing data is (D, t)

which is at the time t on the day D. The search lag length is d on both
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sides of (D, t), so the state vector of the missing data is:

rD,t = (rD,t−d, . . . , rD,t−1, rD,t+1, . . . , rD,t+d) (A.1)

where r means traffic flow volume rate. As an example, one searchable

neighbour vector on the previous day (D− 1) without window is:

rD−1,t

= (rD−1,t−d, . . . , rD−1,t−1, rD−1,t+1, . . . , rD−1,t+d)
(A.2)

where rD−1,t is the matching point data. This step is similar to the general

kNN neighbours except that the state vector of missing data and search-

able history neighbours r can extend to neighbouring days when d is

big.

Here we add a window to the algorithm. A window (v) is a limitation

of shift that can be applied to all searchable history day and its matching

point. For example, if v = 1, the shift can be −1, 0, 1. If a shift 1 is

applied to the neighbour vector rD−1,t in (A.2), the neighbour vector

becomes:

rD−1,t+1

= (rD−1,t−d+1, . . . , rD−1,t, rD−1,t+2, . . . , rD−1,t+d+1)
(A.3)

Introducing window into kNN is a good way to make full use of

data. Suppose the window size is v, then the shifts contained in the

window are −v,−v + 1, . . . ,−1, 0, 1, . . . , v− 1, v. Consequently, the non-

zero shifts make the searchable dataset v times bigger than the original

dataset. This is important due to the fact that machine learning algo-

rithms heavily rely on the big amount of available data. Especially when

there is not too much data, such as only one single station/sensor’s data

are available.

The distance between neighbours is measured by Euclidean distance

as it is frequently used in literature [117]. Other distance metrics such

as Mahalanobis distance [118] or dynamic time warping [100, 119] are
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sometimes used but out of the scope of this work. Due to the fact that

the search length d is dynamic, using Euclidean distance is not suitable

for d-dimension vectors. Also, to avoid the curse of dimension problem

[120], we treat the time domain as one dimension instead of d-dimension

by averaging the distance values from all search steps. The distance

between the missing data vector (A.1) and one neighbour (A.2) is defined

as follows:

ṙ×w = (rD,t − rD,t−1)×w (A.4)

where ṙ is the vector of absolute values of element-wise subtraction of

rD,t and rD,t−1. The w is the vector of weights for each search lag and it

is gap-sensitive and is defined as follows.

Firstly, the initial scores are calculated:

w∗ = (w∗1 , w∗2 , . . . , w∗2d)

= (1, 2, . . . , d− 1, d, d− 1, . . . , 2, 1)
(A.5)

Those scores are given according to how far each element is differing

from the missing data position in (A.1) or matching point position in

(A.2). Later, the remaining values in w∗ are normalized so that the sum

of elements is 1.

w =
w∗

2d

∑
i=1

w∗i

(A.6)

It is worth mentioning that any values of missing positions in either

vectors (A.1) or (A.2) are deleted from both vectors. If any element is

deleted, both vectors should extend to include more values from further

time points to keep the number of elements on both sides of the miss-

ing/matching point as d. This is because the missing data cannot be

used to calculate distance.

A.3.2 Data Specification

The real world data is collected by the PeMS system traffic management

centre in the Bay Area [107]. Each device sends one statistical record
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at five-minute intervals. Each record contains a timestamp and some

statistical values such as the number of vehicles passed during the last

five minutes, i.e. the flow rate. Part of the data from one monitoring

device on the road is used, which is the public Dodgers dataset [90].

The time range of data is from April 2015 to October 2015.

The original dataset contains MCR and MR missing values which

are 5%. To test missing ratios higher than the original 5%, MCR missing

values are added.

A.3.3 Experimental Setup

The experiments are conducted using Python programming language

version 2.7 [121] for GSW and with the main package impyute version

0.0.4 [122] for the general kNN method in Ubuntu 16.04 LTS. Other meth-

ods are conducted in R programming language version 3.3.3 [123] and

the package imputets version 2.5 [124] in Window 10. For each missing

ratio, 5% non-missing instances are selected randomly as test data and

each of them is marked as missing during one experiment so that the

influence the missing ratio is negligible. Best parameter configurations

are used if needed.

The imputation accuracy is measured by root mean square error

(RMSE), which is also known as root mean square deviation. RMSE is

selected as it is frequently used in previous literature to measure impu-

tation results so it is easier for readers to compare with previous work.

Later, the imputation results are analyzed using cross comparison and

eigenvalues.

A.4 Results and Analysis

This section describes benchmarking results among five methods, fol-

lowed by more detailed comparison between two kNN based methods.

The RMSE comparison results of different methods are shown in
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Figure A.3: RMSE of proposed GSW-kNN and four benchmarking methods.
GSW-kNN is not only more accurate but also more stable when missing ratio
is high.

Figure A.3. The missing ratio ranges from 5% to 90%. It is shown that

RMSE values of GSW-kNN are the smallest compared to the other four

methods. GSW-kNN performs 14% to 59% better than others and 34%

better on average. Also, the RMSE values of GSW-kNN are very stable

and the algorithm is robust. Except our proposed method, the general

kNN method works better than the other three methods.

Now we focus on the comparison of two kNN based methods. Fig-

ure A.4 shows the improvement of accuracy using our proposed method

than the general kNN w.r.t. RMSE. GSW-kNN is 18% to 46% better when

being compared to general kNN. The squares represent the mean values

of RMSE for each missing ratio and the bars indicate standard deviation.

As it is shown in Figure A.4, GSW-kNN is consistently better than gen-

eral kNN. GSW-kNN has smaller RMSE on average and less variation

(standard deviation), which means it works more stable from 5% to 90%

missing ratio than the general kNN method.
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Figure A.4: RMSE and variation (standard deviation) of general kNN and GSW-
kNN methods. GSW-kNN is more robust to high missing ratio.

The traffic data used in the experiments are distributed between 0

and 60. To understand more about how GSW-kNN performs in different

ranges of the traffic, several flow ranges are selected, say, 0 to 10, 10 to

20, 20 to 30 and 30 to 40. 40 to 60 is not used due to very few data.

In each range, 200 values are randomly selected. The improvement of

RMSE from general kNN to the proposed GSW-kNN is shown in Fig-

ure A.5, indicating that in each of the four ranges, our proposed method

performs better than general kNN with few exceptions. Especially, when

the missing ratio is higher than 70%, the accuracy improvement given

by GSW-kNN increased dramatically in all the four ranges. Among the

four ranges, the improvement in the range 0 to 10 is the highest. The rea-

son is possibly that night traffic is more consistent across different days

compared to day-time traffic which exhibits large variations during hol-

idays. Thus, the windowed algorithm can make more use of existing

night-time data [116].

Figure A.6 and Figure A.7 show the cross comparison plots of the

ground truth and the imputed data from the general kNN and our pro-

posed method. The x-axis represents the ground truth values, and the

y-axis represents imputed values. When the missing ratio is lower than

70%, the shapes of point distributions from two methods are similar

with each other, as well as among different missing ratios within the

same method. This indicates that the two methods are both working

in a stable way when the missing ratio is not too high. To describe the

distribution of the cross comparison points in detail, the eigenvalues
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Figure A.5: The improvement of accuracy w.r.t. RMSE, when comparing GSW-
kNN with general kNN. GSW-kNN imputation is performing better especially
in traffic flow range 1 (night time traffic) with high missing ratio.

and eigenvectors of each covariance matrix is computed using singu-

lar value decomposition (SVD) method. According to the definition of

the eigenvalues computed by SVD, the first eigenvalue depicts the data

value range of the distribution, and the second eigenvalue represents the

accuracy of the data imputation. It means that the smaller the second

eigenvalue is, the more accurate the imputation is. If the distribution

of points is similar to a diagonal straight line, the imputed values are

similar to the ground truth values.

Figure A.8 shows the second eigen values of the covariance matrix

between ground truth value and the imputed value by the method of

GSW-kNN and general kNN. Its results are consistent with our previous

results discussion. Our proposed method, GSW-kNN works very stable

and better than general kNN.

Additionally, we also compared to PCA imputation from [125]. How-
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Figure A.6: The cross comparison between ground truth values and the im-
puted values by general kNN. Its performance drops suddenly when the miss-
ing ratio is higher than 70%.
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Figure A.7: The cross comparison between ground truth values and the im-
puted values by GSW-kNN. The distribution of points is more similar to a
diagonal straight line than general kNN, especially when the missing ratio is
higher than 70%. Thus, GSW-kNN is more accurate.

ever, it cannot perform imputation for datasets with very high missing

ratio, such as 80% and 90%, so it is not included in the plots. The avail-

able results indicate that PCA is about 8% to 10% less accurate on aver-

age compared to GSW-kNN.

A.5 Conclusion

This paper proposes GSW-kNN for traffic time series imputation. The

method takes gaps caused by missing values into consideration via using

weights during distance measurement and uses windows to broaden the

amount of neighbours. The experiment results from the public PeMS

dataset are showing that GSW-kNN performs 14% to 59% better than

benchmarking methods and 34% better on average. It is also more robust
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Figure A.8: The second eigenvalues of the cross comparison between ground
truth values and the imputed values by the method of general kNN and GSW-
kNN. GSW-kNN is giving smaller the second eigenvalues, hence the better
imputation.

even for datasets with high missing ratios.

There are some issues that should be considered when using GSW-

kNN. Firstly, more traditional time series based algorithms can be com-

pared or used as part of ensemble methods as ensemble strategies are

showing promising performance improvements compared to a single

model for a variety of tasks [126, 127]. Secondly, our work does not dis-

tinguish data under normal situation with data under events. We plan

to investigate those tasks in future work.
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Abstract

A huge amount of traffic data is archived which can be used in
data mining especially supervised learning. However, it is not be-
ing fully used due to lack of accurate accident information (labels).
In this study, we improve a Mahalanobis distance based algorithm
to be able to handle differential data to estimate flow fluctuations
and detect accidents and use it to support correcting and com-
plementing accident information. The outlier detection algorithm
provides accurate suggestions for accident occurring time, dura-
tion and direction. We also develop a system with interactive user
interface to realize this procedure. There are three contributions for
data handling. Firstly, we propose to use multi-metric traffic data
instead of single metric for traffic outlier detection. Secondly, we
present a practical method to organise traffic data and to evaluate
the organisation for Mahalanobis distance. Thirdly, we describe a
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general method to modify Mahalanobis distance algorithms to be
updatable.

Index terms— Accident Data, Data Labelling, Differential Distance,

Mahalanobis Distance, Outlier Detection, Traffic Data, Updatable Algo-

rithm

B.1 Introduction

Nowadays, increasing road traffic is causing more accidents and it gains

more attention from authorities. Therefore, a vast number of traffic

monitoring devices have been installed to collect traffic data. As a con-

sequence, a huge amount of traffic data has been archived, sometimes

together with related information such as accident records [2]. However,

patterns and relationships between the traffic data and accident records

are invisible. To discover hidden information, the stored huge amount

of data can be investigated using data mining techniques [128, 129], es-

pecially supervised learning [130,131] for analysis and prediction. To do

this, we need to know related traffic data given an accident record, i.e.

labelled data is required. Nevertheless, accident records are neither ac-

curate nor complete. In many authorities’ databases, accident occurring

time is estimated by the witnesses or drivers and duration of accident

time is often missing. What is worse is that the direction of road where

accident happened is also missing. Those problems make it impossible

to know which archived traffic data is related exactly. Messy accident

information is hard to be used directly to label traffic data in super-

vised learning [77]; even semi-supervised learning needs some initial

labels [132]. Thus, it is necessary to correct and complement accident

records.

The procedure of manual correction and complementation of acci-

dent records requires repeated actions and consumes a lot of time [133].

Besides, it is hard to make decisions regarding accident occurring time,

duration and direction from millions of raw traffic values without any
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external help. To regain the accident related information, in this work

we developed a system to help correct and complement accident records.

The system will calculate accident occurring time, duration and direc-

tion using the accident detection technique that we propose.

Accident detection techniques can be separated into two categories

[73]. The first category provides "recognition" of accidents if the mon-

itored traffic situation is similar to previous accidents situation. The

second category discovers observations that are significantly different

from typical values and this procedure is called outlier detection [76].

The first category includes conventional methods such as McMas-

ter [74] as well as novel machine learning based classification meth-

ods [75]. The conventional methods usually require physical location

characteristics like shape of the roads or multi-device data as part of the

input, and machine learning based classification requires labelled data.

The second category outlier detection compares one observation with

normal situation or prediction. There are two types of outliers, global

outlier and local outlier [77]. Global outliers are considered as outliers

regardless of the concept, whereas, local outliers are concept-related. For

example, 40°temperature is normal in India, but outlier value in Sweden.

Much research provided methods to detect outliers while assuming out-

liers as global for transportation [78]. However, efforts made to adapt

local outlier detection for transportation are insufficient.

Further, existing research preferred to use single metric and its thresh-

old to detect outliers. For example, [73, 79] compare monitored flow

rate with its threshold. In [80] researchers use speed to do compari-

son and detection, and [81, 82, 83] use density (occupancy). As there are

fundamental differences among characteristics of different roads, proce-

dures considering only single metric are unsuitable. For example, in [84]

flow speed is influenced more than flow rate during breakdown events.

In [85] events change flow rate suddenly but maintain flow speed. Some

data also shows that during certain events, both flow speed and rate

can change. However, we cannot find existing research which considers
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Figure B.1: Speed-flow fundamental diagram. Status (dotted circle) 1: under-
saturatated flow. 2: queue discarge flow. 3: over-saturated flow. High density
area A: typical night time flow. B: day time flow.

this kind of change in data. Though some work has been done with

regard to transit fundamental diagram [85], none considered differential

time-varied fundamental diagram. Gonzalez [80] uses the term "level

of change" to describe one kind of change, but this change detection is

based only on speed. Mentioning differential calculation, the most pop-

ular algorithms are ARIMA-like algorithms. Nevertheless, they can han-

dle only single variable and the variable needs to be stationary [134,135].

Moreover, their related vectorized versions require more assumptions

which are not practical [136].

In this paper, we propose to use Mahalanobis distance [108] (M-

distance) based analysis to detect accidents. M-distance is a general

distance used in multivariate analysis and has been widely used for de-

tecting outliers [137, 138, 139]. However, few work used it for detecting

traffic accidents. One possible reason might be that few researchers are

considering more than one metric together, so M-distance is not nec-

essary. Even if multivariate data is considered, another problem is M-

distance is only for multivariate data that is clustering like filled ellipses,

i.e., data is normally distributed [108, 140, 141]. However, traffic data in

traditional speed-flow fundamental diagram [24] cannot hold this as-

sumption as shown in Figure B.1.
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B.2 Data Pre-Processing

In this section we propose a general method that can pre-process traffic

data to be suitable for the main methodology in the third section.

B.2.1 Metrics Selection

Flow rate, speed and density are three fundamental metrics in traffic en-

gineering [24]. It is possible to calculate one metric given both the other

two, so two metrics should be considered at the same time. Previous

research prefers to consider only one of them within time domain, usu-

ally flow rate or speed. We use both flow rate and speed within the time

domain.

B.2.2 Time-Separated Data Organisation

As shown in the density plot of speed-flow fundamental diagram (Fig-

ure B.1), data instances (points) are clustering mainly as day time and

night time parts with transits between them. It is unsuitable to use M-

distance directly in this conventional diagram. One solution is to find a

time period to organise data according to time of day. The results are

time-separated datasets. The time period should separate different data

points into several datasets. Data in each dataset are clustered as filled

ellipse. Additionally, the separation should keep the differences between

neighbouring datasets ignorable (insignificant) to avoid breaking contin-

uous time series data, otherwise the time period should be changed to a

smaller value.

Below is a mathematical description of how hypothesis testing [142]

can be used to evaluate time-separated traffic data.

H0 (null hypothesis): there is no difference among all datasets. Con-

sequently, its competing hypothesis H1 (alternative hypothesis) is: there

are differences among all or some datasets.

In this hypothesis testing, we are considering two-dimensional data
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with flow rate r and speed s. Both r and s are normally distributed in

datasets. We now pick two datasets (two groups of data according to

different time of day) and name them Dataset 1 (D1) and Dataset 2 (D2).

Thus, we get two distributions for datasets D1 and D2 as:

(r1, s1) ∼ Nq(µ1, Σ1) (B.1)

(r2, s2) ∼ Nq(µ2, Σ2) (B.2)

where q = 2 (2 dimensions); µ is dataset’s centroid and Σ is covari-

ance matrix. According to the properties of operations on independent

multivariate normal distributions, a linear combination of multivariate

normal distributed variables is still distributed normally:

n

∑
i=1

kixi ∼ Nq(
n

∑
i=1

kiµi,
n

∑
i=1

k2
i Σi) (B.3)

Therefore, the difference between two neighbouring datasets:

((r1, s1)− (r2, s2)) ∼ N2(µ1 − µ2, Σ1 + Σ2) (B.4)

is a multivariate normal distribution. Now, the null hypothesis can

be written as:

H0 : µ1 − µ2 = 0 (B.5)

i.e.

H0 : µD1−D2 = 0 (B.6)

which means no difference between two centroids. Meanwhile, the

alternative hypothesis is equivalent to:

H1 : µD1−D2 6= 0 (B.7)
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For that pair of hypotheses, we can calculate p-values by using hy-

pothesis testing and compare the testing results with significance level

to know if there are significant differences among datasets. When the

separation is done, we can proceed to analyse separated data using the

methodology proposed in the next section.

B.3 New Accident Information from Outlier

Detection

In this section we firstly introduce existing works in the first two subsec-

tions and then propose our modifications and improvements so that we

can correct and complement traffic accident information.

B.3.1 Mahalanobis Distance

Euclidean distance [117] is a widely used traditional and ordinary dis-

tance for outlier detection [143, 144]. It is easy to understand, imple-

ment and fast to calculate [145]. However, it cannot represent a concept-

related distance, as it does not consider the shape of distribution (scat-

ter) [146]. To avoid this weakness, M-distance [108] based analysis is

used in this work to detect multivariate outliers.

Here is a brief description of M-distance. Suppose i(1 ≤ i ≤ n)is in-

stance index and j(1 ≤ j ≤ k) is variable index in dataset X = [[aij]] that

contains n observations of k variables. The covariance between variable

l and variable m is:

qlm =
1

n− 1

n

∑
i=1

(ail − µl)(aim − µm) (B.8)

where µl and µm are variables’ expected values.

Thus the covariance matrix of dataset X can be expressed as a k× k

matrix Σ = [[qlm]].
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Figure B.2: Example of different thresholds. A: the rectangule shows threshold
considering each metric separately. B: the circle shows threshold considering
two metrics together. C: the ellipse shows M-distance threshold considers two
metrics together as well as the shape of distribution.

Finally, M-distance to centroid is the distance between instance xi

and centroid µ:

MDi =
√

(xi − µ)Σ−1(xi − µ)T (B.9)

Although M-distance can also be used to measure distance between

any two points, it stands for "M-distance to centroid" in our work espe-

cially. When being compared with conventional thresholds, Figure B.2

shows that M-distance is suitable for multivariate outlier detection and

can provide better thresholds by considering the shape of distribution

[147].

B.3.2 Adaptive Threshold

Though M-distance considers the shape of distribution, it comes with a

shortcoming. When calculating the covariance, M-distance is sensitive

to outliers and extremes [141, 148]. To reduce the sensitivity, adaptive

reweighted location and scatter estimation [147] (ARW) is used to de-

termine an adaptive threshold cn. If the distribution function of χ2
p is

noted as G(u), and the empirical distribution function as Gn(u), where

n is the number of observations, ARW can be described as pseudo code
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below. pc is used to describe difference between theoretical distribution

and empirical distribution.

A data instance can be detected as an outlier if its M-distance is

bigger than the adaptive threshold. As estimating the centroid and scat-

ter consumes a vast amount of computing resources, minimum covari-

ance determinant [149] (MCD) is used to calculate centroid and scatter.

Outliers can now be detected by comparing time-separated data’s M-

distance with adaptive threshold, and those outliers are time-separated

outliers.

B.3.3 Differential Outlier

Though flow rate and speed are considered together within time do-

main, the detection is not using a nature of the time domain that is

differential characteristic. Thus, we also propose to use differential data

to detect outliers. For differential calculation, we can get the differential

data from two consecutive instances. That is, the differential data is a re-

sult of subtracting one data instance with its neighbour in a consecutive
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time series.

If we note each instance as xi = [ri, si], we can get the differential

data as:

xdi f f = xi+1 − xi = [ri+1 − ri, si+1 − si] (B.10)

For example, if there are originally 100 instances, we can have 99

differential instances. Then the differential data is divided by time of

day according to the timestamp of instance xi. Each differential dataset

has almost five thousand instances. The remaining analysis procedure

is the same as normal outlier detection. Each differential dataset was

analysed using M-distance to detect outliers. Now the detected outliers

are time-separated differential outliers.

B.3.4 Monthly Updatable Algorithm

The aforementioned outlier and differential outliers are detected by com-

paring data instances with thresholds calculated from all archived data.

Therefore, the model that is being compared with is not timely dynamic.

This might cause two time-related problems. Firstly, if some weeks or

months are special, the algorithm may behave unexpectedly. Secondly,

the algorithm cannot reflect the fact that more and more cars are coming

on the road nowadays gradually. To solve those problems, one solution

is to calculate weighted instances in ARW and give more weighting to

recent instances. This solution requires the whole archived data and

increases calculation cost. Another solution is to use updatable method.

Updatable algorithms [150] can produce a new result from the lat-

est old result and new data without old data, which can dramatically

reduce calculation time. Thus, we improved the original algorithm to

be updatable which will consider recent data instances more than other

history instances when deciding if the new instance is an outlier. In ad-

dition, we weighted the influence of old data by limiting the number of

old instances, so the new result gets adjusted according to the new data

dynamically.
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Below is a description of the improved algorithm. Consider X1 =

[r1, s1] containing n1 old instances and X2 = [r2, s2] containing n2 newly

arrived instances, we can use the existing covariance matrix of X1 and

instances in X2 to detect updatable outliers. If the old covariance matrix

is noted as:

C1 =

[

COV(r1, r1) COV(r1, s1)

COV(s1, r1) COV(s1, s1)

]

(B.11)

and the covariance matrix for new data is:

C2 =

[

COV(r2, r2) COV(r2, s2)

COV(s2, r2) COV(s2, s2)

]

(B.12)

then overall updatable covariance matrix is:

C0 =

[

COV(r0, r0) COV(r0, s0)

COV(s0, r0) COV(s0, s0)

]

(B.13)

where rT
0 = [rT

1 rT
2 ], sT

0 = [sT
1 sT

2 ].

In accordance with Eq. (B.8), we derived:

COV (r0, s0)

= COV

([

r1

r2

]

,

[

s1

s2

])

=
n1 − 1

n0 − 1
×COV (r1, s1) +

n1 × (n0 − n1)× µr1 × µs1

n0 × (n0 − 1)

+
n2 − 1

n0 − 1
×COV (r2, s2) +

n2 × (n0 − n2)× µr2 × µs2

n0 × (n0 − 1)

−
n1 × n2 × (µr1 × µs2 + µr2 × µs1)

n0 × (n0 − 1)

(B.14)

where n0 = n1 + n2. The other three items in C0 can also be calculated

using similar equations. (µr1 , µs1) and (µr2 , µs2) are centroids of old and

49



B. Correcting and Complementing Freeway Traffic Accident

Data Using Mahalanobis Distance Based Outlier Detection

new data instances respectively. Therefore, new updatable centroid is

calculated as:

(µr0 , µs0) =

(

n1 × µr1 + n2 × µr2

n0
,

n1 × µs1 + n2 × µs2

n0

)

(B.15)

To take advantage of this new algorithm, time series data can be

grouped by a time gap, say a month, and then each group’s centroid,

scatter and threshold can be calculated separately. Hence, we get updat-

able M-distance based algorithm that leads to Updatable Time-Separated

Outliers and Updatable Time-Separated Differential Outliers.

B.3.5 Accident Occurring Time, Duration and Direction

Through previous calculation, we already have four different outliers,

and we need to select suitable ones to use according to real world data.

For one data instance, the system will calculate its M-distance and then

divide by adaptive threshold. If the quotient is bigger than threshold,

and its timestamp is near selected accident record, it is the accident oc-

curring time. Otherwise, the biggest quotient should be used.

The outlier following occurring time is accident ending time which

means the traffic starts to recover from the accident. Sometimes traffic

situation will resume from one accident gradually and the second outlier

is unobvious, then the largest quotient related timestamp in three hours

after the accident occurring time will be considered as road cleaning

time. This is due to the fact that most accident duration is less than

three hours [151].

Accident direction is given by accident indicator which measures the

deviation of accident traffic from non-accident traffic (in Figure B.3).

The indicator is defined as:
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Figure B.3: The indicator of traffic direction is calculated from the difference
between accident traffic and non-accident traffic.

indicator=
MD(µaccident − µnon.accident)

cn
(B.16)

Centroids of traffic during accident time µaccident and non-accident

time µnon.accident are calculated respectively. The difference between those

two centroids, i.e., differential centroid, is analysed using differential

outlier detection. The M-distance is compared with adaptive threshold

to get accident indicator. The biggest indicator gives the detection device

as well as the direction of accident.

B.3.6 Proposed Steps

The aforementioned procedure is robust to outliers, also adaptive to both

degree of freedom and number of instances.

Our work uses the procedure to analyse traffic data as shown in

Figure B.4.

Firstly, the system queries the data from database. The original time

series is processed according to the left side steps while the differential-

ized time series is processed according to the right side steps. Secondly,

the time series will be separated into several datasets according to data’s

timestamps. The results can be visualized as two types of diagrams.

Thirdly, the time-separated data will be analysed. Thereafter, both up-

datable and non-updatable algorithms are used to detect outliers. Thus,

non-differential and differential data lead to four types of outliers. Fi-

nally, the system considers those outliers together with the inaccurate or
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Figure B.4: Main steps of the proposed method. The data is analysed device by
device. In-process outcomes (grey coloured) are two types of diagrams and four
types of outliers. Final outcome is accurate and complete accident information.

incomplete accident records to produce accurate and complete accident

information as suggestions to fix the record.

B.4 Experiments and Results

In this section, the proposed steps are used to process real world data.

Our source of data comes from devices monitoring a freeway named

Kunshi in Southwest China (in Figure B.5). The freeway is 70 kilometres

long and thirty devices are collecting traffic data. The devices report

traffic statistics every 5 minutes. Each reported record contains total

number of cars in 5 minutes and time averaged speed during the same

period. The data is from April 2013 to May 2014, and more than six

million records are stored in the database.
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Figure B.5: There are totally 30 monitoring devices as circled on map. Multi
circle icons may be displayed as one when close to each other. Total length of
monitored freeway is 70 km.

B.4.1 Cleaning Data

The raw data needs to be cleaned before data pre-processing. For each

monitoring device, there can be one or more cameras and each cam-

era will report records of one lane statistic data independently. This

brings two problems. Firstly, one monitoring device generates multiple

records according to lanes and those records should be aggregated. Sec-

ondly, the arriving timestamps of reported records from different cam-

eras might have several seconds’ delay which makes it harder to find the

right records to aggregate. After analysing the raw data, we found that

the records from one device have the same timestamp until minute level

but different at the second level. We aggregate the records according to

timestamps until minute level to get data instances. The aggregated re-

sults show that this method is working correctly when being compared

with raw data.

B.4.2 Hourly Data as Time-Separated Data

Among collected traffic metrics, flow rate and speed are used in our

analysis as proposed in the second section. Cleaned data is plotted in

Figure B.6. The road usually carries under-saturated flow that is part of

the conventional speed-flow fundamental diagram in Figure B.1.

The data then is ready for organisation using the method in section

2.2. We found that dividing data into datasets by "hour of day" is suitable

for M-distance based algorithm. Each dataset of one device has about

53



B. Correcting and Complementing Freeway Traffic Accident

Data Using Mahalanobis Distance Based Outlier Detection

Figure B.6: Density of speed-flow fundamental diagram for one device data
during the whole day. The distribution cannot hold M-distance assumptions.

Figure B.7: Density of hourly speed-flow diagram for one device data (10 AM
to 11 AM). The distribution can hold M-distance assumptions.

five thousand instances. Figure B.7 shows an example that the density

plot which shows that the data points from a device during one hour

are clustering as an ellipse and suitable for M-distance to use.

By using inferential statistics and hypothesis testing, we get p-values

of differences among all hourly datasets. As shown in Figure B.8, there

are significant differences among 30% of those hourly dataset pairs, so it

is necessary to analyse data according to its hour of day. Thus, the null

hypothesis H0 is rejected and H1 is accepted. Therefore, the data needs

to be divided according to its hour of day before analysis.

On the other hand, no pairs of neighbouring hourly datasets are

significantly different (all dark cells are connected). Which means the

transits between neighboured hourly datasets are smooth. Therefore,

choosing one hour as the time gap not only separates different data but
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Figure B.8: 30% of pairs (lightest grey cells) are under or equal to 0.02 (values
are rounded to 1 or 0), so data should be seperated by hour of day before
analysis. 35% are under or equal to 0.05. 41% are under or equal to 0.1 (darkest
cells), which means transits of hourly data are smooth and suitable.

also keeps the transits smooth.

B.4.3 Different Outliers in Speed-Flow Diagram

After data organisation, M-distance analysis introduced in the third sec-

tion is used to detect outliers.

Below is an example of analyses result from a dataset that contains

data from 10 AM to 11 AM. Figure B.9 is the dot plot of Figure B.7.

After applying adaptive M-distance outlier detection, we calculated

outliers in hourly speed-flow fundamental diagrams. Non-hourly out-

liers and hourly outliers are plotted respectively with their thresholds.
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Figure B.9: Before adaptive M-distance outlier detection, one hourly dataset in
speed-flow diagram (10 AM to 11 AM).

Figure B.10: After using all data (non-hourly data) in adaptive M-distance
outlier detection. Non-hourly outliers are marked as triangles in speed-flow
diagram, unacceptable poor quality (10 AM to 11 AM).

When being compared to non-hourly outliers and threshold (in Fig-

ure B.10), hourly outliers (in Figure B.11) are more reasonable.

B.4.4 Hourly Differential Outlier in Speed-Flow Diagram

Using differential calculation, we can get differential datasets. The dif-

ferential data points are clustering as a cross shape instead of ellipse, so

it is no possible to use M-distance directly. However, if we plot hourly

differential datasets, we can see the expected ellipse (in Figure B.12).

Applying hourly adaptive M-distance analysis, we finally calculated
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Figure B.11: After using hourly data in adaptive M-distance outlier detection.
Hourly outliers are marked as triangles in speed-flow diagram. Quality is bet-
ter than non-hourly outliers (10 AM to 11 AM).

Figure B.12: Before adaptive M-distance outlier detection, one hourly differen-
tial dataset in differential speed-flow diagram (10 AM to 11 AM).

hourly differential outliers. When being compared to non-hourly differ-

ential outliers (in Figure B.13), hourly differential outliers in differential

speed-flow diagram (Figure B.14) shows improvement that the threshold

ellipse is more reasonable.

B.4.5 Different Outliers in Time Series

We can see outliers in speed-flow diagrams, but it is hard for analysts

to use. Time-series plot is necessary for further analysis. Figure B.15

displays several hours traffic situation on a holiday. The hourly outliers

spread over this period. Instead, hourly differential detection is more
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Figure B.13: After using all data (non-hourly data) in adaptive M-distance
outlier detection. Non-hourly differential outliers are marked as triangles in
differential speed-flow diagrams (10 AM to 11 AM).

Figure B.14: After using hourly data in adaptive M-distance outlier detection.
Hourly differential outliers are marked as triangles in differential speed-flow
diagrams. Quality is slightly improved from non-hourly differential outliers
(10 AM to 11 AM).

stable and accident is detected correctly.

In our system, one month length is used in updatable algorithm to

make sure there is enough data to be analysed to update centroids and

thresholds. One important thing to notice is that n1 will be limited to

maximum 360 which is product of 12 instances per hour and 30 days

per month, i.e., the old result has less weighting than the new one.

Performance of the updatable algorithm is usually similar as the orig-

inal one, but it performs better when there is a change for monthly traf-
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Figure B.15: Hourly differential outlier can detect accident correctly. It is robust
to extreme high traffic during holidays. Detected accident duration is shaded.
Outlier threshold is set to 100.

fic data. For example, when the biggest annual festival came earlier

(the festival is based on lunar calendar), updatable detection algorithm

adjusts to this change and can stay below threshold, while the origi-

nal hourly outlier detection algorithm cannot get used to this situation

and gives many outliers (Figure B.16). Outlier displayed threshold is en-

larged from 1 to 100 as well as the quotient of data’s M-distance and

threshold to ease visualisation. For the same reason, displayed maxi-

mum quotient values are limited to 150.

Besides, updatable differential hourly outlier performs well even dur-

ing abnormal fluctuation in holidays (Figure B.17).

B.5 Interactive User Interface

On one hand, R [152] provides a multiplatform commonly used environ-

ment [153,154] to perform state-of-the-art data analysis [155] (R environ-

ment is used throughout this paper). On the other hand, the speed-flow

diagrams (Figure B.9 to Figure B.14) are hard to understand and use, it

is necessary to have a rich-media user interface to provide illustrative

information for analysts. Web-based system is widely used for data
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Figure B.16: There is no accident in the plotted duration and direction. Up-
datable hourly outlier is adopting to traffic situation change and more accurate
than normal hourly outlier. Outlier threshold is set to 100.

Figure B.17: Updatable differential hourly outliers can detect the accident, and
stays stable after the accident compared with non-updatable ones. Detected
accident duration is shaded. Outlier threshold is set to 100.
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Figure B.18: Main panel. It contains four areas. Details are explained in the
following zoomed in figures.

monitoring and visualization due to its excellent display effect and user-

friendly interface [156, 157, 158]. Shiny [159] is R’s web framework and

both of them are available as open source software under GNU General

Public License. Based on the proposed algorithms, we developed an

interactive system for analysts using R and Shiny.

As shown in Figure B.18, the main panel has four areas. The first

area is used to select which panel to display.

The source area contains three subareas (Figure B.19). In metric selec-

tion subarea, the analyst selects some metrics that should be displayed.

Flow rate, speed and two updatable types of outliers are selected by de-

fault, the other two types of non-updatable outliers are optional. Then

the analyst selects one accident that needs to be investigated from acci-

dent selection subarea. According to the selected accident, the system

finds out the nearest four devices for both directions. In addition, two

buttons named "previous accident" and "next accident" can be used to

61



B. Correcting and Complementing Freeway Traffic Accident

Data Using Mahalanobis Distance Based Outlier Detection

Figure B.19: The Source Area structure. It contains three subareas and the
details are shown in the following three figures.

Figure B.20: Metric Selection Subarea for Data Source Area.

navigate among accidents when it is necessary to go through the acci-

dents one by one. Besides using accidents, the analyst can also manually

fill a time point and a place in manual input subarea for the system to

pick related devices.

On the top left of Metric Selection Subarea, there are several metrics

that are ready to be displayed in the plot. As mentioned in the previous

chapter, different lanes carry different level of flow, to ease the view of

outlier displayed threshold, an enlarge factor is used. All the selections

are echoed from server to make sure the actions are right.

The figure below shows Manual Input Subarea. For "user manual

input source" mode, the system requires a rough milestone position and
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Figure B.21: Manual Input Subarea for Data Source Area. The left side is the
switch of source "user manual input" or "selected accident". The right side is
the manual input of milestone and time.

a rough time.

For "selected accident source" mode, Figure B.22 below shows the

accidents to be selected. The accident information includes the type

of accident (archived in different tables), raw recorded accident time,

milestone position and brief accident fact (which is blurred for privacy).

Given the time and four devices from previous step, related data is

analysed by the system and the results are displayed in the plot area

(Figure B.20). The data from two devices in upstream direction is shown

in the top subarea, one device is ahead of accident point and the other

behind. The data from downstream devices is displayed in the bottom

subarea. Then the selected accident is displayed in the middle to ease

the analyst’s comparison with plots.

Taking one plot as an example (Figure B.24), the system suggests a

new occurring time and duration for the selected accident shown as the

shaded area. The analyst can check metric values by moving and hover-

ing mouse. Then the analyst can tune the system suggested information

and confirm it. Hence, there is an accurate accident occurring time. Two

new attributes are accident duration and direction. Based on the four

accident indicators, the analyst can choose the biggest one which means

the most obvious detection. Accident information is updated when the

analyst confirms the analysis results. When the system promotes con-

firmation window, those attributes are stored in addition to the existing

63



B. Correcting and Complementing Freeway Traffic Accident

Data Using Mahalanobis Distance Based Outlier Detection

Figure B.22: Accident Selection Subarea for Data Source Area. It is the most
important subarea as the selection leads to four related devices. The informa-
tion shown here includes accident’s type, raw time, position and description,
which helps users to idenfy the correct accident.

Figure B.23: Plot Area. It contains three subareas. The selected accident is
displayed in the middle, surrounded with related traffic data from four related
devices. The Selected Accident Display Subarea shows the same information
as Accident Selection Subarea from source as a confirmation, and the plot is
shwon in detail in the next figure.
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Figure B.24: One device’s analysis result plot, part of plot area. Detected acci-
dent duration is shaded (11:20 to 11:55). Top-right values follows mouse hov-
ering position. Zooming in or out can be done using zooming bar or direct
mouse-drag selection. The four plots are syncronized for the zooming rate,
which means zooming one plot will also let other three plots zoom to the same
rate.

ones.

The plot title indicates only device distance and device ID, more

detailed information such as number of monitored lanes, device type,

installation place and surrounding environment is shown in the related

devices area below the plot area.

During the above procedure, if the analyst wants to analyse the data

deeply, "details" panel is useful. There are four areas in this panel (Fig-

ure B.25). The top area provides extra metrics such as monitored lane,

occupancy, average space and flow rate of different types of vehicles.

The analyst can select a specific device and time in the second area.

The plot area then visualises time series which is similar with the plot

area in the main panel but with more details using extra metrics as well
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Figure B.25: Details panel. It contains four areas, including a detailed plot for
the selected device and un-aggregated raw traffic statistic records. The plot
is simplified from the main panel by removing accident time span, but with
more metrics like lane, occupancy, average space, types of vehicles that are
selected from Extra Metric Selection Area on the top. Traffic Data Records Area
is zoomed in and shown in details in the next figure.

as the main panel’s basic metrics. The bottom area shows raw traffic

statistic records before aggregation which can be checked when there is

suspicious device malfunctioning.

B.6 Conclusion and Future Work

In this research, we propose to use multi-metric data instead of com-

monly used single metric data for traffic analysis. We also introduce

a general method to pre-process traffic data to be suitable for multi-

variate M-distance based algorithm. In this process, we introduce the

importance of differential distance. Then we modify the algorithm to be

updatable and describe the methodology to detect accident and correct

and complement accident data. Finally, based on proposed algorithm,

we develop a system with illustrative and interactive user interface to

visualize different outliers in time domain and help to fix accident infor-
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Figure B.26: Traffic Data Records Area. One record contains several fields like
timestamp, ID (including numbering of site, device, direction and lane), flow
rate, speed and occupancy. More fields such as statistics for different type of
vehicles can be shown instead of ID’s considering display space.

mation efficiently.

One issue should be concerned during data organisation, which is

that the hourly datasets may cluster as ovals instead of eclipses. In that

situation, evaluation of eclipse shape and appropriate transformation,

such as logarithmic transformation or exponential transformation, are

recommended. In addition, due to the lack of accurate flow-accident

data, we are not able to statistically compare fluctuation estimation and

accident detection performance with other distance types and algorithms.

The usages and issues of proposed methodology and procedure will be

investigated in future work, for instance traffic analysis and prediction

using supervised learning.
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Abstract

Reliable and accurate short-term traffic prediction plays a key
role in modern intelligent transportation systems (ITS) for achiev-
ing efficient traffic management and accident detection. Previous
work has investigated this topic but lacks study on automated
anomaly detection and conditional information fusion for ensem-
ble methods. This works aims to improve prediction accuracy by
fusing information considering different traffic conditions in en-
semble methods. In addition to conditional information fusion, a
day-week decomposition (DWD) method is introduced for prepro-
cessing before anomaly detection. A k-nearest neighbours (kNN)
based ensemble method is used as an example. Real-world data
are used to test the proposed method with stratified ten-fold cross-
validation. The results show that the proposed method with in-
cident labels improves predictions up to 15.3% and the DWD en-
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hanced anomaly-detection improves predictions up to 8.96%. Con-
ditional information fusion improves ensemble prediction meth-
ods, especially for incident traffic. The proposed method works
well with enhanced detections and the procedure is fully auto-
mated. The accurate predictions lead to more robust traffic control
and routing systems.

Index terms— Intelligent Transportation Systems (ITS), Short-Term

Traffic Prediction, Information Fusion, Time Series Decomposition, k-

Nearest Neighbours (kNN)

C.1 Introduction

Intelligent transportation systems (ITS) are becoming more and more

effective to avoid or resolve severe congestions and accidents [160, 161].

Reliable and accurate short-term traffic prediction is fundamental for

modern ITS to achieve this target [2]. As a complex task, it has been

studied in the past few decades using different schemes [4].

One widely used scheme is to fuse information according to differ-

ent conditions to improve prediction accuracy [86, 87, 88, 89], However,

finding the way to distinguish the traffic conditions is a problem as the

related records for data labelling are messy. For messy labels or to-

tally non-labelled data, some human resources may be needed such as

labelling [118] or active learning [162]. In addition, there are different

ways to categorize traffic conditions from either mathematical aspect or

traffic engineering aspect and even more detailed aspects [163, 164, 165].

Normal vs. abnormal conditions are more suitable for a higher level

analysis [166]. Though some previous methods are anomaly-aware, they

are not automated ensemble methods and require manual parameter

tuning, which are detailed in the next section. This work proposes the

idea to predict traffic with the awareness of incidents or anomalies to

enhance automated ensemble method. Besides, this work solves the is-

sue of dynamic traffic fluctuation and multi-seasonality by introducing

a day-week model for preprocessing before anomaly detection.
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C.2 Related Work

C.2.1 Conditional Prediction

It has become consensus that different prediction methods or parame-

ters should be used for different traffic conditions to improve accuracy,

especially during extreme events [86]. For example, prediction-after-

classification approaches [87] has been used, but it is considering one

whole day as one data point without dynamic time series characteris-

tics.

Many studies focus on choosing training data or nearest neighbours

by clustering. For example, one work [88] found four different pattern

changes, awareness of related patterns improves prediction accuracy.

Theodorou et al. [89] considered typical vs. atypical conditions, but

seasonal autoregressive integrated moving average (SARIMA) is their

base method which is not accurate even with automated parameter tun-

ing [116]. A flow-aware ensemble method weighted parameter tuples

(WPT) is proposed targeting dynamic flow characteristics [116]. It has

been compared with traditional time-aware predictions [105] and per-

forms well. Ensemble methods have shown the ability to fuse infor-

mation to improve prediction accuracy [126, 167] and to avoid manual

parameter tuning such as WPT.

However, we have not seen any conditional ensemble methods with

automated parameter tuning for short-term traffic prediction consider-

ing incidents or anomalies. Thus, based on the automated ensemble

method WPT, this work proposes the idea to predict traffic with the

awareness of incidents or anomalies.

C.2.2 Anomaly Detection

One group of anomaly detection methods are based on distribution,

distance or density. This group includes traditional distribution based

methods like dynamic Poisson distribution based detection [90], Chi-

square test [91], and modern machine learning methods such as local
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outlier factor [92, 93], one class support vector machine [94] and iFor-

est [95]. However, distance/density-based methods require the time

series should be transformed into points in a multidimensional space.

This transformation loses the time series characteristics. Dynamic Pois-

son distribution uses more time-domain information, but it only detects

local outliers.

Another way is to use regression methods [96] to build a model to get

residuals and detect outliers according to a fixed or dynamic threshold.

SARIMA [168] is widely used to build time series models. However,

it is hard to automatically find suitable SARIMA parameters, and the

performance is worse than kNN [36, 116]. Some automated versions of

SARIMA [169] simply found “no suitable ARIMA model” for complex

traffic data.

To get a better seasonality estimation, seasonal and trend decompo-

sition with Loess (STL)-based methods are frequently used [170, 171].

One detection algorithm TSoutliers [170] uses STL and super smoother

to build time series model and uses student-distribution based quantiles

to detect outliers. This will detect additive outliers or pulses. Another

recent algorithm is SH-ESD which is introduced by Twitter [172]. The

basic algorithm is extreme studentized deviate test (ESD test) which is

proposed by Roster [173]. The trend and seasonality should be removed

before ESD. To remove it, seasonal ESD (S-ESD) [172] is using an im-

proved version of STL [171] for time series decomposition. By using ro-

bust statistics such as median and median absolute deviation, S-ESD is

improved to seasonal hybrid ESD (SH-ESD). SH-ESD has shown promis-

ing results [174, 175, 176] and is used as a base benchmark in this work

together with TSoutliers.

For those regression-detection algorithms, one issue is that the dy-

namic traffic fluctuation is not considered. With higher traffic, comes

higher fluctuation and deviation. Another issue is that the multi-seasonality

characteristics in traffic time series are not considered. Thus, we propose

to build a model for traffic by considering dynamic traffic fluctuation
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Figure C.1: Prediction for time t using basic kNN regression without window.
History data last until time point t− 1. Search step length (lag) is d.

and multi-seasonality.

C.3 Methodology

The proposed method improves ensemble kNN by conditional informa-

tion fusion and enhanced anomaly detection.

C.3.1 kNN Regression for Prediction

The basic kNN regression algorithm for prediction is shown in Fig-

ure C.1. Suppose there is a traffic time series on time ticks: · · · , t −
2, t − 1, t, · · · and we need to predict traffic flow at time t. The time

interval between two neighbouring time ticks ranges from 1 minute to

15 minutes depending on different systems.

To predict the traffic at time t, two main steps are conducted. First, a

state vector is constructed using the most recent data as a new query to

represent current traffic state.

S[t] =

[

rt−1 rt−2 · · · rt−d

st−1 st−2 · · · st−d

]

(C.1)
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Figure C.2: Prediction for time t using kNN with window size v = 1 (shifts:
-1,0,+1). History data last until time point t− 1. Search step length (lag) is d.

where r is flow rate and s is speed, d is search step length (lag), which

means d data points from t − 1 until t − d are used. Second, find the

state vectors (nearest neighbours) from history data that are similar to

current query state vector. For instance, in Figure C.1, state vectors from

Day−1 (yesterday), Day−2 and Day−4 are the three nearest neighbours.

Thus, the history values at time t of those three days are considered as

neighbours’ predictions and are averaged as the final prediction of traffic

at time t of today.

This procedure has been improved by introducing window size (v),

which is the maximum time shift during neighbour searching. If v = 1,

all possible shifts are -1,0,+1. For instance, Figure C.2 shows v = 1 and

the number of neighbours within each day increased to three. The last

step is still averaging the values of all k nearest neighbours’ predictions

as the final prediction.
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Now, there are three parameters in kNN regression to tune. The

aforementioned method, WPT, is able to consider all three parameters

at the same time and predict traffic automatically without manual pa-

rameter tuning. WPT is aware of the flow statistics, but not the flow

conditions. The following content adds condition awareness to WPT

and enhances the condition detection algorithms.

C.3.2 Conditional Information Fusion for kNN

As mentioned in Section C.2, WPT fuses information according to dif-

ferent flow rates. We modified it to fuse the information according to

the flow conditions, i.e. normal vs. abnormal data, by not separat-

ing the data for different flow rates. This replaces the flow-awareness

by anomaly-awareness. Abnormal history time points and normal data

points are considered as two different groups. The time points in those

two groups are used separately to train parameter tuples. Later, for the

prediction of traffic flow, one of the two groups trained parameter tu-

ples weights will be used respectively. Thus, the prediction is aware of

normal vs. abnormal traffic.

C.3.3 DWD Preprocessing before Anomaly Detection

The purpose of preprocessing is to get normalized residuals to feed

anomaly detection algorithms. The daily and weekly seasonality plays

a key role in traffic engineering, so we propose a method named day-

week-decomposition (DWD) to get rid of the daily and weekly season-

ality. DWD will produce a day-week model which contains seven day-of-

week submodels. The traffic flow data are averaged by a 15 min window to

build the day-week model as it is the minimum time to get stable traffic

flow [177]. To build the submodels, the data time points are divided

into seven subsets according to their days of week. The median values

of each time-of-day are used as one time point in a specific submodel.

For example, if the time interval is 5 minutes, one day includes 288 time

points. Each time point is the median value of the same time of day

from one whole subset.
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The basic idea to calculate residuals is subtracting the modelled val-

ues from the real values. Though for the same day of week, the traf-

fic patterns are similar, the flow levels are different. Thus, for each

day, the corresponding submodel is scaled and shifted to the day’s data,

hence moved-submodels. This transformation is done by robust fitting of

nonlinear regression (nlrob) [178]. Consecutive zeros in this dataset are

removed as they are from device malfunctioning or road closing and

makes nlrob to fail. Then the residuals are calculated via subtracting the

moved day-of-week submodels from the real values. Additionally, to

smooth connections between neighbouring days during the scaling and

shifting, the median occurring time of all the lowest points of the days

are used as the beginnings and endings of each day. As higher flow rates

produce higher fluctuations, the residuals are divided by their related

standard deviations considering similar flow rates. As the residuals are

derived from the data before 15 minutes smoothing, the residuals are

smoothed. Finally, we get the normalized residuals.

Later, both the original data and the DWD generated data are sent

to TSoutliers or SH-ESD to detect anomalies. Thus, the data are divided

into two groups, normal data and abnormal data.

C.4 Experiments

C.4.1 Data Specification

The real world data are collected during April 2013 - May 2014 from

a highway named Kunshi [118]. One device sends a monitored flow

record at five-minute intervals. Each record contains some traffic statis-

tics such as flow rate and average speed. This road carries under-

saturated flow except in holidays noons.

Ground truth incident labels are generated by using the extended

system mentioned in [118]. The data are imputed using the method

from [179] before any processing.
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C.4.2 Experimental Setup

The ensemble procedure is using the parameter generating rules from

[10]. They developed an algorithm which is time-aware while this work

develops an algorithm which is anomaly-aware. The values of k, d

and v for the basic kNN are as follows: K = {2, 4, 8, · · · , 256}, D =

{2, 4, 8, · · · , 256}, V = {0, 4, 8, 16, 32}.

As the ensemble method consumes much time to run on a normal

central processing unit (CPU), graphics processing unit (GPU) comput-

ing is used. The basic kNN experiments are conducted using CUDA

[180] driver v8.0 and runtime v7.5 on a Nvidia Titan X Pascal. To get rid

of the influence of missing value imputation, kNN ignores one neigh-

bour if more than 10% steps in its searching steps or prediction steps

contain incident data. The anomaly-awareness evaluation is done in

R programming language version 3.4.3 and the results are analyzed in

Python programming language version 3.5.2. TSoutliers is in R library

forecast version 8.2 while SH-ESD is in AnomalyDetection version 1.0.

C.4.3 Evaluation and Measurement

Stratified ten-fold cross-validation (CV) is used for the evaluation of

anomaly-awareness predictions according to detected conditions, i.e. anomaly

vs. normality. To have fair results, the final measurement and analysis

are done considering the ground truth incident labels, i.e. incident vs.

non-incident. As the evaluation requires lables, only one dataset with

enough ground truth incident labels is used while we did not find other

large enough datasets with all labels or sufficient information for la-

belling.

Mean absolute error (MAE) is used to measure the performance of

predictions. MAE is selected as it is frequently used in previous liter-

ature and it is easier for readers to compare with previous work. For

instance, to measure the flow rate prediction results:

MAE =
∑

q
δ=1 |r̂δ − rδ|

q
(C.2)
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where r̂ is the predicted flow rate, r is the true flow rate, and q is the

number of records. Predictions for missing values cannot be evaluated,

and are excluded from evaluation.

C.5 Results and Analysis

C.5.1 Anomaly Detection Methods

The ground truth incident labels are used to evaluate anomaly detection

performance. As shown in Table C.1, the DWD preprocessed methods

are better on all aspects than the ones without DWD. DWD methods

increase detection ratio (a.k.a true positive ratio, TPR) by 31% - 44%, and

reduced false alarm ratio (a.k.a false positive ratio, FPR) by 69% - 74%.

DWD methods improve F1-score by 84.3% compared to the other two

methods. The corresponding normalized confusion matrices are shown

in Figure C.3.

TABLE C.1
Detection performance measured by true positive ratio, false positive

ratio, true negative ratio, false negative ratio, F1-score.

Method TPR FPR TNR FNR F1

TSoutliers 28.235 1.973 98.027 71.765 0.281
SH-ESD 29.916 3.446 96.554 70.084 0.233

TSoutliers+DWD 40.538 0.522 99.478 59.462 0.507
SH-ESD+DWD 39.193 1.083 98.917 60.807 0.438

C.5.2 Anomaly-Aware vs. Unaware Predictions
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Figure C.3: Normalized confusion matrices of anomaly detection methods. The
anomaly detection results are evaluated using incident labels. All true positive
and true negtive ratios are increased while all false alarms are decreased.
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Figure C.4: Mean absolute error (MAE) of incident flow prediction. The
incident-aware methods are distinguishable. The unaware methods are clus-
tered together and not distinguishable which indicate cross-validated results
are robust. The improvement of incident-aware methods with DWD are signif-
icant.

The prediction results are shown in Table C.2, there is no obvious

difference among unaware results of different anomaly-unaware predic-

tions. Different anomaly-unaware predictions are using different data

divisions for 10-fold CV. They are similar and the maximum difference

is no more than 0.48% compared to the ground truth. Thus, the CV

results are robust.

The results patterns are easier to see in Figure C.4 and Figure C.5.

Figure C.4 shows the prediction errors during incident traffic flow, while

non-incident results are shown in Figure C.5. There are significant dif-

ferences among aware methods during incident flow, but not during

non-incident normal flow.
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Figure C.5: MAE of non-incident flow prediction, both incident-aware and
unaware. The differences among different methods are minor.
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Figure C.6: Relative changes of anomaly-aware prediction MAE compared to
ground truth unaware results. The changes during incident flow are significant,
but not significant during non-incident flow. The values within the dash-circle
is under the fluctuations of CV results (0.48%) and can be ignored. For inci-
dent flow, DWD based methods perform well and produce results similar to
the ground truth. Results from other methods or conditions are not giving
significant improvements, some even give worse results (higher MAE).
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The relative changes of MAE are shown in Figure C.6 compared to

ground truth unaware results. For non-incident data, the differences are

ignorable, as the relative changes of MAE are minor considering the fluc-

tuations of CV results (0.48%). For incident data prediction, the ground

truth labels give the best results, up to 15.3% improvement, which is ex-

pected. The detection methods with DWD preprocessing preform well

and reducing MAE by 4.87% on average and the maximum improvement

is 8.96% for m = 1 by SH-ESD. The methods without DWD are giving

less improvement (SH-ESD reduces MAE by only 2.36% during incident

flow), or even increasing the prediction errors (TSoutliers increases MAE

by 1.4%-6.9% during incident flow).

C.5.3 Analysis

One problem with the original methods (TSoutliers and SH-ESD) is that

they treat high volume traffic flows during noon and holidays as ab-

normalities. It is due to the fact that they are not capturing daily and

weekly seasonality correctly. Another problem is the high fluctuations

and deviations during high traffic flow. DWD solves this problem by

normalizing the residuals for different flow levels.

The results also motivate the improvement of anomaly detection al-

gorithms. Improving the detection to be similar to the ground truth

incident labels leads to incident-aware method and performs better. Cur-

rently, the detection ratio is not very high. While checking the results,

two main reasons are found. First, some condition transition points as

well as some points within incidents are similar to normal traffic flow

volume and are not detected. Second, some minor incidents or the inci-

dents that happened in other lanes are not detected.

The performance of anomaly detection algorithms influences the aware-

ness prediction results significantly. The reason is that, removing infor-

mation of time points that are from different traffic conditions leads to

better fused results. For example, removing non-incident flow infor-

mation when conducting incident flow prediction is actually removing
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97.5% information, as only 2.5% data are incident data, according to the

ground truth incident labels. However, removing incident flow informa-

tion when conducting non-incident flow prediction is not giving signif-

icant improvements as the removed information is only 2.5%. Besides,

the anomaly-aware methods require the underlying detection methods

to perform well. If the detection algorithms are giving low accurate re-

sults, such as the ones without DWD, the prediction accuracy will be

also low, even worse than the anomaly-unaware methods. This is due to

information is fused into wrong conditions.

C.6 Conclusion and Discussion

The experiments results show that the proposed method of fusing infor-

mation for traffic conditions separately to build different ensemble mod-

els can improve the prediction accuracy. Especially for incident condi-

tions, the predictions are improved by 15.3%. The results are consistent

with previous literature that different conditions should be treated sep-

arately for prediction. It also proves that our idea works well for fusing

information in ensemble methods.

If no true labels are available to separate data conditions, anomaly

detection is important. Our DWD enhanced methods act as alternatives

to true labels and the predictions are improved by 8.96%. Although both

TSoutliers and SH-ESD are supposed to be able to handle seasonal com-

ponents, experiments show that our new DWD preprocessing provides

better results. It increased detection ratio (TPR) by 31% - 44%, and re-

duced false alarm ratio (FPR) by 69% - 74%. The improvement comes

from two reasons. First, the STL decomposition only removes one sea-

sonality, while traffic data contains at least two main seasonality, daily

and weekly. Second, the fluctuations and deviations on different flow

levels are different, which are not considered in TSoutliers and SH-ESD.

Automation for anomaly detection is important due to the increasing

amount of data. We also tried the classical SARIMA method. However,

the automated SARIMA method from [170] cannot estimate the correct
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parameters. Another alternative one [169] find “no suitable ARIMA

model”, which also indicate the problem of SARIMA parameter choices.

Prediction of coming flow conditions (incident vs. non-incident) is

topic that covers a wide variety of alternative methods.We plan to inves-

tigate and improve the automated ones in the future work.
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Abstract

Short-term traffic forecasting is becoming more important in
intelligent transportation systems. The k-nearest neighbours (kNN)
method is widely used for short-term traffic forecasting. However,
the self-adjustment of kNN parameters has been a problem due
to dynamic traffic characteristics. This paper proposes a fully au-
tomatic dynamic procedure kNN (DP-kNN) that makes the kNN
parameters self-adjustable and robust without predefined models
or training for the parameters. A real-world dataset with more
than one year traffic records is used to conduct experiments. The
results show that DP-kNN can perform better than manually ad-
justed kNN and other benchmarking methods in terms of accuracy
on average. This study also discusses the difference between hol-
iday and workday traffic prediction as well as the usage of neigh-
bour distance measurement.
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D.1 Introduction

Increasing road traffic is nowadays causing more congestions and acci-

dents which gain more attention from authorities and road users due

to severe loss of life and property [161]. The intelligent transportation

system (ITS) is expected to provide efficient traffic management and au-

tomatic accident detection [3]. The efficient control of traffic flow on

motorways or freeways can lead to shorter travel time, fewer pollutant

emissions, and increased road safety [1].

Efficient traffic management and accident detection rely on reliable

and accurate short-term traffic forecasting [2]. Since the transportation

system and traffic flow are results of the complex interplay among sev-

eral aspects including the people, vehicles, roads, environment and in-

formation [24], predicting short-term traffic situation for ITS is a com-

plex task, which has been an active research subject in the past few

decades [4].

One frequently used method is k-Nearest Neighbour (kNN) [62] based

prediction, but the self-adjustment of kNN parameters has been a prob-

lem due to dynamic traffic characteristics. The calibration or training of

kNN parameters may discourage traffic management centres from using

the algorithm [14]. We aim to make kNN parameters fully self-adjustable

for traffic prediction to increase accuracy and to reduce human actions.

We choose kNN because of the substantial increase in data availabil-

ity [4] and its flexibility of solving nonlinear problems [36]. To have self-

adjusting parameters, we develop dynamic procedure enhanced kNN

(DP-kNN). DP-kNN is inspired by parameter space searching combined

with kNN robustness [181]. When kNN parameters change, the pre-

diction accuracy also changes. To get more accurate results, ensemble

methods can be used to aggregate several prediction results [105]. The

results show that DP-kNN can improve prediction accuracy compared

to other methods, especially during holidays.
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D.2 Related Work

Many studies have been conducted for short-term traffic forecasting. The

existing methods can be divided into two categories which are paramet-

ric and non-parametric methods [4, 16, 18].

Typical parametric methods are algorithms designed using the sea-

sonal autoregressive integrated moving average (SARIMA) [31]. Tra-

ditional subjective methods to choose values for SARIMA parameters

include the usage of the autocorrelation function, partial autocorrelation

function and extended autocorrelation function. Objective methods in-

clude Akaike information criterion and Bayesian information criterion,

which can be used to automatize SARIMA [170]. Previous work has

used SARIMA as benchmarking method but did not get the same con-

clusion when compared with kNN [58,64,71,182,183]. Thus, we compare

automatised SARIMA with our proposed algorithm.

For non-parametric methods, most work focuses on neural networks

[7, 8, 56, 57], as well as pattern searching [18, 58, 59, 60], besides other

techniques, for example, Bayesian hierarchical model [184].

Within the pattern searching subcategory, one of the most popular

algorithms is kNN. Some researchers attempted to improve this method

for traffic forecasting from different aspects, such as spatial aspect [60],

toll data aspect [66], complicated mathematical model aspect [67], among

others.

D.2.1 Adaptive kNN Methods

One main parameter of kNN is the number of neighbours (k). If k is

optimised, kNN can perform better [68]. There are many studies re-

garding optimisation of k. Ling et al. used gap of distance sequence

to select neighbours where the gap implies the inherent boundary of a

small region centred at new query instance. It is believed that the data

within that region are densely gathered [69]. He et al. used an algorithm

to adjust k from 1 to 10 according to the noise level (cache miss level)
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during query [70], and more noise leads to bigger k. They investigated

kNN from database performance aspect. Zhang and Song trained ANN

to map from dataset characteristics to a suitable k value for classifica-

tion [185]. Hong et al. optimised k by merging different values from

similar sites and devices [65]. Dell et al. considered the flow with dy-

namic characteristics during different times of the day [64]. Singh et al.

considered time series having piecewise linear nature and update k con-

tinuously [186]. There are also some studies that tried to optimise the

selection of nearest neighbours from searching strategy aspect [187,188].

Though some research (including [71] and [189]) considered search

step length (h) should be bigger than 2D + 1 to be able to represent

current state where D is number of input data dimensions. Other studies

considered that it is possible to get best performance when h < 2D + 1

[190].

Some studies investigated both k and h. For example, [72] worked

on both parameters, but the parameters are not optimised at the same

time. [71] updated k periodically (daily, weekly, monthly) and they con-

cluded that k and h should be optimised simultaneously. Some re-

searchers used a part of the data as estimation dataset to evaluate the

parameter combinations and used the best combination as the optimal

settings [106]. This is part of their Pattern-kNN algorithm which over-

comes memoryless issue in kNN regression. Pattern-kNN is similar to

our idea and can handle missing data. Thus, it is used as one bench-

marking algorithm in this work together with SARIMA.

For different traffic data, it is necessary to choose suitable parameter

values differing from case-to-case and time-to-time. Three typical meth-

ods were used in previous work to make kNN adaptive. Those methods

can have pre-defined models, for instance, holiday vs. workday and

free flow vs. saturated flow, or calibrated/trained models [36, 182] or

manual trial-and-error [64]. Based on the literature review, we found

that fully automatic kNN parameter self-adjustment is lacking. Thus,

we introduce a fully automatic dynamic procedure to choose parame-
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ters and improve the robustness without extra information beyond the

traffic data itself.

D.2.2 Distance Measurement

Distance measurement during neighbour selection for multi-variable should

be considered. Among many distance measurements, Euclidean dis-

tance [117] is a widely used traditional and ordinary distance for finding

nearest neighbours [72, 116, 143, 191]. It is easy to understand, imple-

ment and fast to calculate [145] but cannot represent a concept-related

distance, as it does not consider the shape of distribution (scatter) [146].

Mahalanobis distance (M-distance) [108] shows advantages when han-

dling multivariate problems. When compared with conventional thresh-

olds, Figure D.1 from [147] shows that M-distance is suitable for mul-

tivariate outlier detection and can provide better thresholds by consid-

ering the shape of distribution. However, M-distance is rarely used in

traffic data analysis. One possible reason is that few researchers are

considering more than one metric together, so multivariate oriented M-

distance is not necessary for previous work. Clark proposes to use mul-

tivariate distance for this, and they are using all the three fundamental

traffic metrics (flow rate, speed, occupancy) with traditional Euclidean

distance [1]. In this work, M-distance [108] based analysis is compared

with Euclidean distance.

D.3 Methodology

In this section, we introduce the basic kNN algorithm and describe

DP-kNN (abbreviated as DP-kNN) so that the parameters can be self-

adjusting. The overview of algorithm logic is shown in Figure D.2. In

summary, DP-kNN contains four stages. The preprocessing stage gen-

erates parameter options automatically according to the size of history

data. The DP-kNN Level-1 evaluates all pairs of parameters using nor-

mal kNN. The second level evaluates combinations of the pairs and

balances the weights between flow rate measurement and speed mea-

surement. According to those evaluations, the final stage can use the
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Figure D.1: Comparison of different distances. A: dotted square is the thresh-
old considering each metric separately. B: threshold considering two metrics
together. C: M-distance threshold considers two metrics together as well as the
shape of the distribution. [147]

Figure D.2: DP-kNN algorithm logic overview. Every newly added record
(time point) will trigger DP-kNN to go through those four stages. The pre-
processing stage generates options for parameters which are evaluated in the
first and second level. The prediction stage uses the evaluations to get final
predictions.

optimal settings to conduct dynamic predictions. Level-1 and Level-2

need the parameters from preprocessing. Level-2 depends on the results

from Level-1. The prediction stage needs to check evaluations from both

Level-1 and Level-2. Later in this section, we present an application of

M-distance measurement in multivariate difference traffic data.
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D.3.1 Features and Metrics Selection

Flow rate, speed and density are three fundamental metrics in traffic en-

gineering [24]. It is possible to calculate one metric given the other two,

so two metrics should be considered at the same time. Previous research

prefers to consider only one of them within time domain, usually flow

rate or speed. We compare the usages of only flow rate with the usages

of both flow rate and speed within time domain.

D.3.2 Basic kNN and Problem Settings

A basic kNN algorithm can be described as follows. Suppose that there

is time series data until but not including now and the current time is

t− 1. New data arrives every time interval which differs among systems

and it can be 1 minute, 5 minutes or 15 minutes and so on. The system

interval is also the unit for search step length (h) and predict step length

(m). If we consider one time interval as one basic time unit, the data is

time series with data on time points: . . . , t− 2, t− 1, t, . . . . To predict the

traffic, three steps are needed: constructing state vector, selecting near-

est neighbours, conducting prediction according to the selected nearest

neighbours’ future (yellow parts after dashed squares in the figure).

Firstly, we select the latest data to construct state vector or matrix.

Here we use h as the search step length which means h data points

backwards from the current time t− 1 until t− h are selected as a new

query in kNN algorithm. The step length is the number of intervals. The

search step length is also known as a window in some research areas. To

distinguish it from another definition when using shifting search step

length, we will use the phrase search step length in this work. If traffic on

time t is to be predicted, the state vector of flow rate is:

r[t−1] = (rt−1, rt−2, . . . , rt−h) (D.1)

Similarly, the state vector for speed is:

s[t−1] = (st−1, st−2, . . . , st−h) (D.2)
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Figure D.3: Traffic prediction for time t using basic kNN. History data until
and including the time point t− 1. Search step length (lag) is h. Dashed white
squares are selected nearest neighbours.

For the distance measurement which considers two variables, the state

matrix is:
(

r[t−1]

s[t−1]

)

=

(

rt−1 rt−2 . . . rt−h

st−1 st−2 . . . st−h

)

(D.3)

Secondly, we compare the latest data (state vector/matrix) with the

same time range for every previous day, say time series from t− h to t− 1

of day d−1 (yesterday), from t− h to t− 1 of day d−2 (the day before yes-

terday), and so on. By comparison, we mean the calculation of distance

between the latest data and previous each day’s data. Therefore, the

smallest distances of previous k days indicate the k nearest neighbours.

For instance, in Figure D.3, shadowed part of time sequence from d−1

and d−2 are selected as nearest neighbours.

Finally, the averaged result of the values from the data at time points

t of all the nearest neighbours’ corresponding days is calculated. The

result is the prediction. The whole basic kNN algorithm is shown in

Figure D.3

Although the basic kNN can be used, traffic flow has varied and non-
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stable statistic characteristics, so kNN needs different k and h pairs under

different situations. As we can see later that manual adjusting is hard

to give the best solution. DP-kNN provides a way to fully automatically

adjust k and h and their ensemble results for the system.

D.3.3 DP-kNN Preprocessing

When traffic data is provided to DP-kNN, or a new record is appended

to existing data, the preprocessing phase firstly generates the values’

options to be assigned to DP-kNN parameters. The principles and pro-

cedure of generating possible values of parameters are as follows. Most

parameters are directly or indirectly dependent on the number of history

instances (m1), exponential growth is suitable. For the number of neigh-

bours k, it starts with k = 2 which grows exponentially with power two

(double the value every time), until k can cover half of potential neigh-

bours. For the search step length h, it starts with h = 2 which grows

exponentially with power two until h can cover half of a day. Then the

set of p (P) is generated as all possible pairs of k and h, i.e., Cartesian

product. On the second level of DP-kNN, for the number of p to choose

(k′), it starts with k′ = 2 which grows exponentially with power two,

until k′ can cover half of the items in P. For the speed error weight-

ing w′, as its range is from 0 to 1 and it is not related to the number

of history instances, an arithmetic sequence 0, 0.2 . . . , 1 is used. Those

principles are trying to cover bigger parameter space with less samples.

Beyond the parameters, for the ensemble and aggregation of previous

evaluations, n1 and n2 should cover the last one hour. The reason to

cover one hour is as below. Short-term prediction is to predict future

traffic no more than one hour [192], so traffic data can be divided hourly

and hypothesis testing is used to check differences among hourly traf-

fic datasets. Previous work has shown that, according to the p-values,

one hour before a time point is the maximum safe range to get similar

traffic [118].
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D.3.4 DP-kNN Level 1

The first level of DP-kNN evaluates different pairs of kNN parameters.

Another kNN procedure (the second level) is used to decide which pa-

rameter pairs from the first level should be, and how to be, aggregated.

In order to predict traffic at time t, we will find several best (k, h)

pairs according to the recent-history situation, and use the averaged re-

sults of those pairs to reduce the influence of variance. The content

below explains how to predict flow rate and speed at time t.

We have two sets here which contain available values of k and h: K

which contains NK values and H which contains NH values. We need a

measurement of how well the k and h pairs work. Firstly, there is a set

of the pairs:

P = K×H = {(kik
, hih

)|kik
∈ K; hih

∈ H} (D.4)

where ik = 1, 2, . . . , NK; ih = 1, 2, . . . , NH and P contains NP = NK · NH

pairs of k and h.

For each pip
∈ P, (ip = 1, 2, . . . , NP), we use the paired values to set

up kNN and do prediction. After getting the predicted data, we can

measure flow rate prediction error (εR) for each pip
at time t:

εR[t−1]ip
= f (r̂[t−1](pip

), r[t−1]) (D.5)

where r̂[t−1](pip
) is the predicted flow rate at time t− 1 using pip

and f is

prediction error measurement function. The same measurement is used

for speed prediction error (εS):

εS[t−1]ip
= f (ŝ[t−1](pip

), s[t−1]) (D.6)

where ŝ[t−1](pip
) is the predicted speed at time t− 1 using pip

. A typical

error measurement used is mean absolute error (MAE), which is used

here. Another widely used measurement is mean absolute percentage

error (MAPE) which is not always suitable because flow rate can some-

times be zero, especially during nights. The measurement of flow rate
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prediction error from time t + 1 till time t + q (q instances) is:

MAE =
∑

q
δ=1 |r̂[t+δ] − r[t+δ]|

q
(D.7)

where r̂ is the predicted flow rate, and r is the real flow rate respectively.

Then we calculate the averaged measurements of each pip
for the

latest n1 intervals for flow rate and speed:

εR[t−1]ip
=

1

n1

n1

∑
δ=1

εR[t−δ]ip
(D.8)

εS[t−1]ip
=

1

n1

n1

∑
δ=1

εS[t−δ]ip
(D.9)

where n1 is the number of instances per hour.

Now we construct a matrix using p, εR[t−1], εS[t−1] as Level-1 DP-kNN

evaluation result matrix (before normalisation):

Ê[t−1] =























p1 εR[t−1]1
εS[t−1]1

p2 εR[t−1]2
εS[t−1]2

...
...

...

pip
εR[t−1]ip

εS[t−1]ip

...
...

...

pNP
εR[t−1]NP

εS[t−1]NP























(D.10)

To reduce the influence of random error, we will use several different

p’s to make the prediction at time t and calculate the average. However,

the new challenge now is determining how many of pairs (p) to choose

(i.e. to choose the value of k′) and define the goodness metric of p.

We will firstly describe normalisation for flow rate and speed, then

introduce weights (w′) to have a weighted measurement. To have the
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fair influence from both flow rate and speed, we need to unify the mea-

surements (normalisation) in Ê[t−1]:

u =
mean(col2Ê[t−1])

mean(col3Ê[t−1])
(D.11)

E[t−1] =
(

col1Ê[t−1], col2Ê[t−1], u · col3Ê[t−1]

)

=























p1 εR[t−1]1
u εS[t−1]1

p2 εR[t−1]2
u εS[t−1]2

...
... u

...

pip
εR[t−1]ip

u εS[t−1]ip

...
... u

...

pNP
εR[t−1]NP

u εS[t−1]NP























(D.12)

where u is unifying factor, E[t−1] is unified Ê[t−1], col1Ê[t−1] is the first

column of Ê[t−1] and so on. E[t−1] is the final Level-1 DP-kNN evaluation

result matrix with normalisation.

Now, two new parameters compose the second layer of our DP-kNN

of kNN algorithm which are k′ and w′.

D.3.5 DP-kNN Level 2

For notation, suppose possible values of k′ and w′ are in two sets: K
′

which contains NK′ values and W
′ which contains NW ′ values, then we

can define a set containing all (k′, w′) pairs as:

P
′ = K

′ ×W
′ = {(k′ik′

, w′iw′
)|k′ik′

∈ K
′; w′iw′

∈W
′} (D.13)

where ik′ = 1, 2, . . . , NK′ , iw′ = 1, 2, . . . , NW ′ and P
′ contains NP′ = NK′ ·

NW ′ pairs of (k′, w′).

Given a specific time point (t− 1), similarly like P, we measure the

performance of each p′ip′
∈ P

′, (ip′ = 1, 2, . . . , NP′).
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The indexes of w′, i.e. i′w, are repeated in P
′, but it is needed to

distinguish each pair’s w′ from other pairs. Thus, for a specific pair p′ip′
,

consider the corresponding specific index of w′ as ip′ . Similar to w′ip′
,

for the specific pair p′ip′
, the corresponding specific index of k′ is also

considered as ip′ , hence k′ip′
. Thus, P

′ and its elements can also be noted

as:

P
′ = {(k′ip′

, w′ip′
)|ip′ = 1, 2, . . . , NP} (D.14)

After noting those elements, the evaluation of p′ip′
begins. For time

point t− 1, we add weighted measurement as a new column into E[t−1],

which becomes:

E+
[t−1] =

(

E[t−1], (1− w′ip′
) · col2E[t−1] + w′ip′

· col3E[t−1]

)

(D.15)

The rows in E+
[t−1] is then sorted by the last column (i.e. weighted

measurement) in increasing order. Mathematically speaking, a row per-

mutation is applied to E+
[t−1] so that the values in the last column

are monotonically non-strict increasing when the index ip is increasing.

For the sake of convenience, the symbolic representation of the matrix

(E+
[t−1]) is not changed. After permutation, use each p from the 1st row

until k′ip′

th row for basic kNN parameters to predict flow rate and speed.

The results of those p are averaged to get predictions noted with p′ip′
:

r̂′[t](p′ip′
) and ŝ′[t](p′ip′

). Thus, the measurements of DP-kNN Level-2 flow

rate prediction error (ε′R) and speed prediction error (ε′S) of pair p′ip′
i.e.

(k′ip′
, w′ip′

) at time t− 1 are:

ε′R[t−1]ip′
= f (r̂′[t−1](p′ip′

), r[t−1]) (D.16)

ε′S[t−1]ip′
= f (ŝ′[t−1](p′ip′

), s[t−1]) (D.17)

Now, we will choose the best p′ (pair of k′ and w′ ). Similar to the

first level of DP-kNN, we need to calculate the average performance of

each p′ip′
∈ P

′ for the last n2 intervals:

99



D. Short-Term Traffic Forecasting Using Self-Adjusting

k-Nearest Neighbours

ε′
R[t−1]ip′

=
1

n2

n2

∑
δ=1

ε′R[t−δ]ip′
(D.18)

ε′
S[t−1]ip′

=
1

n2

n2

∑
δ=1

ε′S[t−δ]ip′
(D.19)

We can consider p′, ε′
R[t−1]ip′

, ε′
S[t−1]ip′

as columns to construct Level-2

DP-kNN evaluation result matrix:

E′

[t−1] =



























p′1 ε′
R[t−1]1

ε′
S[t−1]1

p′2 ε′
R[t−1]2

ε′
S[t−1]2

...
...

...

p′ip′
ε′

R[t−1]ip′
ε′

S[t−1]ip′

...
...

...

p′NP′
ε′

R[t−1]NP′
ε′

S[t−1]NP′



























(D.20)

This gives us the evaluation of all p′ip′
. The Level-2 evaluation result

(E′

[t−1]) can then be used together with Level-1 evaluation result (E[t−1])

for parameter selections during prediction.

D.3.6 DP-kNN Prediction

To predict the flow rate at time t, the following steps are taken.

E′

[t−1] is sorted by the last column, i.e., a row permutation is applied

to E′

[t−1] so that the values in the column col2E′

[t−1] (flow rate prediction

error) are monotonically non-strict increasing. The fist row of the sorted

E′

[t−1] indicates the least prediction error. The p′ in the 1st row is selected

as the best choice of p′ and noted as p′∗. The corresponding k′ and w′ in

p′∗ are the best choices and noted as k′∗ and w′∗. By using w′∗ to weight

columns col2E and col3E, a new column is added into E[t−1] to become
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E∗

[t−1].

E∗

[t−1] =
(

E[t−1] , (1− w′∗) · col2E[t−1] + w′∗ · col3E[t−1]

)

(D.21)

Lastly, after sorting E∗

[t−1], each p (i.e., k, h pair) from the 1st row until

the k′∗ th row are used to predict flow rate at time t. By averaging the

results, we get final prediction of flow rate.

For predicting the speed at time t, similar procedure is used. The

only difference is applying a row permutation to E′

[t−1] so that the val-

ues in the last column (speed prediction error) are monotonically non-

strict increasing.

D.3.7 Difference Mahalanobis Distance

As there are many ways of applying M-distance, here is a brief descrip-

tion of M-distance and how it is used with difference data. Suppose

i (1 ≤ i ≤ m1) is instance index and j (1 ≤ j ≤ m2) is variable in-

dex in dataset X (with elements xij) that contains m1 observations of m2

variables. The covariance between the j1
th variable and the j2

th variable

is:

σj1 j2 =
1

m1 − 1

m1

∑
i=1

(xij1 − µj1)(xij2 − µj2) (D.22)

where µj1 and µj2 are variables’ expected values respectively.

Thus the covariance matrix of dataset X can be expressed as a m2-

by-m2 matrix Σ (with element σlm), (1 ≤ l ≤ m2, 1 ≤ m ≤ m2). This is

calculated from history data.

Finally, M-distance to centroid is the distance between instance xi

and centroid µ:

MDi =

√

(xi − µ)Σ
−1(xi − µ)T (D.23)
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Although M-distance can also be used to measure distance between

any two points, it stands for M-distance to centroid in our work.

A nature of traffic time sequence is the difference characteristic. This

is noticed in [193] and they also used first derivative of speed but in

a different way. We can get one difference data from two consecutive

instances. That is, the difference data is a result of subtracting one data

instance with its previous neighbour in a consecutive time series.

If we note an arbitrary instance with both flow rate and speed as

xi = (ri, si), we can get the difference data as:

ẋi = (ṙi, ṡi) = xi+1 − xi = (ri+1 − ri , si+1 − si) (D.24)

As there are originally m1 instances in X, we can construct difference

dataset (Ẋ) which have m1 − 1 difference instances (ẋi). Though the

covariance matrix is calculated hourly, the algorithm does not need to

know the exact time of day. Thus, the calculation is still automatic.

One problem during distance measurement is the curse of dimension

which is caused by the sparse sampling space due to the big value of h

[120]. To avoid this problem, we treat the time domain as one dimension

instead of multi-dimension by averaging the distance values from all

search step. Thus, the final distance of state vector (or matrix) at time t

when considering an arbitrary day d is:

∑
h
ih=1(MD[t−ih,d])

h
(D.25)

where MD is M-distance. This equation is also applied to other distance

measurements.

The whole DP-kNN algorithm is illustrated in the pseudocode Algo-

rithm 1 (see Figure D.4) which can be considered as a detailed descrip-

tion of Figure D.2. Note that the cache is a part of random access mem-

ory (RAM) that stores many different matrices and values. The time
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1: procedure DP

2: automatically generate K,H,P,K′,W′,P′ ⊲ Start DP-kNN Preprocessing

3: initialise all measurements with 0
4: while given a new instance (r[t−1], s[t−1]) do

5: append the new instance to history data

6: delete the earliest history instance (if needed)

7: update K,H,P,K′,W′,P′ according to generating rules (if needed)

8: for each pip ∈ P do ⊲ Start DP-kNN Level-1

9: r̂[t](pip) and ŝ[t](pip)← normal kNN prediction using pip
10: save r̂[t](pip) and ŝ[t](pip) to cache for later usages

11: get predicted r̂[t−1](pip) and ŝ[t−1](pip) from the cache

12: calculate εR[t−1]ip and εS[t−1]ip , then εR[t−1]ip
and εS[t−1]ip

13: end for

14: construct Ê[t−1] , then E[t−1]

15: for each p′ip′ ∈ P
′ do ⊲ Start DP-kNN Level-2

16: E
+
[t−1] ← apply w′

ip′
to E[t−1]

17: sort(E+
[t−1])

18: a list of selected p (i.e., k, h pairs) (number of pairs: k′

ip′
)← select 1st to k′

ip′
th rows

from col1E
+
[t−1]

19: a list of prediction (r̂[t](p), ŝ[t](p))← get cached Level-1 predictions w.r.t p

20: r̂′[t](p
′

ip′
) and ŝ′[t](p

′

ip′
)← average from the list of (r̂[t](p), ŝ[t](p))

21: save r̂′[t](p
′

ip′
) and ŝ′[t](p

′

ip′
) to the cache for later usages

22: get predicted r̂′[t−1](p
′

ip′
) and ŝ′[t−1](p

′

ip′
) from the cache

23: calculate ε′R[t−1]ip′
and ε′S[t−1]ip′

, then ε′
R[t−1]ip′

and ε′
S[t−1]ip′

24: end for

25: construct E′

[t−1]

26: p′∗← sort(E′

[t−1]) and select the p′ from the 1st row ⊲ Start DP-kNN Prediction

27: final prediction for time t: use p′∗ to get r̂′[t](p
′∗) and ŝ′[t](p

′∗) from the cache

28: end while

29: end procedure

Figure D.4: Algorithm 1 DP-kNN.

103



D. Short-Term Traffic Forecasting Using Self-Adjusting

k-Nearest Neighbours

point indicator (subscripts) should be checked carefully during imple-

mentation. Recent measurement and evaluation results are temporarily

cached so that DP-kNN does not need to recalculate them. Due to the us-

age of cache, the pseudocode for implementation looks a little different

to the mathematical description, but the logic is the same.

D.4 Experiments

D.4.1 Data Collection

The data is collected by the traffic management centre of Yunnan province,

China. The data from April 2013 to May 2014 of one monitoring device is

cleaned using a tool from [118]. The road usually carries under-saturated

flow except for holiday noons.

A new data record is generated every five minutes, i.e., the interval

is five minutes, and one predict step (m = 1) is equivalent to five min-

utes. Each record contains an identifier and some statistically measured

values. Among those attributes, we select the total number of vehicles

passing the monitoring point (flow rate) and the average speed of those

vehicles (speed) as mentioned in Section D.3.1.

D.4.2 Experimental Design

During neighbour searching, any neighbour is discarded if it has an

overlap with query instance’s search step length or predict step length

or any possible evaluation results. Thus, the error is out-of-sample test

error. Besides, if more than ten percent data in search or prediction steps

are missing or influenced by events according to authority’s information,

the results are ignored during analysis.

As SARIMA processes and predicts one-dimension data, to compare

with DP-kNN, we use two types of Euclidean distances. The phrase

Euclidean distance, in our case, is used for prediction using only flow

rate (the errors becomes absolute values), and E2d for prediction using

104



D.5. Results

both flow rate and speed. As DP-kNN is using one-hour data to find

parameter settings, the same data is used as estimation set (as defined

in [106]) for Pattern-kNN.

The experiment environment for the preprocessing stage is Matlab

R2016b. DP-kNN Level-1 is conducted in CUDA version 8.0 (runtime

version 7.5) [180] on a Graphics Processing Unit (GPU), Nvidia Titan

X Pascal. The second level of DP-kNN and experiment result analysis

is done using R programming language version 3.3.3 and R-studio soft-

ware version 1.0.143 running in Windows 10 on Intel Core i7-6850K with

32GB memory.

D.5 Results

We plot the results for holidays and workdays separately only for anal-

ysis purpose because they have different characteristics. As the results

contain quite a lot of data, part of results are plotted. Only flow rate

prediction is shown because speed prediction results have similar trends

and SARIMA has only flow rate output. To plot two-dimension figures,

k = 8 and h = 4 is used while changing another parameter. This can be

considered as slicing of the multi-dimension results data. The patterns

of data beyond those plots are not changing much unless otherwise men-

tioned. The parameters in DP-kNN are not fixed but self-adjusted and

aggregated, so the values are displayed as straight horizontal lines.

According to the generating principles in DP-kNN preprocessing, the

potential values for parameters are automatically generated as: K = {2,

4, 8, . . . , 256}, H = {2, 4, 8, . . . , 256}. P contains NP = 64 pairs of (k, h),

so K
′ = {2, 4, 8, 16, 32}, W

′ = {0, 0.2, 0.4, 0.6, 0.8, 1}. Thus, P
′ contains

NP′ = 30 pairs of (k′, w′). In addition to the parameters, n1 = n2 = 12 is

used to cover one hour as the interval of data is five minutes.
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Figure D.5: Influence of number of nearest neighbours k on performance (mean
absolute error), when search step length h = 4 (20 minutes). Two horizontal
lines are DP-kNN results from self-adjust parameters. The horizontal lines are
near the minimum of manually adjusted kNN curves. In this plot, DP-kNN
is below all the MAE values on the manually adjusted kNN’s error curve on
holidays. This means the manual adjustment of k cannot be better than DP-
kNN due to the very small h.

D.5.1 Influence of k and h

The plotted search step length h is 4, which means that the search time is

20 minutes. The plots below, Figure D.5 is showing the comparison be-

tween DP-kNN and manual tuned kNN on holidays and workdays. The

distance is E2d and other distances have similar patterns. On holidays,

DP-kNN performs well and can touch the curve’s minimum or below

the minimum depending on h. On workdays, DP-kNN is also near the

minimum, but cannot go below the curve’s minimum. When compared

with holiday, working day’s manual tuning curve has a higher k value

of turning point.

The influence of search step length h is shown in Figure D.6. Patterns

of influence of h are similar to k, and the workday curve also has a higher

value of turning point.

106



D.5. Results

Figure D.6: Influence of search step length h on performance (error) with the
number of nearest neighbours k = 8. One step (h = 1) is equivalent to 5 min-
utes. Two horizontal lines are DP-kNN results from self-adjusting parameters.
The horizontal lines are near the minimums of manually adjusted kNN curves.

Figure D.7: Algorithm benchmarking results. One predict step (m = 1) is
equivalent to 5 minutes. Pattern-kNN is providing less accurate results for most
situations. SARIMA performs similar or worse than Manual-kNN and is not
stable. On workdays, DP-kNN always gives the highest accuracy. kNN-based
algorithms are more stable than SARIMA in both situations.
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D.5.2 Benchmarking

DP-kNN is compared with the benchmarking algorithms. DP-kNN,

Pattern-kNN, Pattern+DP-kNN, and SARIMA have automatic self-adjusted

parameters. As SARIMA uses only one variable (flow rate), Euclidean

distance based DP-kNN is shown here instead of E2d.

The left plot in Figure D.7 shows results on holidays. Pattern-kNN

gives less accuracy. Applying DP to Pattern-kNN can improve the accu-

racy by 12%. Averaged results from Manual-kNN are giving a similar

incremental pattern to DP-kNN, but are 15% less accurate. SARIMA

initially gives a low error than DP-kNN for predict step m = 1 and 2,

i.e., 5 to 10 minutes. Though SARIMA performs slightly better at the

beginning, its error increases quickly from 6.17 to 8.19 (33% increment)

when m becomes bigger, which makes SARIMA 7% to 25% worse than

DP-kNN. The MAE of DP-kNN only increases from 6.37 to 6.55 (3% in-

crement).

On workdays, DP-kNN gives the most accurate results than others, as

shown in Figure D.7, right side plot. Pattern-kNN and SARIMA give the

highest error. Applying DP to Pattern-kNN can improve the accuracy by

7%. SARIMA’s error increases from 5.84 to 7.11 (22% increment) when

m becomes bigger while DP-kNN stays less than 5.7 (1% increment).

SARIMA is initially 4% worse than DP-kNN and then it becomes 25%

worse when the predict step length increases from 1 to 4. Manual-kNN

has a similar incremental pattern to DP-kNN, but 3% less accurate.

D.5.3 Neighbour Distance Measurement

There are three different metrics used in DP-kNN to measure the dis-

tance between the query instance and potential nearest neighbours. When

compared with Mahalanobis, Euclidean and E2d distances are tradi-

tional and widely used.

The results on holidays show that Euclidean and E2d are performing

similar while Mahalanobis is giving higher error as shown in Figure D.8,
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Figure D.8: The performance of distances in DP-kNN. One predict step (m = 1)
is 5 minutes. On holidays, Euclidean and E2d are similar, while Mahalanobis’s
error is higher. On workdays, all three distances have lower MAE compared
with holidays, but Mahalanobis still has a higher error than Euclidean and E2d.

left. The MAE of Euclidean and E2d are increasing a little when m

increases. However, Mahalanobis gives less error for larger values of m.

On workdays, Mahalanobis gives smaller MAE than holidays. Euclidean

and E2d have the same pattern as shown in Figure D.8, right.

D.6 Analysis and Discussion

Even though the algorithms are working adaptively without the knowl-

edge of day being holiday or not, the analysis here is done separately

due to different patterns in the results. We found that the holiday predic-

tion error usually decreases first and then increases when either number

of neighbours k or search step length h becomes bigger and then in-

creases. This means that there are turning points for both k and h. On

the first level of DP-kNN, when k or h is too small, MAE varies a lot and

has many fluctuations at one arbitrary time. Thus, k and h should not

be too small. Longer search step length is better on workdays, because

the number of workdays is more than holidays.

When compared DP-kNN with SARIMA, DP-kNN is robust and sta-

ble on both holidays and workdays when m increases, while SARIMA is

not. In holidays, SARIMA can be slightly better when m is small, but its

performance drops quickly and becomes much worse than DP-kNN. On

workdays, DP-kNN is always better and SARIMA still gives as much as
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24% more error. If we extend the value ranges for Pattern-kNN param-

eters k and h by using DP preprocessing results (K, H, P), Pattern-kNN

is 12% better on holidays and 4% better on workdays. Though Pattern-

kNN was showing good performance in literature, it is not showing

obvious advantages here. The reason could be that the previous liter-

ature was using one day data to test [106], while this work uses more

than one year data. Another possible reason is that the manual-kNN

method that has been compared with Pattern-kNN in [106] is from [63]

and were using too small values for k and h when compared with recent

literature. One more reason could be that the traffic flow in this paper

contains more fluctuations and noise than the flow in [106] and it could

be harder for Pattern-kNN to recognise patterns. The above discussion

shows that the choice of kNN parameters plays an important role and

we should look more at the parameters.

DP-kNN sometimes gives decreasing MAE when m increases. The

reason could be that no weights are assigned on distance calculation of

neighbours, i.e., the very recent traffic is not given extra focus. Though

M-distance has shown good performance previously, it does not perform

well in this work. Hence, it should be carefully analysed and optimised

before application.

D.6.1 Complexity and Efficiency

Suppose the number of history instances is m1, the time complexity of

Algorithm 1 is O(m2
1). If the earliest history instances are being dis-

carded when adding new instances, m1 becomes a static value and the

complexity becomes O(1).

DP-kNN Level-1 is running on the Nvidia GPU, and each new in-

stance costs less than 14 milliseconds. The time is not changing as the

history data size is fixed. DP-kNN Level-2 and prediction are running on

the Intel CPU and it costs 144 milliseconds to measure previous predic-

tions and get final predictions for next time point. As the data instances

come every 5 minutes, DP-kNN Level-1 can process data from 22 thou-
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sand monitoring devices and Level-2 can handle more than two thou-

sand devices. With the bottleneck on Level-2, DP-kNN can deal with 2

thousand devices simultaneously. The total delay from receiving a new

instance to get prediction is 158 milliseconds. However, the two levels

of DP-kNN are asynchronous so they should be considered separately

when considering the bottleneck.

D.6.2 More about Holidays and Workdays

Both Manual-kNN and DP-kNN give better results for workday traffic

prediction because there are more workdays which means more similar

data. However, dynamic algorithms have more difficulties to catch the

minimums of manually adjusted kNN curves on holidays. The reason

could be that the parameter space contains different fluctuation styles

on workdays when compared with holidays. We have found that the

evaluation results of parameter space fluctuate more on workdays than

holidays.

D.7 Conclusion and Future Work

In this paper, we successfully modified kNN to DP-kNN with fully au-

tomatic self-adjustment for the parameters without calibration or train-

ing. The results show that DP-kNN gives 9% to 40% improvement than

benchmarking methods on average when considering both holidays and

workdays. It usually performs the best, with few exceptional situations

on holidays. Accurate predictions lead to more confident traffic man-

agement decisions and can be used to detect accidents more correctly.

In addition, DP-kNN is a general methodology that can be applied to

similar algorithms and systems which are in need of self-adjustable pa-

rameters.

This paper focuses on the number of nearest neighbours k and the

search step length h. Even though some other parameters like window

size are potentially adjustable, they have not been considered here. The

type of days (holidays vs. workdays) matters, but how to make use
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of the differences from the traffic flow itself without manual work is a

challenge. A better way to handle the missing data, such as imputation

[179], should be considered. These topics will be investigated in our

future work.
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Abstract

Robust and accurate traffic prediction is critical in modern in-
telligent transportation systems (ITS). One widely used method for
short-term traffic prediction is k-nearest neighbours (kNN). How-
ever, choosing the right parameter values for kNN is problematic.
Although many studies have investigated this problem, they did
not consider all parameters of kNN at the same time. This paper
aims to improve kNN prediction accuracy by tuning all parame-
ters simultaneously concerning dynamic traffic characteristics. We
propose weighted parameter tuples (WPT) to calculate weighted
average dynamically according to flow rate. Comprehensive ex-
periments are conducted on one-year real-world data. The results
show that flow-aware WPT kNN performs better than manually
tuned kNN as well as benchmark methods such as extreme gradi-
ent boosting (XGB) and seasonal autoregressive integrated moving
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average (SARIMA). Thus, it is recommended to use dynamic pa-
rameters regarding traffic flow and to consider all parameters at
the same time.

Index terms— Flow-Aware, Weighted Parameter Tuples, k-Nearest

Neighbours Regression, Short-Term Traffic Prediction

E.1 Introduction

Increasing road traffic is nowadays causing more congestion and ac-

cidents which gain more attention from public and authorities due to

severe loss of life and property [160, 161]. Efficient traffic management

and automatic accident detection are key requirements in modern in-

telligent transportation systems (ITS). Reliable and accurate short-term

traffic forecasting is necessary for achieving efficient traffic management

and accident detection [2]. Predicting short-term traffic is a complex

task, which has been a research subject of many studies in the past few

decades [4].

The existing short-term traffic forecasting methods can be divided

into two categories which are parametric and non-parametric meth-

ods [4, 16, 18]. A typical parametric method is seasonal autoregressive

integrated moving average (SARIMA) [31]. Moving average considers

that the near-future data is similar to the latest data and uses a weighted

average of latest data as predictions. An autoregressive model is based

on interdependent observations of stationary time series. Values of one

stationary time series are in a range with a constant variance consid-

ering existing data and future data with a constant average. Within a

stationary series, interdependency between history and future can be

used to make a prediction. If the original time series is non-stationary,

an integrated part is needed in the model to make it stationary by con-

duct differencing. Traffic data usually meet the peak during noon time

and bottom after midnight. Besides, weekends have a different traf-

fic scenario when being compared with workdays. Those patterns are

modelled as seasonal part in SARIMA.
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Within the non-parametric category, decision trees have been widely

used. Gradient boosting is one way to improve decision trees. It im-

proves tree models by focusing on badly predicted instances iteratively.

Extreme gradient boosting (XGB) is a fast and regularised gradient boost-

ing implementation with higher calculation speed and more robustness

against overfitting. As a state-of-the-art method, XGB has shown out-

standing performance and efficiency which is comparable with or better

than random forest [51, 52]. Thus, XGB is used as a benchmark method

in this study.

Another important non-parametric algorithm is k-Nearest Neighbours

(kNN) [194]. Both classification and regression tasks can be handled us-

ing kNN. For time series regression, the key idea in kNN is to find his-

tory data with similar patterns of most recent data. This paper uses kNN

because of the substantial increase in data availability [4], the flexibility

of kNN for solving non-linear problems and easiness of understand-

ing and implementation [55]. Some studies show that kNN is better

than traditional methods (such as Kalman filter and SARIMA) [71, 183].

However, some others reported that kNN has similar performance with

traditional methods [58,64]. Thus, SARIMA is also used as a benchmark

method in this study.

Three parameters of kNN are the number of nearest neighbours (k),

search step length (d) (also known as lag) and window size (v) (also

known as constraint) [58]. Though distance measurement of neighbours

can also be considered as a dynamic parameter, it is beyond this pa-

per’s scope and will be addressed separately. Besides, when m (number

of predict steps ahead) changes, the parameters should also be tuned.

Many studies tried to tune the parameter k and some work also tried to

tune d while few researchers considered v.

Previous work has focused on some of the parameters, but the value

assignment for those three parameters at the same time is still a problem.

On one aspect, we propose to use weighted parameter tuples (WPT)

to improve kNN by considering all parameters together. On another
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Figure E.1: Prediction for time t using kNN with window size v = 1 (shifts:
-1,0,+1). History data last until time point t− 1. Search step length (lag) is d.

aspect, we focus on flow-aware parameter tuning, while previous studies

focused on improving kNN from temporal aspect (time-aware) [52, 64],

such as the hour of day or day of week etc.

E.2 Background and Problem Settings

This section contains some background definitions and formulate the

problem in this paper mathematically.

E.2.1 kNN Regression for Prediction

Suppose there is a time series with data on time points: · · · , t − 2, t −
1, t, · · · where t is the near-future to predict. The time interval can differ

from system to system and is usually between 1 minute and 15 minutes.

The following steps are employed to predict the traffic at time t as

shown in Figure E.1.

Step one is to construct state vector as the query to represent current

traffic state by selecting the latest data. If we choose search step length
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as d, the state vector of current flow rate is:

r[t] = [rt−1, rt−2, · · · , rt−d] (E.1)

while the state vector of current speed is:

s[t] = [st−1, st−2, · · · , st−d] (E.2)

For the distance measurement with two variables, the state vector is:

S[t] =

[

rt−1 rt−2 · · · rt−d

st−1 st−2 · · · st−d

]

(E.3)

The search step length is sometimes referred as “window” in some

areas, though we have another kNN parameter named window. To dis-

tinguish them, the phrase “search step length” is used in this work.

Step two is to find the most similar vectors (nearest neighbours) of

history days when being compared with current query state vector. For

instance, data from time point t− d to t− 1 of yesterday (Day−1), from

t− d to t− 1 of Day−2 etc. are the neighbours to compare.

In kNN, window size (constraint) (v) is used to describe the max-

imum time point shift when searching for neighbours. If v = 2, the

maximum shift of time point is two, therefore, all possible shifts are -2,-

1,0,+1,+2. For instance, Figure E.1 is showing situation with v = 1 and

the number of neighbours within yesterday is three instead of one. The

time points of neighbours in yesterday are: [t0 − d− 1, · · · , t0 − 2] (with

shift -1), [t0 − d, · · · , t0 − 1] (with shift 0) and [t0 − d + 1, · · · , t0] (with

shift +1). Thus, if there are n days to search, then there are n× (2v + 1)

neighbours to search to find k nearest neighbours.

Finally, the average value of all k nearest neighbours’ predictions is

calculated as the final prediction.

E.2.2 Mathematical Problem Settings

The three critical parameters of kNN include the number of neighbours

k, search step length d and window size v. Suitable values should be as-
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Figure E.2: Overview of the proposed WPT algorithm.

signed to them. If k has MK options, d has MH and v has MV options, the

possible number of tuples of those parameters is huge: MK · MH · MV .

When three parameters are considered together, a legitimate combina-

tion is called a tuple which is a 3-tuple in this work. For instance, (k = 8,

d = 4, v = 0) is a tuple that can be used by the three kNN parameters.

E.3 Methodology

The kNN regression algorithm is introduced in the previous section.

This section describes how the usage of WPT can enhance kNN and

how the parameter-tuples’ predictions can be employed to generate a

weighted average. Later on, we explain how the weights are generated

and present several weighting methods to assign weights.

The general idea is to conduct predictions using different values of

(k, d, v) values for all training time points, and the performance of tu-

ples can be measured. According to the performance, weighting func-

tions generate weights for each configuration of (k, d, v). Later, selected

(k, d, v) tuples are used to make prediction and a weighted average is

calculated as the final result.

An overview of the proposed WPT algorithm is shown in Figure E.2.
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E.3.1 Traffic Metrics Selection

Traffic engineering contains three fundamental metrics which are flow

rate, speed and density [24]. Given two metrics, it is just enough to

calculate the remaining metric. Most previous studies use only one of

them, which is usually flow rate, sometimes speed. This work uses both

flow rate and speed.

E.3.2 Training Weights

The following content explains how to train weights and to predict traffic

using all parameter tuples.

We conduct multi steps ahead prediction using kNN with all given

parameter values for each training time point. A tuple set (P) is a Carte-

sian product of three sets which contains values of k, d and v: K contains

MK values, D contains MD values and V contains MV values. The per-

formance of each tuple (k, d, v) is measured. The set of the tuples to be

measured is:

P = K×D×V =

{(kik
, hid

, viv
)|kik
∈ K; hid

∈ D; viv
∈ V}

(E.4)

where ik = 1, 2, · · · , MK; id = 1, 2, · · · , MD; iv = 1, 2, · · · , MV and P con-

tains MP = MK ·MD ·MV tuples of k, d and v.

For each pip
∈ P, (ip = 1, 2, · · · , MP), three values are used to set

up kNN and make prediction. Later, prediction error (ε) is measured.

Error of flow rate prediction for each pip
is measured as ε(r[t])ip

=

fe(r̂[t](pip
), r[t]) where r̂[t](pip

) is the predicted flow rate at t using pip

and fe is the function to measure prediction error. For error of speed

prediction, the same measurement is used as ε(s[t])ip
= fe(ŝ[t](pip

), s[t])

where ŝ[t](pip
) is the predicted speed at t using pip

.

Flow-Aware Weights

Previous research has shown that the traffic has time-variant dynamic

characteristics in the different hour of day, day of the week, holiday
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versus non-holiday etc. [52, 64]. However, if records are separated by

time of day, it is not guaranteed that the flow situation is the same,

neither the day of week, etc. Instead, records are separated by flow rate

levels. A practical method is to separate the flow into ten levels equally

from the lowest flow rate to the highest flow rate. For instance, for a

road with peak flow of one hundred cars per time unit and zero during

night, from 0 to 10 will be the lowest level while from 90 to 100 is the

highest level. WPT adapts the weights of tuples to the flow according to

separated flow levels. The present flow rate is determined by averaging

flow rate of the last 15 minutes, as it is the minimum time to have stable

traffic flow [177].

Weighting Function

It is worth mentioning that the weights are for tuples, not for neigh-

bours or search steps (lags). Rank-based weighting generates scores ac-

cording to the ranks of candidates when sorted according to increasing

order of distances from the subject profile [35]. Previous work shows

that rank-based weighting is better than inverse weighting [195]. When

using weight dispersion measure of 1, the score generated by rank-based

weighting (crnk) is as below (Equation E.5).

crnk = MP − γ + 1 (E.5)

where γ is the rank of the candidate (γ = 1, 2, · · · , MP). The candidate

with γ = 1 has the lowest ε. The scores for all p’s form an arithmetic

sequence: [MP, MP − 1, · · · , 1].

Each pi is tested and corresponding scores are calculated and added

to the pi’s total score. The tuples with highest scores (e.g., top 25%) are

used on each flow level. Finally, a normalisation procedure is conducted

for weights to make sure the sum of weights is 1 for each flow level. An

easy-to-understand logic will be presented in experimental design later.

The final weights are as below:

W = [w1, w2, · · · , wMP
] (E.6)
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E.3.3 Predicting using Weights

Instead of assigning weights to nearest neighbours, WPT assigns them

to the parameter tuples (pi).

To predict the flow rate, the following steps are taken.

Firstly, all tuples of (k, d, v) in P are used to calculate predictions.

The predicted flow rate values are noted as below (Equation E.7):

R̂ = [r̂1, r̂2, · · · , r̂ip
, · · · r̂MP

]; ip = 1, 2, · · · , MP (E.7)

As the weights are W , the weighted flow rate prediction is:

r̂ = W · R̂ (E.8)

To predict the speed, a similar procedure is used.

Distance of Neighbours

Euclidean distance (ED) is a widely used traditional and ordinary dis-

tance in transportation data for finding nearest neighbours [72]. It is

easy to understand, implement and fast to calculate [196].

Here is a brief description of ED. Suppose i(1 ≤ i ≤ n1) is instance

index and j(1 ≤ j ≤ n2) is variable index in dataset X = [[xij]] that

contains n1 observations of n2 variables.

EDi is the distance between query instance xi and a neighbour in-

stance x′i . Both instances have d intervals. As:

xi =

[

r[t]
s[t]

]

; x′i =

[

r′ [t]
s′ [t]

]

(E.9)
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EDi = |xi − x′i | =

∑
d
id=1

√

(rt−id
− r′t−id

)2 + (st−id
− s′t−id

)2

d

(E.10)

Big values of d may cause the curse of dimension problem for dis-

tance measurement, which is caused by the sparse space [120]. To avoid

this problem, we consider all search steps in the time domain as one

dimension instead of d dimensions. This is done by averaging the dis-

tances of all search steps. Some other types of distances are available,

for example, Mahalanobis distance [65, 197], which is beyond this pa-

per’s scope.

E.4 Experiments

E.4.1 Data Specification

The real world data is collected by a traffic management centre who de-

ployed dozens of devices along a highway named Kunshi. Each device

sends one statistical record at five-minute intervals. Each record contains

a timestamp and some statistical values such as flow rate and average

speed. Part of the data from one monitoring device on the road is used.

The time range of data is from April 2013 to May 2014. This road is

under-saturated except during holidays.

E.4.2 Experimental Design

The beginning 80% data is used as training data to train weights, the

remaining 20% is left as test data. To get rid of the influence of incidents,

kNN ignores one neighbour if more than 10% steps in its searching steps

or prediction steps contain incident data.

For the values of k, d and v, exponential incremental values are

used as follows: K = {2, 4, 8, · · · , 256}, D = {2, 4, 8, · · · , 256}, V =

{0, 4, 8, 16, 32}. v starts from 0 so that the results can be compared with
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Figure E.3: WPT logic diagram with GPU kernels.

previous studies which did not use window. As 256 days is more than

half, which is supposed to be big enough for k when v is zero. For d, 256

is the maximum value because one day contains 288 · 5 minutes. For v,

the values start from 0 to compare with general no window situation.

Thus, P contains MP = 320 pairs of k, d and v.

To solve the huge calculation load, graphics processing unit (GPU)

is used to reduce calculation time especially for training stage. GPU

makes it practical to conduct a huge amount of calculations by accel-

erating them significantly. The detailed algorithm logic diagram with

GPU kernels is shown in Figure E.3. The analysis of one year data us-

ing non-optimized R implementation would consume more than a year

to conduct experiments on a central processing unit (CPU). GPU re-

duces this computational time to hours. As the original traffic data is

only around one megabyte, it is divided into smaller chunks which are

copied into shared memory from global memory and shared by threads.

This further accelerates calculations. Four kernels are developed for the

experiments and the first two kernels are used in both training and pre-

dicting stage.

The experiment is conducted using CUDA [180] driver v8.0 and run-
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time v7.5 on GeForce 690 card. The analysis environment is R program-

ming language [198] v3.3. XGB implementation is from R library xgboost

v0.4.4. One parameter of XGB should be set, which is the number of

iterations. In this paper, 16 can produce the best results. SARIMA im-

plementation is from R library forecast v7.2 in which a fully automatic

and objective SARIMA parameter value assignment is implemented.

E.4.3 Performance Measurement ( fe)

To measure the performance of prediction, mean absolute error (MAE)

is used as fe. For the flow rate prediction measurement:

MAE =
∑

q
δ=1 |r̂δ − rδ|

q
(E.11)

where r̂ is the predicted flow rate, r is the grant truth flow rate, and q

is the number of records. Mean absolute percentage error (MAPE) is

not used because the flow rate is sometimes zero after midnight before

morning.

As mentioned before, the records are separated to ten dataset X ′ (xi)

according to ten evenly separated flow levels. Each flow level contains

about ninety thousand records in average for training, which are used

to generate scores and weights.

E.5 Results

This section firstly provides results regarding the impact of flow rate.

Later comes the comparison of different benchmark methods (XGB and

SARIMA) in terms of the accuracy.

E.5.1 Impact of Flow Rate

The weighted averages of parameter values are shown in Figure E.4.

Though WPT uses weights to calculate prediction, the weights can also

be applied to parameter options to analyse how flow impact parameters.
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The results show that the parameter values are not linearly correlated

with flow rate. There is no obvious similarity among patterns of three

parameters when flow changes.

Besides, those patterns may differ when comparing decreasing flow

with increasing flow. The traffic flow rate increases from 3 am to 15 pm
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and decreases after 15 pm until the next early morning. The patterns

of weighted k and d are similar, but the pattern of v values is different

when flow level is lower than 4. Thus, only v’s values are plotted as

shown in Figure E.5.

E.5.2 Benchmarking

The benchmark results are shown in Figure E.6. When m increases, the

error of SARIMA grows from 5.959 to 7.505 which is 25.95%. The er-

ror of XGB grows from 5.853 to 6.064 (3.61%). The error of WPT only

grows from 5.702 to 5.836 (2.34%). Thus, WPT is more robust. Besides,

WPT is giving 0.5% higher accuracy when being compared with the best

possible result (5.772) of manually tuned parameter tuple p for any m.

E.6 Analysis of Results

Previous work used relatively small values for parameters by default

(e.g. k = 8 or 10, d = 3 or 4 and v = 0), which is hard to produce

optimal results.

126



E.7. Conclusion

Considering flow rate (Figure E.4), the higher the flow rate the less

the neighbours needed. The reason is high flow occurs in holidays and

number of holidays are much less than workdays. For d and v, the

trend is not monotonous. None of the relations between any of the

three parameters and flow rate is linear. Thus, considering different

flow levels separately is a good idea, especially when there is enough

data to train weights. For incremental and decremental flow, as v has

different relations with flow rate, it is necessary to treat incremental and

decremental flows separately.

The benchmark results show that WPT gives not only the most ac-

curate but also the most robust result when m changes. Considering all

m choices, in average, WPT gives flow rate prediction accuracy 5.744,

which is 3.05% improvement when compared with 5.925 given by XGB,

and 11.7% improvement in comparison to 6.503 given by SARIMA.

To reduce the calculation time further, we used top 25% of the tuples

on each flow level. If the GPU kernels are modified accordingly, it can

accelerate prediction stage by four times. The experiment shows it also

increases accuracy by discarding bad tuples.

E.7 Conclusion

This paper proposes to use WPT to make kNN dynamically tuned re-

garding dynamic flow rate levels. WPT gives the performance that can-

not be achieved using the manual tuning. Besides, WPT is 3.05% better

than XGB and 11.7% better than SARIMA. WPT is not only accurate but

also space efficient. Only weights are saved which is one hundred kilo-

byte in the experiment, and one-year history traffic data uses less than

one-megabyte space. Additionally, WPT is more robust when predicting

multi-step ahead.

One problem we are facing is that the real-world data is usually dirty

which has to be handled when designing and implementing WPT algo-

rithm. Cleaning data in the pre-processing stage is not easy since man-
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ual registration work and testimony of incident eyewitnesses often lack

accuracy. Besides, the distance measurement of neighbours is also im-

portant. We plan to investigate these topics further in the future work.
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Abstract

Modern intelligent transportation systems (ITS) requires reli-
able and accurate short-term traffic prediction. One widely used
method to predict traffic is k-nearest neighbours (kNN). Though
many studies have tried to improve kNN with parameter strate-
gies and data strategies, there is no comprehensive analysis of
those strategies. This paper aims to analyse kNN strategies and
guide future work to select the right strategy to improve predic-
tion accuracy. Firstly, we examine the relations among three kNN
parameters, which are: number of nearest neighbours (k), search
step length (d) and window size (v). We also analysed predict
step ahead (m) which is not a parameter but a user requirement
and configuration. The analyses indicate that the relations among
parameters are compound especially when traffic flow states are
considered. The results show that strategy of using v leads to out-
standing accuracy improvement. Later, we compare different data
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strategies such as flow-aware and time-aware ones together with
ensemble strategies. The experiments show that the flow-aware
strategy performs better than the time-aware one. Thus, we sug-
gest considering all parameter strategies simultaneously as ensem-
ble strategies especially by including v in flow-aware strategies.

Index terms— Short-Term Traffic Prediction, k-Nearest Neighbours

Regression, Parameter and Data Strategies

F.1 Introduction

Reliable and accurate short-term traffic prediction is a key requirement

in modern intelligent transportation systems (ITS) [3]. Short-term traffic

prediction is essential for efficient traffic management and incident de-

tection [2]. However, it is a complex task and has been a research subject

for the past few decades [4]. The difficulty is due to the fact that traf-

fic flow is influenced by many factors including people, vehicles, roads,

environment and information [24].

There are two categories of methods for short-term traffic predic-

tion: parametric and nonparametric [4, 16, 18]. Within the nonpara-

metric methods, one widely used algorithm is k-Nearest Neighbours

(kNN) [60, 71, 194]. With the substantial increment of available data [4],

kNN is gaining attention due to its flexibility in solving nonlinear prob-

lems [36]. Besides, it is easy to understand and implement [199].

Strategies for improving kNN can be divided into two categories,

parameter strategies and data strategies. Considering the parameter

strategies, three parameters of kNN are critical: the number of near-

est neighbours (k), the search step length (also known as lag d), and

the window size (also known as lag constraint) (v) [36,58]. Although the

way to measure the distance of neighbours is also important, it is beyond

this paper’s scope when considering parameters. One problem in basic

kNN is that it has fixed parameters which do not consider time-varying

and nonstable statistical characteristics of traffic flow. Thus, kNN needs

130



F.2. Strategies for kNN

different parameter values for its three parameters under different flow

situation. That is why data strategies matter. [18] compared kNN per-

formance under four datasets. Their results show that datasets with

different traffic characteristics require diverse parameter configurations

to perform well and the parameters of kNN should be chosen carefully.

To the best knowledge of the authors, there is no analysis consider-

ing all strategies simultaneously. Two possible reasons are: much com-

putation is required due to the compound parameter relations and there

was not enough data to test data strategies. This paper analyses and

compares strategies for all parameters at the same time to provide a

comprehensive understanding. Also, we provide a guideline to choose

strategies with limited and fixed amount of data for short-term traffic

prediction while taking data strategies and other settings into consider-

ation.

F.2 Strategies for kNN

This section introduces the basic kNN algorithm then the parameter and

data strategies that are used to improve kNN.

F.2.1 The kNN Algorithm

kNN predicts the future using history traffic data which are similar to

current one. Recent traffic is described by a traffic state vector using both

flow rate and speed:

S[t] =

[

rt−1 rt−2 · · · rt−d

st−1 st−2 · · · st−d

]

(F.1)

where t− 1 is the time point of the last received data, r is flow rate and

s is speed. S is then compared with each day’s data in database and the

most similar k neighbours are selected. The dissimilarity is measured

using Euclidean distance. While previous work considers d search steps

as d dimensions [72], we consider all search steps as one dimension to
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avoid the curse of dimension problem. The following equation is used

to calculate distance for d search steps:

∑
d
id=1

√

(rt−id
− r′t−id

)2 + (st−id
− s′t−id

)2

d
(F.2)

where r′ and s′ are flow rate and speed of an arbitrary day in the

history database. If we take window size into consideration (suppose

v = 1), while fixing S, the flow rate vector can be [r′t−2 · · · r
′
t−d−1] and

[r′t · · · r
′
t−d+1] in addition to [r′t−1 · · · r

′
t−d]. The speed vector s′ changes

together with r′. That is, there are not one but three potential neigh-

bours in one history day when v = 1.

While taking all three parameters into consideration, kNN becomes

complicated since there are many possible tuples when assigning values

to parameters. Ensemble method can be used to solve this complicated

problem as introduced in [116]. The basic idea is to use weighted average

of predictions of parameter tuples as final prediction. The weights of

tuples are generated using training dataset.

F.2.2 Parameters Strategies

Although there is no rule for the choice of kNN parameter values, some

values are frequently used, and this configuration is used as baseline A

during comparison. To have a good value assigned to k, [185] trained

artificial neural network to map characteristics of a dataset to a good k

value. [186] updates k continuously considering piecewise linear nature

in time series. For search step length (d), [71] suggests it to be bigger than

2D + 1 according to Takens theorem, where D is the number of features.

However, some research [182, 190] shows opposite results. Though v is

also an important parameter, only a few studies considered it. Using v

was not showing promising improvement in [58], the reason can be that

they determined v separately from k and d. In some studies, both k and

d get optimised [72, 182]. [71] shows we should optimise k and d at the

same time. [182] uses part of the data (like training data) to find best

parameters tuple and then the tuple is used for prediction. We modified
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this method to include v and use it as baseline B for comparison in our

study.

Some research shows improved performance using ensemble kNN

[65,200]. While they are only considering k, [116] uses ensemble strategy

for all kNN parameters.

F.2.3 Data Strategies

A data strategy is a way to separate training dataset to suitable sub-

datasets according to different characteristics of instances. Data strate-

gies are usually domain specific.

A frequently used data strategy is time-aware separation (TA) as the

traffic at similar time usually has similar patterns. Previous studies have

pointed out the traffic has different patterns at different hour of the day,

workday vs. holiday [64, 134, 191, 201]. Considering hour of the day

is a typical time-aware strategy and considering workday vs. holiday

is a workday-aware strategy. The literature has used the time-variant

characteristics to improve traffic prediction [52], where one-day time is

separated into four stages. We compare data segmentation strategies of

four stages (TA4) and ten stages (TA10)

However, if records are separated by hour of the day, it is not guar-

anteed that the flow situation is the same, neither day of week, etc. We

propose to use another data strategy which is flow-aware separation

(FA). The kNN algorithm is adapting to different flow rate levels. We

compare data segmentation strategies of four levels (FA4) and ten levels

(FA10). The flow rate should be determined by averaging the last 15

minutes traffic which is the minimal averaging time to get stable traffic

flow data [177].

For flow-aware strategies, traffic flow can have two trends which are

increasing flow and decreasing flow. One way is to consider those two

trends separately (up vs. down), noted as UvD in this work. Another

way is to not distinguish those two trends, noted as U+D.
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F.3 Experiments

The traffic data are from devices along a highway named Kunshi in

China. The flow on the road is usually under-saturated. Based on a

five-minute interval, each device sends a record to the central database.

Every record contains statistical values such as flow rate and speed. Data

from one device are cleaned using the method from [118] and then used

in this paper. The time range of data are between early-April 2013 and

mid-May 2014.

The collected data are divided into 80% and 20% for training and

testing respectively, separated on date 20th February 2014. If more than

10% searching steps or prediction steps are influenced by any incident,

the record will be discarded. Exponential incremental values are as-

signed to k, d and v. As a nonstrategy setting, predict step ahead (m)

also impacts experiment results and also uses exponential incremental

values.

The experiments are conducted with CUDA [180] 8.0 on GeForce

GTX 690 graphics card. The analyses are conducted with R language

[198] version 3.3.

For the measurement of prediction performance, mean absolute error

(MAE) is used. Mean absolute percentage error (MAPE) is not suitable

as the flow can be zero during night.

Three terms are used to distinguish different types of relations within

and out of strategies as well as nonstrategy settings. Influence: Given

a time point, all three parameters contribute to the prediction perfor-

mance, i.e. MAE = g(k, d, v). The influences gk, gd, gv of three parame-

ters are presented separately to make results clear. Effect: The influence

(g) of parameters on the prediction is also affected by the other two pa-

rameters. For instance, the influence of k on MAE (gk) is under the effect

of d and v, i.e. gk changes when d or v change.Those effects are pre-

sented after the influences. Impact: For different flow-/time-aware index

and predict step ahead (m) etc., the best values of parameters are dif-
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ferent. Those factors are nonstrategy settings, but still impact factors to

kNN parameters.

F.4 Results

This section provides comprehensive and detailed results regarding in-

fluences, effects and impacts of different strategies in the accuracy as-

pect.

As there are hundreds of thousands of parameter tuples (p), only

some results are plotted. Most patterns are general and can hold for val-

ues that are not plotted unless otherwise mentioned and explained. For

instance, only flow rate prediction is shown because speed prediction

results have similar trends. The parameter values for plots are set to k

= 8, d = 4, v = 0, unless otherwise mentioned. Those values are used as

they are similar to default or well-performed values in previous stud-

ied [71, 194]. This can be considered as slicing of the multi-dimension

results from this study. The differences of patterns introduced by m

within different strategies are ignorable unless otherwise mentioned.

F.4.1 Influence of k

If the results are sliced by d = 4, v = 0 (i.e. search time is 20 min-

utes, no window), the remaining is gk, i.e. the influence of k on kNN

performance (MAE) as shown in Figure F.1. The result is showing com-

parisons between parameter predictions and ensemble strategies, each

with four different m values. The plot also shows that when k increases,

MAE decreases first (when k < 32) and then increases (when k > 64)

on gk curves. Thus, the influences gk contain turning points (the k value

for lowest MAE on one curve) between k = 32 and k = 64. Ensemble

strategies are giving the lowest MAE when being compared with any

parameter tuple p for any m. This conclusion holds for any v and d

values when considering the influence from k on performance.

The effect of d on gk is shown in Figure F.2, all curves have turning
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Figure F.1: Influence of k on MAE (gk) when d = 4, v = 0. Results of predic-
tions with different parameter values construct four curves with turning points
between k = 32 and k = 64.
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Figure F.2: Effect of d on gk when v = 0. The value of d affects the shape
and turning point of gk curves. The gradients after turning points increase if
d becomes bigger. The turning point is moving from range [32, 64] to range
[16, 32].
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Figure F.3: Effect of v on gk when d = 4. As v becomes bigger, turning points
are moving from around k = 32 to higher k values and has potential and trend
to go beyond 256 if v > 32. This plot is when d = 4.

points. The effect of d is, if d is big, MAE increases fast when k grows.

Besides, the turning points occur at smaller k values, moving from k >

32 to k < 32. The effect of v on gk is shown in Figure F.3, most curves

have turning points around k = 128. However, when v = 0, the turning

point is around k = 32. If v is small, say v < 8, there are turning points

on gk curves k < 128. If v is bigger than 8, the turning points of gk move

to higher k values (k > 128). The above conclusion is much clearer when

d is big.

F.4.2 Influence of d

If the results are sliced by k = 8, v = 0 (i.e. 8 nearest neighbours, no

window), the remaining is gd, i.e. the influence of d on MAE as shown

in Figure F.4. The plot also shows that when d increases, MAE decreases

first (when d < 32) then increase (when d > 32) for gd curves. Thus, the

influences (gk) contain turning points around d = 32. A special pattern

is that there are peaks when d = 128.

The effect of k on gd is shown in Figure F.5, there are always turning
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Figure F.4: Influence of d on MAE (gd) when k = 8, v = 0. Results of param-
eter predictions construct four curves with turning points around k = 32 and.
Ensemble strategies are giving the lowest MAE compared with any parameter
tuple p for any m.
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Figure F.5: Effect of k on gd when v = 0. There are always turning points for
all curves. If k increases, turning points will occur at a smaller d value and the
curves becomes flatter before turning points.
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Figure F.6: Effect of v on gd when k = 8. If v increases, gd becomes steeper and
turning points are clearer (around d = 32). When d value is close to the curve’s
turning point, v’s effect is smaller.

points around d = 16 or 32 on all curves. If k increases, turning points

are clearer and occur at a smaller d value, moving from around d = 32

to near d = 16. If k is small, the curves are steeper. For big values

of k, the curves are flatter before turning points. The effect of v on

gd is shown in Figure F.6, if v increases, gd becomes steeper both before

turning points and after turning points, which makes the turning points

clearer. If v is big enough (v ≥ 16), there are some peaks at d = 128

(only when k is too small). When d’s value is close to the curve’s turning

point (around d = 32), v’s effect is smaller. There are turning points on

all curves and are in the range of d ∈[16,64], around 32. For the effect of

both k and v on gd, if window size (v) becomes big enough (e.g. 8), the

turning points of gd occur at higher values (d = 32) and not changing.

F.4.3 Influence of v

If the results are sliced by k = 8, d = 4, the remaining is gv, i.e. the

influence of v on MAE as shown in Figure F.7. For any m there are

turning points around v = 4. When m increases, v values of turning

points are slightly decreasing.
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Figure F.7: Influence of v on MAE (gv) when k = 8, d = 4. Results of parameter
predictions construct four curves. For some m values, there are turning points
at v = 4.
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Figure F.8: Effect of k on gv when d = 4. The gv curves have turning points
around v = 8. If k becomes bigger, the slopes before the turning points become
steeper.
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Figure F.9: Effect of d on gv when k = 8. As shown in Figure F.9, when k = 8
there are usually turning points around v = 4 or v = 8 except for d = 256.
When d = 128 (and k is too small), there is a MAE peak for big window sizes
(v > 4). If d grows continuously after the peak, the turning points disappear.

The effect of k on gv is shown in Figure F.8, when search step length

is small (d = 4), if k is small, there are always turning points around at

v = 8. If k becomes big, the effect of k on gv is stable, the pattern of the

curves are not changing, but just become more obvious. The effect of

d on gv is shown in Figure F.9, there are usually turning points around

v = 4 or v = 8 except for d = 256. If k increases to 128 (not small any

longer), the results indicate that v can reduce around 5% error. However,

previous work reported that v is not so useful as it reduced the error by

about only 0.05% as shown in the second figure of [58].

F.4.4 Impact of Flow Rate

To have a robust pattern analysis, the ensemble weights are used to cal-

culate weighted parameter values as shown in Figure F.10. The results

show that optimal parameter values are dependent on flow levels. Three

parameters have different changing patterns when the flow changes. Be-

sides, the pattern of v values under increasing flow is different from the

pattern under decreasing flow.
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Figure F.10: Parameters impacted by flow rate when flow rate is decreasing
and increasing (U+D). Higher index means higher flow rate. Values of v are
squared to ease display on the same scale.

F.4.5 Impact of Predict Step Ahead

As shown in Figure F.11, when m increases, d is increasing slightly. Simi-

lar trend has been seen in previous literature [72], but it was not obvious.

The result also shows that v is decreasing and k is constant, while [72]

reported their k values were going up and down. It might be due to the

limited data that had been used.

F.4.6 Impact of Data Strategies

Results of data strategies are shown in Figure F.12. All strategies have

the same parameter options as in parameter strategies except baselines.

Baseline A is commonly used (default) parameter tuple values: k =

8, d = 4, v = 0, which give MAE 6.2429. It is too high and not shown

here. Baseline B is the best single tuple according to training data, po-

tentially with the problem of overfitting. Workday-aware strategy has no

segmentation situation, so it is shown as a dashed black line. The results

show that all strategies that are considering window size parameter are

better than the baseline A. Some flow-aware fixed segmentation strate-
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Figure F.11: Parameters impacted by m (1 step is 5 minutes). When m increases,
k is constant, d is increasing slightly, v is decreasing. Values of v are squared to
ease display on the same scale.
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segments and ensemble(E). Baseline A: common values (not shown). Baseline
B (solid blue line): best values from training data.
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gies are better than baseline B. Ensemble strategies are always better

than both baselines, and better than other nonensemble strategies.

F.5 Analysis of Results

This section summarizes and interprets the results, and analyses the

influence, effects and impacts of strategies and settings.

Analysis of Parameter Strategies. A general pattern is that the er-

ror goes down first and then goes up when one parameter increase, i.e.,

when increasing the values, turning points will occur. This pattern is

clearer especially near the optimal values. Small values were used for

parameters in some literature (e.g. k = 8 or 10, d = 3 or 4 and v = 0)

which leads to lack of accuracy. To get higher accuracy, the values need

to be increased to turning points. Although the turning points are the

best choices for high accuracy, the weighted results from ensemble strat-

egy are more accurate than any specific tuple in the experiments. Even

if the peaks are not influencing final results a lot, they make the influ-

ence functions (g) not purely convex. Thus, it is necessary to consider all

parameter strategies at the same time instead of using separately. It is

also not possible to use simple gradient descent without step size tuned.

Analysis of Predict Step Ahead. As shown in Figure F.11, longer

predict time (bigger m) needs longer search steps (bigger d). Besides,

window size should be smaller. However, the number of actual selected

nearest neighbours (k) is stable. Previous work indicates big m con-

tributes to prediction error a lot, such as the ninth figure in [71] shows

around 20% more error when m increases from 1 to 6. However, us-

ing our ensemble kNN, when m increases from 1 to 8, prediction error

increases only 2%.

Analysis of Data Strategies. It is necessary to separate incremental

and decremental flow data. Window size v gives different patterns for

increasing and decreasing without doubt, which can be the actual rea-

son that UvD strategies are better than U+D. The TA4 strategy here is
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not giving a good result. A previous study showed good results with

TA4 [52], the reason could be that the segmentation is suitable for their

data. One need to be more cautious if a nonensemble method is used.

Although we can see clear difference between workday and holiday

traffic patterns, the workday-aware strategy is giving less improvement

comparing with FA strategies. Thus, FA strategies are preferred, if pos-

sible. When the flow rate is low, kNN can benefit from more nearest

neighbours. The reason is that low flow occurs in workdays and the

number of workdays are much more than holidays. The patterns of d

and v are not monotonous. All patterns of the three parameters are non-

linear. Thus, the algorithm should consider flow rate when applying

parameter strategies.

F.6 Conclusion

This paper firstly analysed the compound relations when applying pa-

rameter strategies. The performance of ensemble kNN cannot be achieved

using manual adjustment due to the compound relations, which make it

important to consider parameter strategies of all parameters at the same

time. It is important to investigate parameters in detail before applying

any strategy. Our work is general and it covers previous work in liter-

ature where only part of parameter strategies has been considered. For

instance, the prediction error decreases continuously when d increases

in [71], but we found that there is turning point when d is big enough.

When using data strategies, it is better to separate increasing traffic

from decreasing one. Too detailed separation (e.g. 10 segments instead

of 4) is usually not good, because each segment has less training data.

However, even the number of segments is good, the separation should

also be optimised, otherwise different types of instances are in the same

segment, TA4 is a negative example here.

In one sentence, we suggest considering all parameter strategies si-

multaneously as ensemble strategies especially by including v together

with k and d in flow-aware strategies.
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During the data pre-processing stage, we found the real world data

are hard to use directly. Cleaning transportation data requires correct

data imputation. We plan to investigate this problem in our future

work.
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Intelligent transportation systems (ITS) are becom-
ing more and more effective. Robust and accurate 
short-term traffic prediction plays a key role in 
modern ITS and demands continuous improvement. 
Benefiting from better data collection and storage 
strategies, a huge amount of traffic data is archived 
which can be used for this purpose especially by 
using machine learning.

For the data preprocessing stage, despite the 
amount of data available, missing data records and 
their messy labels are two problems that prevent 
many prediction algorithms in ITS from working 
effectively and smoothly. For the prediction stage, 
though there are many prediction algorithms, high-
er accuracy and more automated procedures are 
needed.

Considering both preprocessing and prediction 
studies, one widely used algorithm is k-nearest 
neighbours (kNN) which has shown high accura-
cy and efficiency. However, the general kNN is de-
signed for matrix instead of time series which lacks 
the use of time series characteristics. Choosing the 
right parameter values for kNN is problematic due 
to dynamic traffic characteristics. This thesis analy-
ses kNN based algorithms and improves the predic-
tion accuracy with better parameter handling using 
time series characteristics.

Specifically, for the data preprocessing stage, this 
work introduces gap-sensitive windowed kNN 

(GSW-kNN) imputation. Besides, a Mahalanobis 
distance-based algorithm is improved to support 
correcting and complementing label information. 
Later, several automated and dynamic procedures 
are proposed and different strategies for making 
use of data and parameters are also compared.

Two real-world datasets are used to conduct ex-
periments in different papers. The results show that 
GSW-kNN imputation is 34% on average more ac-
curate than benchmarking methods, and it is still 
robust even if the missing ratio increases to 90%. 
The Mahalanobis distance-based models efficiently 
correct and complement label information which 
is then used to fairly compare performance of al-
gorithms. The proposed dynamic procedure (DP) 
performs better than manually adjusted kNN and 
other benchmarking methods in terms of accura-
cy on average. What is better, weighted parameter 
tuples (WPT) gives more accurate results than any 
human tuned parameters which cannot be achieved 
manually in practice. The experiments indicate that 
the relations among parameters are compound and 
the flow-aware strategy performs better than the 
time-aware one. Thus, it is suggested to consider all 
parameter strategies simultaneously as ensemble 
strategies especially by including window in flow-
aware strategies.

In summary, this thesis improves the accuracy and 
automation level of short-term traffic prediction 
with proposed high-speed algorithms.
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