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ABSTRACT Object detection in aerial images, particularly of vehicles, is highly important in remote
sensing applications including traffic management, urban planning, parking space utilization, surveillance,
and search and rescue. In this paper, we investigate the ability of three-dimensional (3D) feature maps to
improve the performance of deep neural network (DNN) for vehicle detection. First, we propose a DNN
based on YOLOv3 with various base networks, including DarkNet-53, SqueezeNet, MobileNet-v2, and
DenseNet-201. We assessed the base networks and their performance in combination with YOLOv3 on
efficiency, processing time, and the memory that each architecture required. In the second part, 3D depth
maps were generated using pairs of aerial images and their parallax displacement. Next, a fully connected
neural network (fcNN) was trained on 3D feature maps of trucks, semi-trailers and trailers. A cascade of
these networks was then proposed to detect vehicles in aerial images. Upon the DNN detecting a region,
coordinates and confidence levels were used to extract the corresponding 3D features. The fcNN used 3D
features as the input to improve the DNN performance. The data set used in this work was acquired from
numerous flights of an unmanned aerial vehicle (UAV) across two industrial harbors over two years. The
experimental results show that 3D features improved the precision of DNNs from 88.23 % to 96.43 % and
from 97.10 % to 100 % when using DNN confidence thresholds of 0.01 and 0.05, respectively. Accordingly,
the proposed system was able to successfully remove 72.22 % to 100 % of false positives from the DNN
outputs. These results indicate the importance of 3D features utilization to improve object detection in aerial
images for future research.

INDEX TERMS Convolutional neural networks, 3D depth maps, object detection, aerial images.

I. INTRODUCTION

VEHICLE detection in aerial images is a key factor
in understanding complex transportation systems [1].

Traffic management, urban planning, parking space utiliza-
tion, surveillance, and search and rescue are among a wide
variety of applications that require vehicle detection [2]–[6].

Development and availability of unmanned aerial vehicle
(UAV) platforms have made aerial imaging relatively inex-
pensive, convenient, and suitable for real-time performance
applications [7], [8]. In addition, high-resolution UAV im-
ages captured from low altitudes can cover a large area with
little cloud interference [1]. Therefore, UAV photography is a
useful supplement to satellites and aircraft for remote sensing

applications [9].

However, detecting vehicles in aerial images both accu-
rately and quickly is challenging. As aerial images are taken
from altitude with a top-down view, vehicles appear relatively
small, and a single image may contain many vehicles [10].
Moreover, other objects, shadows, and various patterns, such
as road markings, can appear similar to vehicles [3]. Fur-
thermore, in comparison to video analysis from a stationary
camera, as UAV moves, the background varies, which hinders
accurate detection [1].

Traditionally, motion-based methods (e.g., optical flow)
have been used for background subtraction, from which
vehicles on a highway might be detected and counted [11]–
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[13]. However, as these methods require the vehicles to be
in motion, applications are limited, and implementing these
methods on moving frameworks, such as UAVs, can be
challenging [1].

The majority of previous research has focused on extract-
ing hand-crafted features, such as the scale-invariant feature
transform (SIFT), speeded-up robust features (SURF), the
histogram of oriented gradients (HOG), and Haar-like fea-
tures, which are then followed by a variety of classifiers, such
as support vector machines or Adaptive Boosting (AdaBoost)
to detect vehicles [1], [14]–[19]. These methods are based on
sliding window and multi-scale searches, which are compu-
tationally expensive (the former especially so) [20].

In recent studies, deep learning-based methods outper-
formed previous approaches, particularly for computer vision
and scene understanding tasks [20]–[22]. By using convolu-
tional neural networks (CNNs), deep learning-based meth-
ods provided superior feature representation than the hand-
crafted features and shorter processing times than the sliding
window-based methods [3]. CNN-based object detectors are
mainly divided into two-step and one-step detectors. Two-
step detectors, such as R-CNNs [23], Fast R-CNN [24],
Faster R-CNN [25] and Mask R-CNN [26], use region pro-
posals to complete object location regression and classifica-
tion processes in two steps. In contrast, one-step detectors,
such as YOLOv3 [27] and the single shot multibox detector
(SSD) [28], predict object locations and classes simultane-
ously in a single network. Hence, one-step detectors provide
faster detection than two-step detectors [9].

However, CNN-based methods for vehicle detection in
aerial images are limited. Specifically, they perform less
satisfactorily in the localization of small objects in a large
scene [21]. In addition, training these networks generally
demands a high computational cost, and the lack of well-
annotated training data adds to the challenge [10], [22].

In this study, we aim to introduce a robust vehicle detection
model that requires limited training data and computational
power. Employing a modified YOLOv3 as the detector net-
work, we combined various state-of-the-art pre-trained clas-
sification networks to compare performance. Additionally,
deep neural network (DNN) performance was improved with
a consecutive fully connected neural network (fcNN) that
used 3D depth features; depth maps were generated using
a pair of aerial images at each instance [29]. Aerial images
were obtained using a UAV over two harbor areas on different
days. The collected data were then annotated and used for
training and evaluation of the proposed method. The main
contributions of this paper are as follows.

1) A modified YOLOv3 detector network was employed
using hierarchical features at two different layers to
utilize spatial information to detect numerous vehicles
on the ground.

2) Several pre-trained feature extractor networks were
implemented to evaluate their performance according
to their number of layers, size, and processing time.

3) 3D depth maps were utilized by an fcNN to increase
the precision of the DNN output. The experimental
results indicate that three-dimensional features effi-
ciently improved performance.

The manuscript is organized as follows. Following Section
I, in Section II the related works are reviewed. Afterward,
in Section III the methodology is described. Then, the ex-
perimental results and discussion are provided in Section IV.
Finally, Section V discusses the key findings of this work.

II. RELATED WORKS
A broad range of methods have been proposed in the litera-
ture for vehicle detection in aerial images. In this section, we
briefly introduce some of the CNN-based methods.

As mentioned earlier, CNNs are first employed for feature
extraction. Various detector networks, such as Fast R-CNN,
Faster R-CNN, and SSD, are then used to detect vehicles
in the scene. Tang et al. [30] introduced a method based
on Faster R-CNN that uses a hyper region proposal network
with a combination of hierarchical features to improve small
vehicle detection. Similarly, the accurate-vehicle-proposal-
network [21] uses the same concept of hierarchical feature
maps integration. In [7], a cascade of two independent CNNs
was employed to utilize shallow and deep feature maps.
Moreover, [1] presents a one-step detector SSD method
that implements a ResNet network [31] for feature extrac-
tion. Furthermore, [9] reports a feature fusion and scaling-
based SSD method in which a deconvolution module and
an average pooling layer successively improved feature map
resolution. Inspired by these methods, we used a one-step
detector YOLOv3 that integrates hierarchical features from
two layers based on the prior knowledge of the dimensions
of heavy vehicles in the scene.

Meanwhile, other methods have utilized segmentation to
prevent false positives and improve performance. In [32],
image segmentation was conducted to detect homogeneous
regions. Next, a CNN was used to extract features from these
regions and then a linear support vector machine was used
for classification. In a similar approach, [33] utilized a fully
convolutional network for segmentation and vehicle detec-
tion, followed by a CNN for vehicle classification. Finally,
in [10], superpixel segmentation was implemented to obtain
spatially encoded features that were then combined with deep
hierarchical features to improve detection performance. In
the proposed method, we considered a similar strategy of
false positives reduction, however, we utilized 3D features
instead of segmentation.

Tayara et al. [3] proposed a regression model that used a
fully convolutional regression network to construct a density
map; applying an empirical threshold to the output returned
the count and location of the detected vehicles. In [34], a
unified residual fully convolutional network was presented
for vehicle detection. By combining feature representations
from various residual blocks, the network was able to predict
the semantic segmentation masks and semantic boundaries
of the vehicle regions simultaneously. However, these meth-
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FIGURE 1. Overview of the proposed system based on a DNN trained on aerial images and an fcNN trained on depth maps for vehicle detection.

ods required high-resolution aerial images and were time-
consuming during inference.

[22] investigated the effect of training data on vehicle de-
tection. By applying hard example mining to stochastic gra-
dient descent (SGD), examples with the largest losses were
utilized as the training data. In addition, [35] suggested using
scale-adaptive anchor boxes to match the size distribution of
the training data. Furthermore, they proposed a circular flow
inspired by the attention mechanism for feature extraction.
Similarly, the anchor boxes in our proposed network were set
by clustering the bounding boxes of the annotated training
data.

Vehicle orientation information is also particularly im-
portant for vehicle detection in dense scenes and in other
applications, such as tracking, that might require the vehicle’s
trajectory. Li et al. [20] proposed a trainable network called
a rotatable residual network (R3-Net) to generate rotatable
bounding boxes using a rotatable region proposal network;
a rotatable detection network was then used for classification
and regression of the regions of interest. However, annotating
the training data with orientation information is computation-
ally more expensive.

According to the related works, one-step detectors can be
considered to provide a fast performance [1], [9]. Further-
more, the size of the targets should be taken into account
in the integration of hierarchical features process in order
to preserve spatial information [21], [30]. The anchor boxes
also need to be selected based on the knowledge of the size
distribution of the targets [22]. In the method presented in
this paper, these concepts were considered and implemented.
However, the main idea in this work that was not investigated
in the previous approaches, is to utilize information comple-
mentary to the image features such as 3D features. To do so,
we propose a trainable structure comprising a DNN to detect
and localize vehicles in aerial images and an fcNN based on
three-dimensional depth maps to refine performance.

III. METHODOLOGY

In this section, the methodology of the proposed system
based on deep learning and 3D depth maps is described (see
Figure 1). This system is intended to detect heavy vehicles
such as trucks and semi-trailers in aerial images, mostly
in harbor areas. This application was considered to better
understand the transportation parameters in the local indus-
trial harbors for future planning. However, this approach can
be implemented for other object detection applications by
utilizing 3D features as complementary to images.

First, for the feature extractor network we modified and
implemented several CNN architectures as the base network,
including DarkNet-53 [27], SqueezeNet [36], MobileNet-v2
[37] and DenseNet-201 [38]. From these networks, hierar-
chical feature maps from various layers were integrated to
preserve spatial information and improve detection perfor-
mance. Efficiency, processing time, and memory required
were the factors by which these feature extractor networks
were evaluated. DarkNet-53, MobileNet-v2, and SqueezeNet
are among the more recent CNNs; with relatively few param-
eters, they require less processing time and memory. On the
other hand, DenseNet-201 has better feature propagation, but
at the cost of more parameters and a larger size. The acquired
feature maps were then applied to a YOLOv3 detector net-
work to provide predictions across different scales. YOLOv3
was selected as the detector network due to its high speed
and the flexibility that can be associated with this network
for accurate detection [9].

Simultaneously, a depth map unit was employed to pro-
duce 3D features of the area using pairs of aerial images [29].
Conventional DNN analysis of aerial images does not utilize
height information from 3D features and objects; however,
these features can contain distinctive information, particu-
larly for object detection in aerial images. Subsequently, the
3D feature maps of the DNN-detected regions were analyzed
by an fcNN to improve the precision of the final detection.
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TABLE 1. Feature extractor networks architectures utilized in this work for feature representation of aerial images.

DarkNet-53

Layers conv conv
conv
conv
res

conv
conv
conv
res

conv
conv
conv
res

conv
conv
conv
res

conv
conv
conv
res

classification
layer

Output
size 256×256 128×128 128×128 64×64 64×64 32×32 32×32 16×16 16×16 8×8 8×8 1×1

Filters 3×3, 32,
st 1

3×3, 64,
st 2

[
1×1
3×3

]
×1

3×3, 128,
st 2

[
1×1
3×3

]
×2

3×3,
256, st 2

[
1×1
3×3

]
×8

3×3,
512, st 2

[
1×1
3×3

]
×8

3×3,
1024, st 2

[
1×1
3×3

]
×4

avg pool,
1000d fc,
softmax

SqueezeNet

Layers conv1 maxpool1 fire2
fire3 maxpool3 fire4

fire5 maxpool5 fire6
fire7

fire8
fire9 conv10 classification

layer
Output

size 113×113 56×56 56×56 28×28 28×28 14×14 14×14 14×14 14×14 1×1

Filters 3×3, 64,
st 2

3×3, 64,
st 2

1×1
1×1
3×3

×2
3×3, 64,

st 2

1×1
1×1
3×3

×2
3×3, 256,

st 2

1×1
1×1
3×3

×2

1×1
1×1
3×3

×2
1×1, 1000,

st 1
avg pool,
softmax

MobileNet-v2

Layers conv2d bottleneck1 bottleneck2 bottleneck3 bottleneck4 bottleneck5 conv2d classification
layer

Output
size 112×112 112×112 56×56 28×28 14×14 7×7 7×7 1×1

Filters 3×3, 32,
st 2

[
3×3
1×1

]
×1

1×1
3×3
1×1

×1

1×1
3×3
1×1

×2

1×1
3×3
1×1

×7

1×1
3×3
1×1

×6
7×7, 1280,

st 1

avg pool,
1000d fc,
softmax

DenseNet-201

Layers conv maxpool dense1 transition1 dense2 transition2 dense3 transition3 dense4 classification
layer

Output
size 112×112 56×56 56×56

56×56
28×28

28×28
28×28
14×14

14×14
14×14
7×7

7×7 1×1

Filters 7×7, 64,
st 2

3×3, 64,
st 2

[
1×1
3×3

]
×6

1×1, 128, st 1
2×2 avg pool,

128, st 2

[
1×1
3×3

]
×12

1×1, 256, st 1
2×2 avg pool,

256, st 2

[
1×1
3×3

]
×48

1×1, 896, st 1
2×2 avg pool,

896, st 2

[
1×1
3×3

]
×32

avg pool,
1000d fc,
softmax

A. FEATURE EXTRACTOR NETWORKS

The base networks for feature extraction were all pre-trained
on more than a million images from ImageNet [39], as
this accelerates training and provides powerful feature rep-
resentation for the detector network. Although YOLOv3
was originally proposed based on DarkNet-53 [27], in this
study we modified a variety of networks to extract features
that we then applied to YOLOv3. This was done to take
advantage of the distinct characteristics of each base network,
such as memory, number of operations, accuracy, and speed,
and select the specific characteristics best suited for this
application. Feature maps were integrated from two layers
according to truck size in the scene, as the target object in
the scene, and the remaining layers were removed. Later
layers in the extractor network represent more complicated
features while losing spatial information [40]. Therefore, the
prior knowledge of the target’s size in the image is important
to extract meaningful features as well as preserving spatial
information. The final layers in the extractor network were
originally employed for classification tasks, that in this work,
they were not utilized and hence they were removed.

As mentioned earlier, DarkNet-53 was originally intro-
duced as the base network of YOLOv3. In this study, we
applied this network as one of the feature extractor networks.
DarkNet-53 is a combination of DarkNet-19 and the residual
network connections, which is significantly larger than its

predecessor (see Table 1). The input size of the network is
256 × 256; the layers for feature extraction were “res,” with
an output size of 32×32×256 and “res,” with an output size
of 16 × 16 × 512. The reduced network contains 149 layers
and 167 connections.

Another network studied in this work was SqueezeNet
[36], which can achieve AlexNet [41] accuracy with far
fewer parameters. A smaller number of parameters can be
crucial for hardware deployment and real-time performance.
SqueezeNet configuration is presented in Table 1. The mini-
mum required network input size is 227 × 227; the selected
feature layers of the SqueezeNet network were “fire5,” with
an output size of 28 × 28 × 256 and “fire9,” with an output
size of 14×14×512. The reduced network contains 62 layers
and 69 connections.

MobileNet-v2 [37] is another memory-efficient network.
This network is based on inverted residual structure in which
thin bottleneck layers are connected. At each module, a low-
dimensional compressed feature representation is first ex-
panded, then filtered by a lightweight depthwise convolution,
and finally projected back to a low-dimensional representa-
tion (see Table 1). The network input size is 224 × 224. The
hierarchical feature maps were extracted from the “bottle-
neck3” layer, with an output size of 28 × 28 × 192 and the
“bottleneck4” layer, with an output size of 14×14×576. The
reduced network contains 116 layers and 123 connections.
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Finally, DenseNet-201 [38] was the last feature extractor
network implemented in this study. Each layer in this network
is connected to the following layers. Hence, the input of each
layer contains the feature maps of all the preceding layers
(see Table 1). This improves feature propagation and reduces
the fading gradient problem in deep networks, which leads to
more efficient training [38]. The network input size is 224×
224. The feature maps were extracted from “dense2” layer,
with an output size of 28 × 28 × 512 and “dense3” layer,
with an output size of 14× 14× 1152. The reduced network
contains 475 layers and 540 connections.

B. DETECTOR NETWORK
For this study, we employed a detector network based on
a YOLOv3 model and trained it for vehicle detection [27].
First, anchor boxes were set as priors for the network on
which to perform predictions. Anchor boxes were selected
using k-means clustering based on the bounding boxes of
the annotated training data. The distance metric between
bounding boxes for clustering is,

d(box, centroid) = 1− IOU(box, centroid), (1)

where IOU is defined as the intersection over union between
each bounding box and a cluster centroid using their width
and height features [42]. Although higher numbers of clusters
could be expected to lead to higher recall, model complex-
ity (e.g. network size, required convolutions, training time)
would also be increased. Considering these factors, 6 was
selected as the number of clusters, which is three anchor
boxes per scale.

For each bounding box, the network predicts tx, ty as the
offsets from the center of each grid cell and tw, th as the
offsets from the width and height of the anchor box [27].
These predictions correspond to the position and size of the
bounding box relative to the entire image as,

bx = σ(tx) + cx (2)

by = σ(ty) + cy (3)

bw = pwe
tw (4)

bh = phe
th (5)

where cx and cy are grid cell offset from the top-left corner
of the image, σ() is a sigmoid function and pw and ph are
the relative width and height of the anchor box (the bounding
box prior). The ground truth offset values t̂x, t̂y , t̂w, and t̂h
can be computed using the above equations.

The loss function used for optimization comprises the
coordinate loss, objectness loss, and class predication loss
[27]. First, the coordinate loss during training is computed
as the sum of squared error as,

Lcoord =λcoord(
N2∑
i=0

B∑
j=0

kobj
ij [(tx − t̂x)

2 + (ty − t̂y)
2]

+
N2∑
i=0

B∑
j=0

kobj
ij [(tw − t̂w)

2 + (th − t̂h)
2]),

(6)

where N2 is the number of grid cells in the image, B is the
number of bounding boxes per cell, λcoord is the penalizing
weight for coordinate loss, and kobjij denotes if the jth bound-
ing box in the ith cell contains an object.

In addition, the network computes an objectness value for
each bounding box using logistic regression. In each cell, if
an anchor box overlaps an object more than a threshold and
more completely than other anchor boxes, then this value
should be 1. In this way, only one anchor box is assigned to
an object. The ground truth value for objectness is 1 if there
is an object in the cell, and 0 if not. Thus, objectness loss is
computed as,

Lobj =
N2∑
i=0

B∑
j=0

kobj
ij [− log(σ(to))]

+ λnoobj

N2∑
i=0

B∑
j=0

(1− kobj
ij )[− log(1− σ(to))],

(7)

where λnoobj is penalizing weight for false positives and σ(to)
is the predicted objectness.

Finally, the network predicts the class label of each bound-
ing box using independent logistic classifiers. Class loss is
obtained based on binary cross-entropy loss,

Lclass =
N2∑
i=0

B∑
j=0

kobj
ij

C∑
c=1

[BCE(ŷc, σ(sc))], (8)

Where BCE represents binary cross-entropy, ŷc is the ground
truth label, σ(sc) is the prediction class, and C is the total
number of classes. Thus, the total loss is computed as the
summation of the above three losses,

L = Lcoord + Lobj + Lclass. (9)

The original YOLOv3 network takes feature maps from
three layers to incorporate finer-grained information from the
earlier features and more meaningful semantic information
from the later ones [27]. However, in this work, feature
maps were integrated from two layers to take advantage of
fine-grained as well as meaningful features without the final
layer. It is due to the relatively small size of the vehicles in
the aerial image that requires more preservation of spatial
information. Furthermore, the original YOLOv3 architecture
employs nine anchor boxes and performs prediction on 80
classes, while the proposed network was based on six anchor
boxes (three per scale) with one class prediction. The remain-
ing parameters such as the overlap threshold and penalizing
weights were kept the same as proposed in the original
network.

In this work, the detector network employs He initial-
ization [43] method to initialize its weights. Then, the pre-
trained extractor network along with the initialized detector
network were trained using the proposed training data. Here,
an SGD optimizer was used to update network weights.
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FIGURE 2. Estimation of a 3D depth map of a scene using a pair of aerial
images (I(t), I(t + ∆t)) where H(t) and D(t) are the transformation matrix
and the parallax displacement, respectively [29].

C. 3D DEPTH MAP ESTIMATION
In this work, 3D depth maps were utilized to improve deep
network vehicle detection. As 3D features may contain cru-
cial information to distinguish vehicles from other objects in
the scene, height features from the depth maps were fused
with image features represented by the DNN for improved
performance.

In addition, the depth map in aerial images is particularly
important in transportation applications, as all the objects
have a height above the reference surface (such as the road).
Hence, in aerial images with a top-down view, the distance of
objects from the camera can be correlated with their classes,
which does not necessarily apply in natural scenes imagery.

To add 3D information to the detection process, the 3D
depth map was first generated using a pair of aerial images.
Upon registration of the aerial images with slightly different
viewpoints based on a reference surface, the parallax dis-
placement of a pixel indicates the height of that point in the
real-world coordinate system [29] (see Figure 2).

In this process, orthogonal pairs of aerial images were
obtained by a moving UAV where the baseline between
two views was parallel to the direction of the movement.
The sampling interval, T (s) was computed based on the
constant speed of the UAV, vUAV (m/s), the flight altitude,
hUAV (m), the ground sampling distance, GSD (m/px), and
the minimum detection height, hmin (m). Consequently, after
alignment of the aerial images with respect to the ground as
the reference surface, the corresponding height of each pixel
was calculated as,

h =
GSD · hUAV · d

GSD · d+ T · vUAV
(10)

where d (px) is the parallax displacement of that pixel [29].

D. FULLY CONNECTED NEURAL NETWORK
After generating the 3D depth maps, an fcNN was trained
based on the 3D features of heavy vehicles such as trucks and
semi-trailers. The proposed system initially detects targets

in the aerial images using the trained DNN while a 3D
feature map of the scene is generated using a pair of aerial
images. Next, the coordinates of the detected bounding boxes
obtained by the DNN are used to extract the 3D features
of the candidates from the scene. These 3D features which
correspond to detection results in DNN, are then fed to the
trained fcNN to detect heavy vehicles.

The fcNN was initially trained using 3D feature represen-
tations of positive and negative samples. The architecture
of the fcNN was designed to have one hidden layer with
20 units. The number of input features was set to 50 and
hence, all samples were first downsampled. In addition, the
proposed fcNN employed sigmoid as activation function for
the outputs of hidden units and mean squared error as the
loss function. Finally, the network was optimized by using
the Levenberg-Marquardt algorithm [44].

E. DECISION CRITERIA
The final decision criteria were based on the confidence
levels of targets detected by the DNN using aerial images
and the successive fcNN using 3D features. The DNN was
initially applied to detect the targets in the aerial image and
then, the fcNN was implemented to evaluate detection results
from the DNN. If the DNN confidence level is between 0.05
and 0.5 (or between 0.01 and 0.5), then the confidence level
of the fcNN output based on 3D features of that region is
considered to evaluate the target. Otherwise, if the DNN con-
fidence level of the region is greater than 0.5, it is considered
as the target (without the fcNN intervention). In this way,
majority of false positives from the deep learning detection
results can be identified; therefore, precision is improved by
utilizing the corresponding 3D features.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. DATA SETS AND EVALUATION PARAMETERS
The data sets for training and testing of the proposed system
were obtained using a UAV over two industrial harbors from
17 flights in over 14 days with various lighting conditions
[45]. The aerial images were orthogonal and covered the
parking space of the harbors where passenger vehicles and
trucks waited to embark onto ships. These sites are often
densely occupied with parked trailers, and counting and
tracking their numbers is important. The images comprised
3840 × 2160 pixels and were annotated according to trucks
and trailers to construct the ground truth. Data sets from 14
flights were used to develop the DNN to detect the target
regions; data from three flights were used to build the fcNN
based on the 3D depth maps. Finally, the proposed system
was tested on previously unseen aerial images that had been
obtained from three other flights over three days.

The criteria used to evaluate the performance of the pro-
posed vehicle detection system were recall rate R, precision
rate P , and F1-score F1,

R=
Ntp

Ntp +Nfn
, P =

Ntp

Ntp +Nfp
, F1=2· R · P

R+ P
(11)
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FIGURE 3. Total loss of DNNs during training in the first 500 out of 3000
iterations with various base networks using aerial images.

where Ntp, Nfn, and Nfp are the number of true positives,
false negatives, and false positives, respectively.

B. TRAINING DEEP NEURAL NETWORKS
As described earlier, the DNN consists of a feature ex-
tractor network followed by a detector network, YOLOv3.
Four networks (DarkNet-53, SqueezeNet, MobileNet-v2, and
DenseNet-201) were utilized as the base network for feature
representation. A total of 3023 aerial images were used,
including 1813 images for training and 1210 images for
testing the deep networks. The images were downsampled
from 3840 × 2160 pixels to the dimensions required by
the respective networks. The SGD method was adopted to
optimize the networks. The learning rate was initially set to
0.001. This was reached exponentially after 1000 iterations,
and then the rate was dropped in two steps, after 2200 and
2800 iterations, to 0.0001 and 0.00001, respectively. Each
network was trained over 3000 iterations with a mini-batch
size of 8, and the L2 regularization factor was set to 0.0005.

The objective of training is to minimize the total loss,
which consists of coordinate loss, objectness loss, and class
loss. The total loss during training of the networks with
various feature extractors are presented in Figure 3. To better
demonstrate the differences, only the loss in the first 500
iterations is illustrated in the graph. Network performance
was evaluated by running trained detectors on each image
in the test set, from which the precision-recall curves were
obtained (see Figure 4).

The results show that the DNN containing DarkNet-53
achieved the highest average precision (AP); it was therefore
selected as the extractor network for the proposed system.
However, other networks also performed well, particularly
taking into consideration the limited training time and mem-
ory available (see Table 2).

C. 3D DEPTH MAP GENERATION
As explained earlier, the 3D depth maps of scenes are gen-
erated using a pair of orthogonal aerial images. After regis-
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FIGURE 4. The precision-recall curves of DNNs with different feature
extractors on the test set of aerial images.

TABLE 2. The results of training and testing DNNs with various base
networks for detection of heavy vehicles in aerial images.

Networks Mean Training Memory Average
IoU time (sec) size (MB) precision

DarkNet-53 + YOLOv3 0.81 4785 69 93.4 %
SqueezeNet-53 + YOLOv3 0.72 2817 9 86.1 %
MobileNet-v2 + YOLOv3 0.72 4763 18 89.5 %
DenseNet-201 + YOLOv3 0.75 8710 179 88.5 %

tration, the parallax displacement of each pixel demonstrates
the height of that point in the real-world coordinate system.
In this work, the aerial images were obtained using a UAV
traveling with a speed of vUAV = 5.07 m/s and height of
hUAV = 100 m. In addition, the minimum detection height,
the camera’s ground sampling distance and the sampling
interval to obtain a pair of aerial images were set at hmin =
0.33 m, GSD = 0.039 m/px and T = 2.3 s, respectively.
Accordingly, the height of each pixel was calculated based on
the computed parallax displacement and the aforementioned
parameters [29] (see Figure 5).

D. TRAINING A FULLY CONNECTED NEURAL
NETWORK
A fully connected network was trained using the computed
3D depth maps to improve the performance of deep networks.
The data set used to train and test the neural network was
acquired from nine depth maps containing 187 positive and
negative samples (see Figure 6). As described earlier, the
neural network had one hidden layer comprising 20 units, and
the input data were downsampled to 50 features per sample.
To optimize the network, the weights and bias values were
updated according to the Levenberg-Marquardt algorithm
[44] (see Figure 7).

E. PERFORMANCE EVALUATION
Finally, the proposed system, including the trained DNN
based on DarkNet-53 and YOLOv3 and the trained fcNN
based on 3D features, was evaluated. To do so, aerial images
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FIGURE 5. The 3D depth map of a scene based on parallax displacement: (a) a pair of aerial images and (b) the computed 3D depth map.
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FIGURE 6. Examples of the 3D features used for training the fcNN and their corresponding regions in the aerial image: (a) and (b) represent positive samples such
as trucks and trailers; (c) and (d) represent negative samples.
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FIGURE 7. Performance plot of the fcNN as based on the 3D depth features.
The best validation performance was achieved on the sixth iteration.

were acquired from videos of three UAV flights over three
days. These images were previously unseen and had not been
employed in any earlier steps. Subsequently, nine orthogonal
aerial images were used as input for the DNN. A total of 146
targets, consisting of trucks, semi-trailers, and trailers, were
presented in these aerial images. In addition, for each scene,
a 3D depth map was generated using parallax displacement
from a pair of aerial images.

The default confidence threshold for the DNN was 0.5;
detected bounding boxes with higher confidence levels were
considered as targets. Consequently, decreasing the confi-
dence threshold would cause the deep network to detect more
targets and more false positives. In other words, while the
recall rate could be improved by lowering the threshold,
detection precision would be hindered. To correctly identify
targets within the bounding boxes detected by the DNN with
confidence scores below 0.5, 3D feature maps of those areas
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FIGURE 8. Examples of the detection performance of the proposed system. Yellow bounding boxes are the final results, red bounding boxes indicate false positives
that were removed by the fcNN using 3D features, and blue bounding boxes reflect missed targets.

TABLE 3. Performance evaluation of the proposed system with various DNN confidence thresholds (CT) and utilizing 3D feature maps.

Evaluation DNN CT = 0.01 DNN CT = 0.05
parameters DNN DNN+fcNN DNN DNN+fcNN

True positive (Ntp) 135 135 134 134
False negative (Nfn) 11 11 12 12
False positive (Nfp) 18 5 4 0

Recall (R) 92.46 % 92.46 % 91.78 % 91.78 %
Precision (P) 88.23 % 96.43 % 97.10 % 100 %

F1-score 90.30 % 94.40 % 94.36 % 95.72 %

were extracted and fed to the trained fcNN. Performance
of the proposed system with and without utilizing the 3D
features is presented in Table 3.

According to the results, the combination of the DNN
trained on aerial images and the fcNN trained on 3D feature
maps had the best performance in terms of F1-score. The
precision of the DNN with the confidence threshold of 0.05
was improved by 2.9 % by utilizing the 3D feature maps;
increasing the F1-score to 95.72 %. Similarly, the precision
and F1-score of the DNN with a 0.01 confidence threshold
were improved by 8.2 % and 4.1 %, respectively. These
results demonstrate that introducing 3D features to refine
the detection results obtained from the DNNs can noticeably
improve detection precision. Therefore, fusing images and
3D features is crucial to achieve more reliable detection
results (see Figure 8).

V. CONCLUSION
In this paper, a novel approach to vehicle detection in aerial
images based on deep neural networks and 3D feature maps

is presented. A modified YOLOv3 detector network with
various base networks, including DarkNet-53, SqueezeNet,
MobileNet-v2 and DenseNet-201, were employed to detect
trucks, semi-trailers, and trailers. The properties and char-
acteristics of these network architectures were studied. This
study was experimentally conducted in real-world conditions
and in the practical application of parking spaces of industrial
harbors where passenger vehicles and trucks lined up to
embark onto ships. The results show that although DarkNet-
53 achieved the highest average precision of 93.4 %, other
networks also performed satisfactorily, particularly when
considering the constraints of processing time and memory.
Next, the role of 3D features was studied to improve DNN
performance. An fcNN was trained using 3D features and
placed in cascade with the DNN. The experimental results
demonstrate that utilizing 3D depth maps improved the pre-
cision of the DNN substantially, obtaining an F1-score of
95.72 %. It can be concluded that 3D features improve the
performance of vision-based deep neural networks. Future
research should develop a unified deep neural network that
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includes 3D features as part of the input signal.
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