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The development of a general theory of strong-
ly group graded rings was initiated by Dade, 
Năstăsescu and Van Oystaeyen in the 1980s, and 
since then numerous structural results have been 
established.

In this thesis we develop a general theory of so-
called (nearly) epsilon-strongly group graded rings 
which were recently introduced by Nystedt, Öin-
ert and Pinedo and which generalize strongly group 
graded rings. Moreover, we obtain applications to 
Leavitt path algebras, unital partial crossed prod-
ucts and algebraic Cuntz-Pimsner rings. 

This thesis is based on five scientific papers (A, B, 
C, D, E). 

Papers A and B are concerned with structur-
al properties of epsilon-strongly graded rings. In 
Paper A, we consider an important construction 
called the induced quotient group grading. In Paper 
B, using results from Paper A, we obtain a Hilbert 
Basis Theorem for epsilon-strongly graded rings. 

In Paper C, we study the graded structure of alge-
braic Cuntz-Pimsner rings. In particular, we obtain 
a partial characterization of unital strongly graded, 
epsilon-strongly graded and nearly epsilon-strong-
ly graded algebraic Cuntz-Pimsner rings up to 
graded isomorphism.

In Paper D, we give a complete characterization of 
group graded rings that are graded von Neumann 
regular.

Finally, in Paper E, written in collaboration with 
Lundström, Öinert and Wagner, we consider 
prime nearly epsilon-strongly graded rings. Gen-
eralizing Passman’s work from the 1980s, we give 
necessary and sufficient conditions for a nearly ep-
silon-strongly graded ring to be prime. 
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Abstract. The development of a general theory of strongly group
graded rings was initiated by Dade, Năstăsescu and van Oystaeyen
in the 1980s, and since then numerous structural results have been
established. In this thesis we develop a general theory of so-called
(nearly) epsilon-strongly group graded rings which were recently
introduced by Nystedt, Öinert and Pinedo and which generalize
strongly group graded rings. Moreover, we obtain applications to
Leavitt path algebras, partial crossed products and algebraic Cuntz-
Pimsner rings.

This thesis is based on five scientific papers (A, B, C, D, E).
Papers A and B are concerned with structural properties of

epsilon-strongly graded rings. In Paper A, we consider an important
construction called the induced quotient group grading. In Paper
B, using results from Paper A, we obtain a Hilbert Basis Theorem
for epsilon-strongly graded rings. In Paper C, we study the graded
structure of algebraic Cuntz-Pimsner rings. In particular, we obtain
a partial characterization of unital strongly graded, epsilon-strongly
graded and nearly epsilon-strongly graded algebraic Cuntz-Pimsner
rings up to graded isomorphism.

In Paper D, we give a complete characterization of group graded
rings that are graded von Neumann regular.

Finally, in Paper E, written in collaboration with Lundström,
Öinert andWagner, we consider prime nearly epsilon-strongly graded
rings. Generalizing Passman’s work from the 1980s, we give neces-
sary and sufficient conditions for a nearly epsilon-strongly graded
ring to be prime.
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CHAPTER 1

Introduction

The theory of C∗-algebras was originally developed to formalize quantum mechan-
ics but later emerged as a central tool in many diverse branches of mathematics, for
instance: combinatorics, geometry, group theory, logic and stochastics. The prototype
example of a C∗-algebra is the algebra of bounded linear operators on a complex Hilbert
space. However, there are also C∗-algebras which are defined in terms of a discrete, com-
binatorial structure such as a graph. An important ongoing trend is to define and study
algebraic analogues of C∗-algebras. By studying these algebraic analogues, the hope
is that one may learn about the core structure of the model C∗-algebras. This basic
approach can be traced all the way back to the works of von Neumann and Kaplansky
and their students Berberian and Rickart (see [7, 31]).

The Leavitt algebras were introduced and studied by Leavitt in a series of papers
[34, 35, 36] on ring theory. More than a decade later, Cuntz [19] constructed his famous
Cuntz C∗-algebras giving an explicit construction of an important class of C∗-algebras.
It was realized later (see e.g. [1, p. 6]) that these two constructions are related. Shortly
after Cuntz’ important paper, Cuntz and Krieger [20] constructed the Cuntz-Krieger
C∗-algebras. Moreover, to a row-finite graph E, Kumjian, Pask and Raeburn [33]
associated a Cuntz-Krieger algebra C∗(E). This construction is known as the graph
C∗-algebra associated to E. The Leavitt path algebra LK(E) over a field K associated
to a directed graph E, which was introduced by Ara, Moreno and Pardo in [8] and by
Abrams and Aranda Pino in [3], is the algebraic analogue of C∗(E). Later, algebraic
Cuntz-Pimsner rings (see [11]) and Steinberg algebras (see [15, 52]) were introduced as
analogues of Cuntz-Pimsner C∗-algebras (see [32, 47]) and groupoid C∗-algebras (see
[48]), respectively.

Another significant development in the study of C∗-algebras was the introduction
of the notion of a partial action by Exel in [27]. It was realized that important classes of
C∗-algebras could naturally be realized as crossed products by partial actions. Algebraic
analogues of these notions were developed during the last two decades (see [9, 24, 25]).
Among the class of algebraic partial crossed products originally considered, the unital
partial crossed products (see e.g. [42, p. 2]) were shown to be especially well-behaved.

For more historical details regarding graph algebras, we refer the reader to a survey
article by Abrams [1]. The following is an important conjecture regarding the relation-
ship between Leavitt path algebras and graph C∗-algebras:

Conjecture 1.0.1 (Abrams-Tomforde Isomorphism Conjecture [4]). Let E and F be
directed graphs. If LC(E) ∼= LC(F ) as rings, then C∗(E) ∼= C∗(F ) as C∗-algebras.

3



4 1. INTRODUCTION

The general belief is that Conjecture 1.0.1 should hold. However, a complete proof
of Conjecture 1.0.1 remains elusive. Important special cases of Conjecture 1.0.1 have,
however, been proved (see e.g. [26, Thm. 14.7]). Emphasizing this connection, we note
that for many of the results in the literature there is a graph C∗-algebra version and
a corresponding algebraic Leavitt path algebra version. It is conjectured (see e.g. [54,
p. 17]) that there might be a ‘Rosetta stone’ that allows us to translate between the
analytic and algebraic sides (cf. Figure 1) but the exact nature of this relation remains
unknown. In this thesis, we continue to develop a unified approach to the algebraic
analogues (right hand side of Figure 1) which was introduced by Nystedt, Öinert and
Pinedo (see [41, 42]). Our aim is to improve the general theory of graded rings to
include the algebraic analogues.

C∗-algebra Algebra
Cuntz C∗-algebra ([19]) Leavitt algebra ([35])
Graph C∗-algebra ([33]) Leavitt path algebra ([3, 8])

Cuntz-Pimsner C∗-algebra ([32, 47]) Algebraic Cuntz-Pimsner ring ([11, 12])
Groupoid C∗-algebra ([48]) Steinberg algebra ([15, 52])

Crossed products by partial actions ([27]) Unital partial crossed products ([9, 24, 25])

Figure 1. C∗-algebras with their corresponding ‘algebraizations’.

We will see (in Section 1.5.1) that the Leavitt path algebras are examples of so-
called group graded rings (see Definition 1.5.1). This type of ring comes equipped with
an additional graded structure described by a discrete group. This thesis revolves around
three special classes of group graded rings:

• strongly graded rings (see Definition 1.5.1),
• epsilon-strongly graded rings (see Definition 1.6.1), and,
• nearly epsilon-strongly graded rings (see Definition 1.7.1).

The class of epsilon-strongly graded rings was introduced by Nystedt, Öinert and Pinedo
in [42]. The generalization to nearly epsilon-strongly graded rings was introduced later
by Nystedt and Öinert in [41]. Regarding the graded structure of Leavitt path al-
gebras over a unital ring R, Nystedt, Öinert [41] and Hazrat [30] have obtained the
following characterizations (see Theorem 1.5.16, Theorem 1.6.14, Theorem 1.7.14 and
Proposition 1.7.19).

E finite with no sinks ⇒ E finite ⇒ E a graph
m m m

LR(E) unital strong ⇒ LR(E) ε-strong ⇒ LR(E) nearly ε-strong

Figure 2. The graded structure of Leavitt path algebras.

The class of strongly graded rings is well-understood and has many connections to
geometry and mathematical physics (see e.g. [21, 51] and the references therein). The
foundation for the general theory of strongly group graded rings was laid by Dade in
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his seminal paper [22]. Since then, many structural properties of strongly graded rings
have been established (see e.g. the monograph [39] by Năstăsescu and van Oystaeyen).
The results in Figure 2 together with Nystedt, Öinert and Pinedo’s result that unital
partial crossed products are epsilon-strongly graded (see [42]) motivate us to develop
a theory of (nearly) epsilon-strongly graded rings. We will also study the objects on
the right hand side of Figure 1 and see that the framework of (nearly) epsilon-strongly
graded rings help us understand their structure.

1.1. Outline

Here is a detailed outline of the rest of this thesis:

Chapter 1 of Part I is devoted to introducing the general area of graded ring the-
ory together with the particular problems studied in this thesis. We review the the-
ory and examples required to understand Nystedt, Öinert and Pinedo’s definition of
epsilon-strongly graded rings. We also give a few original results of a preliminary na-
ture. In Section 1.2 of Chapter 1, we treat matters of notation and convention. In
Section 1.3, we recall the definition of a Leavitt path algebra and consider some ex-
amples. These examples will motivate the general definitions in subsequent sections.
In Section 1.4, we recall some classical results about rings with local units. In Sec-
tion 1.5, we consider group graded rings and some special classes of group graded rings:
strongly group graded rings, algebraic crossed products, symmetrically graded rings
and non-degenerately graded rings. In particular, we will present some classical results
about strongly graded rings which we will generalize in Part II. In Section 1.6 and Sec-
tion 1.7, we present the definitions of epsilon-strong and nearly epsilon-strong group
gradings respectively. We conclude Chapter 1 by recalling the definition of an algebraic
Cuntz-Pimsner ring and make a few remarks about its construction.

In Chapter 2 of Part I, we give a detailed summary of the five papers that are
included in this thesis.

Part II consists of the five papers (A, B, C, D, E) themselves:
In Paper A, we consider the induced quotient group grading (see Definition 1.5.34)

of epsilon-strongly graded rings.
In Paper B, we establish a Hilbert Basis Theorem for epsilon-strongly graded rings.

As an application, we extend the well-known classifications of noetherian, artinian and
semisimple Leavitt path algebras with coefficients in a field (see e.g. [2, Cor. 4.2.13-14])
to also include coefficients in a general non-commutative unital ring.

In Paper C, we investigate algebraic Cuntz-Pimsner rings. The Leavitt path al-
gebras can be realized as a special family of Cuntz-Pimsmer rings. Motivated by the
results in Figure 2 for Leavitt path algebras, we consider the graded structure of alge-
braic Cuntz-Pimsner rings.

In Paper D, we prove that a graded ring is graded von Neumann regular if and
only if it is nearly epsilon-strongly graded and its principal component is von Neumann
regular (see Theorem 2.4.3).

In Paper E, we consider prime nearly epsilon-strongly graded rings. This paper
builds upon work by Passman [45] and can be seen as a generalization of Connell’s
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Theorem [18]. Applying our results, we extend a well-known characterization of prime
Leavitt path algebras (see e.g. [2, Prop. 4.1.4]).

1.2. Notation and conventions

All rings are assumed to be associative but not necessarily equipped with a mul-
tiplicative identity element. A ring R is called unital if it is equipped with a non-zero
multiplicative identity element. A subring R of a ring S is a subset R ⊆ S which is a
ring with the operations of S. Let X and Y be non-empty subsets of R. We let XY
denote the set of all finite sums of elements of the form xy where x ∈ X and y ∈ Y .
An idempotent f ∈ R is an element such that f2 = f . The set of idempotents of R is
denoted by E(R).

Let R be a ring. A left R-module RM is an abelian group (M,+) equipped with a
ring homomorphism R→ End(M) defining a left multiplication of R. A right R-module
MR is defined analogously. The left annihilator of RM is the set,

l.AnnR(RM) = {r ∈ R | r ·m = 0 ∀m ∈M}.

The right annihilator of MR is defined similarly. A ring S is said to be an R-algebra if
S is also a left R-module and (r · s)s′ = r · (ss′) for all r ∈ R and s, s′ ∈ S.

We use the symbols R,C and Z to denote the field of real numbers, the field of
complex numbers and the ring of integers, respectively. We also use Z to denote the
infinite cyclic group (Z, 0,+).

The symbol δx,y will denote the Kronecker delta function, i.e. for elements x, y of
some set, we have that δx,y = 1 if x = y and δx,y = 0 if x 6= y.

1.3. Leavitt path algebras

The Leavitt path algebras will be a constant source of examples throughout this
thesis. Many of the more general definitions are motivated by examples from the class
of Leavitt path algebras. We also work with this class of rings directly in the research
papers. The Leavitt path algebra associated to a directed graph was introduced by Ara,
Moreno and Pardo [8], and independently, using a different approach, by Abrams and
Aranda Pino [3]. For a thorough account of the theory of Leavitt path algebras, we
refer the reader to the monograph by Abrams, Ara, and Siles Molina [2].

Definition 1.3.1. A directed graph E is a tuple (E0, E1, s, r) where E0 is a set of
vertices, E1 is a set of edges and s : E1 → E0 and r : E1 → E0 are maps specifying the
source respectively range of each edge.

Given a directed graph E and a coefficient ring R, we define an R-algebra called
the Leavitt path algebra. We follow Hazrat [30] and Nystedt-Öinert [41], and let R be
a general (possibly non-commutative) unital ring.

Definition 1.3.2. Let E be a directed graph and let R be a unital ring. The Leavitt
path algebra of the graph E with coefficients in R. denoted by LR(E), is the algebra
over R generated by the symbols {v | v ∈ E0} ∪ {f | f ∈ E1} ∪ {f∗ | f ∈ E1}, subject
to the following relations:
(a) uv = δu,vu for all u, v ∈ E0,
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(b) s(f)f = fr(f) = f for all f ∈ E1,
(c) r(f)f∗ = f∗s(f) = f∗ for all f ∈ E1,
(d) f∗f ′ = δf,f ′r(f) for all f, f ′ ∈ E1,
(e)

∑
f∈E1,s(f)=v ff

∗ = v for all v ∈ E0 for which 0 < |s−1(v)| <∞.
We let every element of R commute with the generators.

Remark 1.3.3. We make some remarks regarding Definition 1.3.2.
(a) Let FR(E) be the free associate algebra over R generated by the symbols {v | v ∈

E0} ∪ {f | f ∈ E1} ∪ {f∗ | f ∈ E1}. The Leavitt path algebra LR(E) is defined
as the quotient ring LR(E) = FR(E)/I where I is the ideal of FR(E) generated
by the relations (a)-(e). Let π : FR(E) → LR(E) be the natural quotient map.
We will use the common convention of simply writing v, f and f∗ for the elements
π(v), π(f), π(f∗) in the quotient ring LR(E). It can be proved that v 6= 0, f 6= 0
and f∗ 6= 0 hold in LR(E) for all v ∈ E0, f ∈ E1.

(b) The elements f ∈ LR(E) for f ∈ E1 are called the real edges. The elements
f∗ ∈ LR(E) for f ∈ E1 are called the ghost edges.

We will now consider some concrete examples of Leavitt path algebras. Interest-
ingly, we will see that Laurent polynomial rings and full matrix rings may be realized
as Leavitt path algebras. We will later refer back to these examples.

A1 : •v

Figure 3. Graph with a single vertex.

Example 1.3.4. Let R be a unital ring and let A1 = (E0, E1, s, r) be the directed
graph in Figure 3 consisting of a single vertex without any edges. Note that E0 = {v}
and E1 = ∅. In this case, LR(A1) is generated over R by the idempotent v. Hence,
LR(A1) ∼= Rv ∼= R.

Next, we show that the Laurent polynomial ring is realizable as a Leavitt path
algebra.

E1 : •v

f

��

Figure 4. Rose with one petal.

Example 1.3.5 (cf. [2, Prop. 1.3.4]). Let R be a unital ring and let E1 = (E0, E1, s, r)
be the directed graph given in Figure 4. This graph is sometimes called ‘a rose with
one petal’. Note that E0 = {v}, E1 = {f} and that s : E1 → E0, r : E1 → E0 are given
by s(f) = v = r(f). We show that LR(E1) ∼= R[x, x−1]. Define a ring homomorphism
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φ : LR(E1) → R[x, x−1] by R-linearly extending φ(v) = 1R, φ(f) = x, φ(f∗) = x−1. A
routine check shows that φ is well-defined. Moreover, note that R[x, x−1] is generated
by 1R, x, x

−1 over R and that kerφ = {0}. Thus, φ is a ring isomorphism.

A2 : •v1
f // •v2

Figure 5. Two vertices with one connecting edge.

Example 1.3.6. Let R be a unital ring and let A2 be the graph in Figure 5. LetM2(R)
denote the ring of 2×2-matrices with coefficients in R. We show that LR(A2) ∼= M2(R).
First note that M2(R) is generated over R by following matrices:

m1 =

(
1 0
0 0

)
, m2 =

(
0 0
0 1

)
, m3 =

(
0 1
0 0

)
, m4 =

(
0 0
1 0

)
.

Note that m1 and m2 are idempotents and m3 and m4 are nilpotents. Furthermore,
the following relations hold between the generators:

m1m2 = m2m1 = 0

m3m4 = m1, m4m3 = m2

m1m3 = m3, m3m1 = 0

m2m3 = 0, m3m2 = m3

m1m4 = 0, m4m1 = m4

On the other hand, consider the Leavitt path algebra LR(A2). It is generated over R
by the elements v1, v2, f, f

∗ where v1, v2 are idempotents and f, f∗ are nilpotents. The
following relations hold (see Definition 1.3.2):

v1v2 = v2v1 = 0

ff∗ = v1, f∗f = v2

v1f = f, fv1 = 0

v2f = 0, fv2 = f

v1f
∗ = 0, f∗v1 = f∗

It follows thatM2(R) ∼= LR(A2) via the ring isomorphism φ : M2(R)→ LR(A2) defined
by φ(m1) = v1, φ(m2) = v2, φ(m3) = f and φ(m4) = f∗.

The previous example can be generalized to the ring of n× n-matrices:

An : •v1 // •v2 // . . . . . . // •vn−1
// •vn

Figure 6. Line graph with n vertices.
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Example 1.3.7 (cf. [2, Prop. 1.3.5]). Let R be a unital ring. Let n ≥ 2 be an arbitrary
integer and consider the line graph An given in Figure 6. Using a generalization of the
argument in Example 1.3.6, it can be proved that LR(An) ∼= Mn(R) where Mn(R)
denotes the full matrix ring of n× n-matrices with coefficients in R.

1.4. Rings with local units

In this section we present some basic theory about rings possessing local units.
This section is based on a survey article by Nystedt [40].

Definition 1.4.1. Let S and T be rings. An S–T -bimodule SMT is a left S-module
and a right T -module such that the left and right multiplications satisfies the following
condition: for all s ∈ S, m ∈M and t ∈ T ,

(s ·m) · t = s · (m · t).

If S = T = R we say that M is an R-bimodule.

Definition 1.4.2. Let S and T be rings.
(a) A left S-module SM is called left unital if there exists some s ∈ S such that sm = m

for all m ∈M .
(b) A right T -module MT is called right unital if there exists some t ∈ T such that

mt = m for all m ∈M .
(c) A left S-module SM is called left s-unital if x ∈ Sx for every x ∈M .
(d) A right T -module MT is called right s-unital if x ∈ xT for every x ∈M .
(e) An S–T -bimodule SMT is called unital if SM is left unital and MT is right unital.
(f) An S–T -bimodule SMT is called s-unital if SM is left s-unital and MT is right

s-unital.
(g) A ring R is called an s-unital ring if RRR is an s-unital R-bimodule.

Remark 1.4.3. We write down some immediate consequences of Definition 1.4.2.
(a) A ring R is s-unital if and only if x ∈ xR ∩Rx for all x ∈ R. This is equivalent to:

for each x ∈ R there exist some e, e′ ∈ R such that ex = x and xe′ = x.
(b) A non-trivial ring R is unital if and only if RRR is unital as an R-bimodule.
(c) A left (right) unital R-module is left (right) s-unital. The class of unital rings is

contained in the class of s-unital rings.

We give an example of an s-unital ring that does not admit a multiplicative identity
element. This shows that the inclusion in Remark 1.4.3(c) is strict.

Example 1.4.4. Let Funfin(R) denote the set of real-valued functions of R with finite
support. Then Funfin(R) becomes a ring with pointwise multiplication and addition.
Take an arbitrary f ∈ Funfin(R), let Sf = Supp(f) ⊆ R be the support of f and
consider the indicator function 1Sf : R → {0, 1} of the set Sf . Then, 1Sf (x)f(x) =
f(x) = f(x)1Sf (x) for all x ∈ Sf . Hence, 1Sf f = f = f1Sf . Thus, Funfin(R) is an
s-unital ring. On the other hand, suppose to get a contradiction that χ ∈ Funfin(R) is
a multiplicative identity element. For any x ∈ R, consider the function fx ∈ Funfin(R)
defined by fx(y) = δx,y. Then, we must have χ(x) = χ(x)1 = χ(x)fx(x) = fx(x) = 1
for every x ∈ R. This implies that Supp(χ) is infinite, which is a contradiction.
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Definition 1.4.5. A ring R is called idempotent if R2 = R.

Note that R2 ⊆ R since the multiplication is a closed binary operation. Hence, to
prove that a ring R is idempotent, it is enough to show that R ⊆ R2.

Remark 1.4.6. If R is a left (right) s-unital ring, then for each r ∈ R there is some
x ∈ R such that r = xr (r = rx). Hence, R ⊆ R2 and thus R is idempotent. In other
words, the following implication holds:

left (right) s-unital =⇒ idempotent.

We recall an example showing that idempotent rings are not necessarily s-unital.

Example 1.4.7 ([40, Expl. 6b]). Let A be a unital ring with a multiplicative identity
element 1A 6= 0. Let B denote the set A × A equipped with componentwise addition
and multiplication defined by,

(a, b)(c, d) = (ac, ad),

for a, b, c, d ∈ A. A short calculation shows that B is associative. Note that (1, b)
is a left multiplicative identity element for every b ∈ A. In particular, B is a left s-
unital B-module. By Remark 1.4.6, B is an idempotent ring. On the other hand, since
(0, 1) 6∈ (0, 1)B = {(0, 0)}, it follows that B is not a right s-unital B-module. Thus, B
is not an s-unital ring.

Many of the rings considered in this thesis will have local units in some sense. An
important example is the Leavitt path algebra associated to a directed graph. It can be
proved that all Leavitt path algebras are s-unital rings, but in fact a stronger statement
can be obtained. This motivates us to consider local unit properties that are stronger
than s-unitality. We will now consider rings possessing sets of local units. This notion
is due to Abrams (see [5]). First, we recall the classical idempotent ordering defined on
the set of idempotents of a ring.

Definition 1.4.8. Let R be a ring and consider the following partial order on the set
of idempotents of R. For f1, f2 ∈ E(R),

f1 ≤ f2 ⇐⇒ f1 = f1f2 = f2f1.

Let f1 ∨ f2 and f1 ∧ f2 denote the least upper bound of f1, f2 and greatest lower bound
of f1, f2 (when they exist) with respect to this partial order.

The following is an alternative characterization:

Lemma 1.4.9. Let e, f ∈ E(R) be idempotents of R. Then e ≤ f is equivalent to the
following condition: for every x ∈ R,
(a) x = ex =⇒ x = fx, and,
(b) x = xe =⇒ x = xf .

Proof. Let e, f ∈ E(R) be idempotents. Assume that the implications (a) and
(b) hold for every x ∈ R. Taking x = e in (a), we see that e = e2 implies e = fe.
Similarly, taking x = e in (b), we get that e = ef . Hence, e ≤ f .

Conversely, assume that e ≤ f . Take an arbitrary x ∈ R. If x = ex, then fx =
f(ex) = (fe)x = ex = x. Similarly, if x = xe, then xf = (xe)f = x(ef) = xe = x. �
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Let f1, f2 ∈ E(R). One way of thinking about the previous lemma is that f1 ≤ f2

if and only if f2 can be used in place of f1 as a ‘local multiplicative identity element’. If
f1, f2 commute, then it can be proved that f1 ∧ f2 = f1f2 and f1 ∨ f2 = f1 + f2 − f1f2.
If f1f2 = f2f1 = 0, then f1 and f2 are called orthogonal. In particular, note that if
f1, f2 commute and are orthogonal, then f1 ∨ f2 = f1 + f2. For an arbitrary subset
of idempotents F ⊆ E(R), we let

∨
F denote the closure of F with respect to the

∨-operator. In other words, if f1, f2 ∈
∨
F and f1 ∨ f2 exists, then f1 ∨ f2 ∈

∨
F . It

can be seen that
∨
F consists of the elements of the form f1 ∨ f2 ∨ · · · ∨ fn with fi ∈ F .

Definition 1.4.10 (Abrams [5]). A ring R is said to have a set of local units F if
F ⊆ E(R) is a set of idempotents satisfying the following assertions:
(a) For all f1, f2 ∈ F , we have f1 ∨ f2 ∈ F if the least upper bound f1 ∨ f2 exists.
(b) For every finite set of elements r1, r2, . . . , rn ∈ R, there exists an idempotent f ∈ F

such that fri = ri = rif holds for 1 ≤ i ≤ n.

By Remark 1.4.3(a) and Definition 1.4.10(b), it follows that a ring with local units
is s-unital.

Remark 1.4.11. We make two remarks regarding Definition 1.4.10.
(a) The condition in Definition 1.4.10(a) was added by Nystedt [40, Def. 21] after

private communication with Abrams.
(b) Note that Definition 1.4.10(b) is equivalent to the condition that every finite subset

X ⊆ R is contained in the unital subring fRf for some f ∈ F .

Before continuing, we need the following general definition and notation:

Definition 1.4.12. Let R be a ring and let {Xi}i∈I be a family of additive subgroups
of R. We let

∑
i∈I Xi denote the additive subgroup of R consisting of all finite sums

xi1 + . . .+ xin where i1, . . . , in ∈ I and xik ∈ Xik for k ∈ {1, . . . , n}. If R =
∑
i∈I Xi,

then every r ∈ R decomposes as

r = xi1 + xi2 + . . .+ xin (1)

for some i1, . . . , in ∈ I and some family of elements xik ∈ Xik (k ∈ {1, . . . , n}). If
R =

∑
i∈I Xi and Xi ∩

∑
j 6=iXj = {0} for all i ∈ I, then we write R =

⊕
i∈I Xi and

say that the sum is direct. Equivalently, R =
⊕

i∈I Xi if and only if the decomposition
in (1) is unique for every r ∈ R.

We can now state the following definition:

Definition 1.4.13 (Fuller [28]). A ring R is said to have enough idempotents if there
exists a set of commuting, pairwise orthogonal idempotents F ⊆ E(R) (called a complete
set of idempotents of R) such that,

R =
⊕
f∈F

Rf =
⊕
f∈F

fR. (2)

Remark 1.4.14. If R is unital, then we can take F = {1R} in Definition 1.4.13. Hence,

unital =⇒ enough idempotents.
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The motivation behind the name of the concept is clear from Definition 1.4.13. In
other contexts, the following characterization is more useful:

Proposition 1.4.15. A ring R has enough idempotents if and only if there exists a
set of commuting, pairwise orthogonal idempotents F ⊆ E(R) such that

∨
F is a set of

local units of R.

Proof. Suppose that R has enough idempotents. In other words, let F be a set
of commuting, pairwise orthogonal idempotents such that (2) holds. Let r ∈ R. By the
first equality in (2),

r = r1f1 + r2f2 + · · ·+ rnfn,

for some r1, . . . , rn ∈ R and f1, . . . , fn ∈ F . Let,

f := f1 ∨ f2 ∨ · · · ∨ fn = f1 + f2 + · · ·+ fn,

where the equality follows since F is assumed to consist of commuting, pairwise orthog-
onal idempotents. Moreover note that fifj = δi,jfi for all i, j ∈ {1, . . . , n}. Hence,

rf =
( n∑
i=1

rifi
)( n∑

j=1

fi
)

=
n∑

i,j=1

rififj =
n∑
i=1

rififi =
n∑
i=1

rifi = r.

Similarly, there exists some f ′ ∈
∨
F such that f ′r = r. Thus,

∨
F is a set of local

units for R. This establishes the ‘only if’ direction.
Conversely, suppose that F ⊆ E(R) is a set of commuting and pairwise orthogonal

idempotents such that
∨
F is a set of local units of R. In other words, for every r ∈ R

there is some f ∈
∨
F such that fr = r = rf . However, f = f1 + f2 + · · ·+ fk for some

f1, . . . , fk ∈ F . Hence, r = rf = rf1 + rf2 + · · · + rfk = fr = f1r + f2r + · · · + fkr.
This proves that R =

∑
f∈F Rf =

∑
f∈F fR. Next, we prove that these sums are

direct. Suppose that r = rf1 + rf2 + · · · + rfn and r = rf ′1 + · · · + rf ′m for some
f1, . . . , fn, f

′
1, . . . , f

′
m ∈ F . Let f := f1 + · · · + fn and f ′ := f ′1 + · · · + f ′m. We

assume without loss of generality that n ≥ m and rfi 6= 0 and rf ′j 6= 0 for all i ∈
{1, . . . , n}, j ∈ {1, . . . ,m}. Seeking a contradiction, suppose that f 6= f ′. Then there
is some i ∈ {1, . . . , n} such that fi 6= f ′j for every j ∈ {1, . . . ,m}. Thus ffi = fi but
f ′fi = 0. Hence, rfi = r(ffi) = (rf)fi = (rf ′)fi = r(f ′fi) = 0, which contradicts the
assumption that rfi 6= 0. Thus, R =

⊕
f∈F Rf . Using a similar argument, we also get

that R =
⊕

f∈F fR. Hence, R has enough idempotents. �

Remark 1.4.16. For a general ring R, the following implications of properties hold:

unital ⇒ enough idempotents ⇒ set of local units ⇒ s-unital ⇒ idempotent.

We now give an example showing that there are non-unital rings with enough
idempotents.

Example 1.4.17. Let {Ri}i∈I be a family of unital rings for some infinite index set I.
Let 1Ri denote the multiplicative identity element of the ring Ri for every i ∈ I. The
external direct sum R :=

⊕
i∈I Ri becomes a ring with componentwise multiplication.

Moreover, R =
⊕

i∈I R1Ri =
⊕

i∈I 1RiR. Hence, R has enough idempotents. On the
other hand, since I is infinite, R does not admit a multiplicative identity element.
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The following proposition characterizes the local unit properties of Leavitt path
algebras. The proof in [2] generalizes verbatim to coefficients in a general unital ring.

Proposition 1.4.18 ([2, Lem. 1.2.12]). Let R be a unital ring and let E be a directed
graph. Consider the Leavitt path algebra LR(E). The following assertions hold:
(a) The set {v | v ∈ E0} is a complete set of idempotents for LR(E). In other words,

LR(E) has enough idempotents;
(b) LR(E) is a unital ring if and only if E has finitely many vertices. In this case,

1LR(E) =
∑
v∈E0

v.

We now give another example of a ring that has enough idempotents but is not
unital:

•v1 •v2 •v3 •v4 •v5 •v6 •v7 •v8 •v9 •v10 . . .

Figure 7. Infinite graph.

Example 1.4.19. Let R be a unital ring and let E be the discrete graph with infinitely
many vertices (see Figure 7). By Proposition 1.4.18, LR(E) is an example of a non-unital
ring with enough idempotents.

Remark 1.4.20. There are more examples (see [40]) showing that the implications in
Remark 1.4.16 can not be reversed. In other words,

unital 6⇐= enough idempotents
6⇐= set of local units
6⇐= s-unital
6⇐= idempotent.

1.5. Group graded rings

We are going to study rings equipped with additional structural information. The
additional structure will be a direct sum decomposition that connects the ring multi-
plication with the group operation of a discrete group.

Definition 1.5.1. Let G be a group and let S be a ring. A G-grading of S is a family
{Sg}g∈G of additive subgroups of S such that,

S =
⊕
g∈G

Sg, (3)

and SgSh ⊆ Sgh for all g, h ∈ G. If the stronger condition SgSh = Sgh holds for all
g, h ∈ G, then we say that the grading is strong. If S is equipped with a G-grading, then
S is called a G-graded ring. The subsets Sg are called the homogeneous components of
the grading. The principal component is the component Se associated to the neutral
element e ∈ G. If 0 6= r ∈ Sg, for some g ∈ G, then r is said to be homogeneous and we
write deg(r) = g.
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Note that strong G-gradings are a special type of G-gradings. We will later (see
Section 1.6) consider epsilon-strong G-gradings, which similarly are a special type of
G-gradings. We consider some examples before moving on:

Example 1.5.2 (The polynomial ring). Let R be a ring and consider the polynomial
ring R[x] which is Z-graded by putting (R[X])i = Rxi for i ≥ 0 and (R[X])i = {0} for
i < 0. In other words, deg(rxi) = i for all i ≥ 0 and 0 6= r ∈ R. This gives a Z-grading
that is not strong.

Example 1.5.3 (The Laurent polynomial ring). Let R be a ring. The Laurent poly-
nomial ring R[x, x−1] is Z-graded by putting (R[x, x−1])i = Rxi for i ∈ Z. If R is
idempotent, then this Z-grading is strong.

Example 1.5.4 (Every ring is graded by the trivial group). Let R be a ring and let
G = {e} be the trivial group. A grading of R is obtained by putting (R)e = R. Hence,
every ring R is graded by the trivial group. If R is idempotent, then it follows that
(R)e(R)e = R2 = R = (R)e. In fact, a ring R is strongly graded by the trivial group if
and only if R is idempotent.

Example 1.5.5 (The trivial grading). Let G be a group and let R be a ring. Put
(R)e = R and (R)g = {0} for every g 6= e. This gives a G-grading of R called the trivial
grading. In other words, every ring is trivially graded by every group. Note that if G is
the trivial group, then we obtain the grading considered in Example 1.5.4.

Note that a ring in general admits a multitude of different gradings. For example,
we have seen that the Laurent polynomial ring is graded by the trivial group (see
Example 1.5.4) and by Z in two different ways (see Example 1.5.3 and Example 1.5.5).
This list is not exhaustive. There are more gradings of the Laurent polynomial ring
(see e.g. Example 1.5.35). A grading should be viewed as some additional structural
data that is provided on top of the ring structure. However, for many rings there is a
natural choice for a group grading. For example, we consider the Laurent polynomial
ring to be naturally Z-graded by the grading in Example 1.5.3. We will later see that
the Leavitt path algebras are naturally Z-graded.

Remark 1.5.6. We make some further observations from Definition 1.5.1.
(a) Note that it is possible that Sg = {0} for some g ∈ G. Given a G-grading of S, we

define the support of the grading to be the set

Supp(S) = {g ∈ G | Sg 6= {0}} ⊆ G.
As illustrated by Example 1.5.2, Supp(S) need not be a subgroup of G.

(b) Equation (3) implies that every element s ∈ S decomposes uniquely as a finite sum
s =

∑
g∈G sg where sg ∈ Sg are homogeneous elements (cf. Definition 1.4.12). We

define the support of an element s ∈ S to be the set Supp(s) = {g ∈ G | sg 6= 0}.
(c) The relation SgSh ⊆ Sgh expresses that the multiplication of homogeneous elements

is compatible with the group operation.

The group ring is an important example of a strongly graded ring.

Example 1.5.7. Let G be a group and let R be a unital ring. Let {δg | g ∈ G} be a
copy of G (as a set) where the δg’s are formal symbols. The group ring R[G] is defined
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to be the free left R-module with basis {δg | g ∈ G}. In other words, R[G] consists of
elements of the form

∑
rgδg where rg ∈ R and the sum is finite. We immediately get

a decomposition R[G] =
⊕

g∈G Sg by putting Sg := Rδg for every g ∈ G. Moreover, a
multiplication is defined on R[G] by linearly extending the rule rδg ·r′δh = rr′δgh for all
g, h ∈ G and r, r′ ∈ R. This turns R[G] into an associative and unital ring. Furthermore,
it follows immediately from the definition of the multiplication that SgSh = Sgh for all
g, h ∈ G. Hence, R[G] is strongly G-graded.

The following result will be useful later:

Proposition 1.5.8. Let G be a group with neutral element e and let S =
⊕

g∈G Sg be
a G-graded ring. Then the following assertions hold:
(a) The principal component Se is a subring of S;
(b) The homogeneous component Sg is an Se-bimodule for each g ∈ G;
(c) If S is non-trivial and strongly G-graded, then Supp(S) = G.

Proof. (a): Note that SeSe ⊆ Se. Hence, Se is a subring of S.
(b): Note that SeSg ⊆ Seg = Sg and SgSe ⊆ Sge = Sg. Furthermore, for r1, r2 ∈ Se

and sg ∈ Sg, we have (r1sg)r2 = r1(sgr2). Hence, Sg is an Se–Se-bimodule.
(c): Seeking a contradiction, suppose that there is some g ∈ G such that g 6∈

Supp(S). It then follows that Se = SgSg−1 = {0}. Hence, for any h ∈ H, we have
Sh = SeSh = {0}. Thus, S = {0}, which contradicts our assumption that S is a
non-trivial ring. �

If S is a unital ring, then we can say even more:

Proposition 1.5.9 ([39, Prop. 1.1.1]). Let G be a group with neutral element e and
let S =

⊕
g∈G Sg be a unital G-graded ring. Then the following assertions hold:

(a) The principal component Se is a unital subring of S, i.e. 1S ∈ Se;
(b) The grading {Sg}g∈G is strong if and only if 1S ∈ SgSg−1 for each g ∈ G if and

only if Se = SgSg−1 for each g ∈ G;
(c) If r ∈ Sg is an invertible element, then r−1 ∈ Sg−1 .

Remark 1.5.10. We make two remarks about the terminology before moving forward.
(a) Unless otherwise stated, G will be an arbitrary group. With the phrase ‘let S be

a G-graded ring’, we mean that S is an arbitrary ring that comes equipped with a
fixed but arbitrary G-grading.

(b) We will use the term ‘unital stronglyG-graded’ for stronglyG-graded rings equipped
with a non-zero multiplicative identity element. There are strongly G-graded rings
which do not admit a multiplicative identity element (see Example 1.6.10).

1.5.1. The canonical Z-grading of Leavitt path algebras. In this section,
we recall that every Leavitt path algebra (see Definition 1.3.2) is naturally Z-graded.

Let E = (E0, E1, s, r) be a directed graph. A path is a series of edges f1f2 . . . fn
such that r(fi) = s(fi+1) for 1 ≤ i ≤ n − 1. The set of all paths in E is denoted by
Path(E). The length of a path is defined by len(f1f2 . . . fn) = n. We let the source
and range of a path be defined by s(f1 . . . fn) = s(f1) and r(f1 . . . fn) = r(fn). By
convention, we consider a single vertex v ∈ E0 to be a path of length 0. A ghost path
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is a series of ghost edges f∗nf∗n−1 . . . f
∗
1 such that r(fi) = s(fi+1) for 1 ≤ i ≤ n − 1. If

α = f1f2 . . . fn is a real path, then we write α∗ = f∗nf
∗
n−1 . . . f

∗
1 for the corresponding

ghost path. By convention, we have s(α∗) = r(α) and r(α∗) = s(α). The elements on
the form αβ∗, for α, β ∈ Path(E), are called monomials.

Proposition 1.5.11 ([2, Lem. 1.2.12(ii)]). The R-algebra LR(E) is spanned by the
following set of monomials:

{αβ∗ | α, β ∈ Path(E), r(α) = r(β)}. (4)

In other words, every element in LR(E) may be written as a finite sum
∑
riαiβ

∗
i

where ri ∈ R and αi, βi ∈ Path(E). In general, this decomposition is not unique,
i.e. the set (4) is not a basis for LR(E) over R. Next, let α, β ∈ Path(E) such that
r(α) 6= r(β). Then, by Definition 1.3.2,

αβ∗ = (αr(α))(s(β∗)β∗) = αr(α)r(β)β∗ = α(r(α)r(β))β∗ = 0.

We recall the following definition:

Definition 1.5.12. Let R be a unital ring and let E be a directed graph. The canonical
Z-grading of LR(E) is defined by,

(LR(E))n = SpanR{αβ
∗ | α, β ∈ Path(E), len(α)− len(β) = n},

for every n ∈ Z.

By Proposition 1.5.11, it follows that LR(E) =
⊕

i∈Z(LR(E))i. Furthermore, by
the monomial multiplication formula (see [2, Lem. 1.2.12(i)]), it follows that,

(LR(E))i(LR(E))j ⊆ (LR(E))i+j ,

for all i, j ∈ Z. Hence, this gives a Z-grading of LR(E). Next, we give some examples
of what the canonical Z-grading looks like.

Example 1.5.13. Let R be a unital ring and let A2 be the directed graph in Figure 5
(see also Example 1.3.6). In this case we see that,

(LR(A2))0 = SpanR{v1, v2}, (LR(A2))1 = SpanR{f}, (LR(A2))−1 = SpanR{f
∗}.

For |i| > 0, we see that (LR(A2))i = {0}. Note that the grading has finite support.

Example 1.5.14. Let R be a unital ring and let E1 be the graph given in Figure 4
(the rose with one petal). In this case:

(LR(E1))0 = SpanR{v},

(LR(E1))i = SpanR{f
i}, (LR(E1))−i = SpanR{(f

∗)i}, i > 0.

Note that the grading has infinite support.

We mention here that Hazrat [30] gave a criterion on the finite graph E for the
Leavitt path algebra LR(E) to be strongly Z-graded (see Theorem 1.5.16). We first
recall the following definitions:

Definition 1.5.15. Let E = (E0, E1, s, r) be a directed graph.
(a) The graph E is finite if E0 and E1 are finite sets.
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(b) For an arbitrary v ∈ E0, the set s−1(v) = {e ∈ E1 | s(e) = v} is the set of edges
which are emitted from v. If s−1(v) = ∅, then v is called a sink. If s−1(v) is an
infinite set, then v is called an infinite emitter.

(c) For an arbitrary v ∈ E0, the set r−1(v) = {e ∈ E1 | r(e) = v} is the set of edges
which are received by v. If r−1(v) = ∅, then v is called a source.

The following characterization appeared in Figure 2:

Theorem 1.5.16 (Hazrat [30, Thm. 3.11]). Let R be a unital ring and let E be a
finite directed graph. The canonical Z-grading of LR(E) is strong if and only if E does
not have a sink.

Remark 1.5.17. A result similar to Theorem 1.5.16 was proved for graph C∗-algebras
by Szymanski [53] already in 2002. Hazrat appears to have been unaware of Szymanski’s
paper when he proved Theorem 1.5.16 in 2010. Szymanski, in particular, proved that
the gauge action of the graph C∗-algebra attached to the graph E is free (analogous to
the canonical Z-grading being strong) if the following assertions hold:

(a) E is row-finite (meaning that every vertex only emits finitely many edges);
(b) E contains no sinks;
(c) E contains no sources.

By the discussion in [13, Sect. 2.3], condition (c) is not necessary for the gauge
action of the graph C∗-algebra to be free. Moreover, Hazrat [30, Expl. 3.13] gave an
example that implies that (c) is not a necessary condition for the canonical Z-grading
of a Leavitt path algebras to be strong (see Example 1.6.12 and Figure 9).

Remark 1.5.18. Note that Theorem 1.5.16 only holds for Leavitt path algebras asso-
ciated to finite graphs. Recently, Lundström and Öinert [37] gave a complete charac-
terization of when the canonical Z-grading of a Leavitt path algebra is strong.

Example 1.5.19. Since the graph in Example 1.5.13 has a sink, it follows from The-
orem 1.5.16 that the canonical Z-grading of LR(E) is not strong. Indeed, we saw in
Example 1.5.13 that LR(E) has finite support which by Proposition 1.5.8(c) implies
that LR(E) cannot be strongly Z-graded.

The canonical Z-grading is just a special case of a more general method of assigning
a grading to the Leavitt path algebra LR(E). Let G be a group with neutral element e.
Put deg(v) = e for each v ∈ E0. For every f ∈ E1, choose a g ∈ G and put deg(f) = g
and deg(f∗) = g−1. This gives a G-grading of LR(E) (see [41, Sect. 4]). This G-grading
is called a standard G-grading of LR(E). Note that this construction depends on which
elements g ∈ G we assign to the generators of LR(E). For G = Z, the natural choice is
to put deg(v) = 0, deg(f) = 1 and deg(f∗) = −1 for all v ∈ E0 and f ∈ E1. In this
special case, deg(α) = len(α) for any real path α. The resulting grading is the canonical
Z-grading of LR(E).

1.5.2. The category of graded rings. Let G be a group. We now consider the
category of G-graded rings: G-RING. The objects are pairs (S, {Sg}g∈G) where S is a
ring and {Sg}g∈G is a G-grading of S.
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Figure 8. Ring isomorphism vs. graded isomorphism (see [30, p. 1]).

Definition 1.5.20. Let G be a group and let S =
⊕

g∈G Sg and T =
⊕

g∈G Tg be
G-graded rings. A ring homomorphism such that,

φ(Sg) ⊆ Tg ∀g ∈ G,

is called a G-graded homomorphism.

The maps in the category of G-RING are exactly the G-graded ring homomor-
phisms. In other words, φ ∈ Hom((S, {Sg}g∈G), (T, {Tg}g∈G)) if and only if φ : S → T
is a ring homomorphism satisfying φ(Sg) ⊆ Tg for each g ∈ G. If φ : (S, {Sg}g∈G) →
(T, {Tg}g∈G) is an isomorphism, we write S ∼=gr T and say that S and T are graded
isomorphic. Note that S ∼=gr T implies that S ∼= T but the reverse implication does not
hold in general. Hazrat [30] gave the following example of two Leavitt path algebras
which are isomorphic as rings but not as Z-graded rings:

Example 1.5.21 ([30, p. 1]). Consider the graphs in Figure 8. It can be shown
that LR(E2) ∼= LR(E3) as rings, but LR(E2) 6∼=gr LR(E3) when considered with the
canonical Z-grading. In other words, LR(E2) and LR(E3) are isomorphic in the category
of rings but different in Z-RING. This example illustrates the power of considering the
additional graded structure that is present.

Next, we give an example of a Z-graded ring isomorphism:

Example 1.5.22. Let R be a unital ring and let A2 be the graph in Figure 5. Moreover,
let M2(R) denote the ring of 2× 2-matrices with coefficients in R. Let m1,m2,m3,m4
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be the matrices defined in Example 1.3.6. We can define a Z-grading of M2(R) by:

(M2(R))0 =

(
R 0
0 R

)
=

{(
r1 0
0 r2

)
| r1, r2 ∈ R

}
= SpanR{m1,m2},

(M2(R))1 =

(
0 R
0 0

)
=

{(
0 r
0 0

)
| r ∈ R

}
= SpanR{m3},

(M2(R))−1 =

(
0 0
R 0

)
=

{(
0 0
r 0

)
| r ∈ R

}
= SpanR{m4},

(M2(R))i =

{(
0 0
0 0

)}
, |i| > 1.

A routine check shows that this is in fact a Z-grading. Consider M2(R) equipped with
the Z-grading above and consider LR(A2) equipped with the canonical Z-grading (see
Example 1.5.13). We now show that the ring isomorphism φ : M2(R)

∼−→ LR(A2) given
in Example 1.3.6 is a Z-graded ring isomorphism. Recall that φ(m1) = v1, φ(m2) = v2,
φ(m3) = f and φ(m4) = f∗. It follows that (see Example 1.5.13):

φ((M2(R))0) = SpanR{φ(m1), φ(m2)}) = SpanR{v1, v2} = (LR(A2))0,

φ((M2(R))1) = SpanR{φ(m3)}) = SpanR{f} = (LR(A2))1,

φ((M2(R))−1) = SpanR{φ(m4)}) = SpanR{f
∗} = (LR(A2))−1.

Thus, φ is a Z-graded ring isomorphism and M2(R) ∼=gr LR(A2).

Note that we will often simply talk about a ‘G-graded ring’ by which we will
mean an object in the category G-RING. Moreover, we will often let the grading on a
particular ring be implicitly defined. This has the potential of becoming confusing. We
will therefore use the more explicit notation (S, {Sg}g∈G) on occasion to avoid confusion.
This notation will be especially useful in Paper A.

1.5.3. Algebraic crossed products. The prototype example for this section is
the skew group ring which generalizes the group ring (see Example 1.5.7).

Example 1.5.23 (The skew group ring). Let R be a unital ring, let G be a group and
let γ : G → Aut(R) be a group homomorphism. The skew group ring R ?γ G has the
same additive structure as the group ring R[G]. In other words, R ?γ G is the free left
R-module with basis {δg | g ∈ G} where the δg’s are formal symbols. The multiplication
is defined by linearly extending the following rule: for g, h ∈ G and a, b ∈ R, we define

(aδg)(bδh) = aγ(g)(b)δgh.

In other words, we are ‘skewing’ the multiplication with a group action. Note that
if we let γ(g) = idR for every g ∈ G, then we get back the group ring. With this
multiplication, R ?γ G becomes an associative and unital ring.

In the theory of C∗-algebras, the crossed product AoG is a C∗-algebra associated
to a group G acting on a C∗-algebra A (see e.g. [10, Sect. 10]). The skew group ring
(see Example 1.5.23) can be seen as the algebraic analogue of the C∗-crossed product.
The (algebraic) crossed product can be defined by considering so-called crossed systems.
The precise definition of a crossed system (see e.g. [39, Sect. 1.4]) is a bit technical and
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therefore omitted. Luckily, the following definition of crossed products is more direct
and equivalent to considering crossed systems (see [39, Prop. 1.4.2]).

Definition 1.5.24. Let S =
⊕

g∈G Sg be a unital G-graded ring. If Sg contains an
invertible element for every g ∈ G, then S is called a crossed product.

Special cases of crossed products include group rings (see Example 1.5.7), skew
group rings (see Example 1.5.23) and twisted group rings (see e.g. [39, p. 12]).

Example 1.5.25. Recall that the group ring R[G] =
⊕

g∈GRδg is strongly G-graded
and has multiplicative identity element 1Rδe. For every g ∈ G, note that δg ∈ (R[G])g =
Rδg is invertible since δgδg−1 = δe = 1Rδe. Thus, R[G] is a crossed product.

The crossed products constitute a subclass of the strongly graded rings:

Proposition 1.5.26. If S =
⊕

g∈G Sg is a crossed product, then S is stronglyG-graded.

Proof. By definition, S is unital. It follows by Proposition 1.5.9(b) that it is
enough to show that 1S ∈ SgSg−1 for every g ∈ G. Take an arbitrary g ∈ G. By
definition, there is some invertible element r ∈ Sg. By Proposition 1.5.9(c), it follows
that r−1 ∈ Sg−1 . Thus, 1S = rr−1 ∈ SgSg−1 . �

Remark 1.5.27. The category of strongly G-graded rings is denoted by G-STRG
and the category of algebraic crossed products is denoted by G-CROSS. Note that
G-CROSS ⊆ G-STRG ⊆ G-RING as categories. Furthermore, G-CROSS and G-STRG
are full subcategories of G-RING.

Dade was the first to give an example of a strongly graded ring that is not an
algebraic crossed product.

Example 1.5.28 (cf. [23, Expl. 2.9(ii)]). We define a Z/2Z-grading of the matrix ring
M3(C). Put,

S0 =

C C 0
C C 0
0 0 C

 , S1 =

0 0 C
0 0 C
C C 0

 .

It can be checked that this gives a strong Z/2Z-grading of M3(C). However, since S1

only contains singular matrices, M3(C) = S0 ⊕ S1 is not a crossed product. Hence,

Z/2Z-CROSS $ Z/2Z-STRG.

The above example by Dade can be considered to be somewhat exotic. The class of
strongly graded rings has historically been referred to as ‘generalized crossed products’
(see e.g. [56]) because of the importance of the subclass of crossed products. However,
in the context of Leavitt path algebras, the situation is different. Indeed, there are a
lot of natural examples of strongly graded Leavitt path algebras that are not crossed
products.

Example 1.5.29 ([30, Expl. 4.21]). Let R be a unital ring and consider the graph
E3 in Figure 8. It can be shown that LR(E3) is strongly Z-graded but not a crossed
product.
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1.5.4. Functors on the category of graded rings. We describe two important
functors defined on the category G-RING. The second of these functors will be studied
further in Paper A. Let G be a group and let S =

⊕
g∈G Sg be a G-graded ring. For a

subset X of G, put SX :=
⊕

g∈X Sg.

Lemma 1.5.30. If H is a subgroup of G, then SH is a subring of S and

(SH , {Sh}h∈H) ∈ H-RING.

Proof. By definition, (SH ,+, 0) is an abelian subgroup of (S,+, 0). Take some
arbitrary elements a, b ∈ SH . Then, a =

∑
s∈H as and b =

∑
t∈H bt for some finite

sums. Note that ab =
∑
s∈H,t∈H asbt ∈ SH because asbt ∈ SsSt ⊆ Sst and st ∈ H.

Thus, SH is a subring of S and {Sh}h∈H is an H-grading of SH . �

Let φ : S → T be a G-graded ring homomorphism and define a map φH : SH → TH
by putting φH(s) := φ(s) for every s ∈ SH . Note that, in particular, φH(Sh) ⊆ Th for
every h ∈ H. In other words, φH is an H-graded ring homomorphism. This means the
following definition makes sense:

Definition 1.5.31. Let G be a group and let H be a subgroup of G. Define a functor
by,

(−)H : G-RING→ H-RING,

(S, {Sg}g∈G) 7→ (SH , {Sg}g∈H),

Hom((S, {Sg}g∈G), (T, {Tg}g∈G)) 3 φ 7→ φH ∈ Hom((SH , {Sg}g∈H), (TH , {Tg}g∈H)).

Example 1.5.32. Let S be a Z-graded ring. We take G = Z and H = {0} in the
above definition. Note that in this case, the image of S under the functor (−)H is the
principal component S0 equipped with the trivial group grading (see Example 1.5.4).

We now describe the second functor. Let G be a group and let S =
⊕

g∈G Sg be
a G-graded ring. For a normal subgroup N of G, we will see that there is a naturally
definedG/N -grading of S. This construction is called the induced quotient group grading
of S. For each class C ∈ G/N , put,

SC :=
⊕
g∈C

Sg.

Lemma 1.5.33. The family {SC}C∈G/N is a G/N -grading of S. In other words,

(S, {SC}C∈G/N ) ∈ G/N -RING.

Proof. It is clear that S =
⊕

C∈G/N SC . It remains to show that SCSC′ ⊆ SCC′

for all C,C′ ∈ G/N . Take two arbitrary classes C,C′ ∈ G/N and two arbitrary elements
g ∈ C, g′ ∈ C′. Then SgSg′ ⊆ Sgg′ ⊆ SCC′ because gg′ ∈ CC′. Hence, SCSC′ ⊆ SCC′ .
Thus, (S, {SC}C∈G/N ) ∈ G/N -RING. �

Let φ : S → T be a G-graded ring homomorphism. Then, φ(Sg) ⊆ Tg for every
g ∈ G. Since φ is a ring homomorphism, it follows that φ(SC) ⊆ TC for every class
C ∈ G/N . Hence, φ is G/N -graded with respect to the induced G/N -grading. Now,
we define the second functor:
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Definition 1.5.34. Let G be a group and let N be a normal subgroup of G. We define
a functor by,

UG/N : G-RING→ G/N -RING,

(S, {Sg}g∈G) 7→ (S, {SC}C∈G/N ),

Hom((S, {Sg}g∈G), (T, {Tg}g∈G)) 3 φ 7→ φ ∈ Hom((S, {SC}C∈G/N ), (T, {TC}C∈G/N ))

Note that UG/N maps the underlying ring to itself but equipped with a different
grading.

Example 1.5.35. Let R be a ring and consider the Laurent polynomial ring R[x, x−1]
with its standard Z-grading. That is,

R[x, x−1] =
⊕
i∈Z

Rxi. (5)

Consider the quotient group Z/2Z of Z. The image of (5) under the functor UZ/2Z is,

R[x, x−1] =
(⊕
i∈2Z

Rxi
)
⊕
( ⊕
i∈1+2Z

Rxi
)

= S[0] ⊕ S[1],

where [0] denotes the class 0 + 2Z and [1] denotes the class 1 + 2Z.

It is natural to ask if the induced quotient group ring of a strongly graded ring is
in turn strongly graded. We recall that this property holds for both strongly graded
rings and crossed products.

Proposition 1.5.36. Let G be a group and let N be a normal subgroup of G. The
functor UG/N restricts to the subcategories G-STRG and G-CROSS. More precisely,
the following assertions hold:
(a) If (S, {Sg}g∈G) ∈ G-STRG, then UG/N ((S, {Sg}g∈G)) ∈ G/N -STRG.
(b) If (S, {Sg}g∈G) ∈ G-CROSS, then UG/N ((S, {Sg}g∈G)) ∈ G/N -CROSS.

Proof. (a): It is enough to show that SCC′ ⊆ SCSC′ for all classes C,C′ ∈ G/N .
Take two arbitrary classes C,C′ ∈ G/N . Any element in the coset CC′ can be written as
a product gh where g ∈ C and h ∈ C′. By the assumption that S is strongly G-graded,
we get that Sgh = SgSh ⊆ SCSC′ . Thus, SCC′ ⊆ SCSC′ .

(b): Assume that (S, {Sg}g∈G) ∈ G-CROSS. Take an arbitrary g ∈ G. Then
there are some elements a ∈ Sg and b ∈ Sg−1 such that ab = 1S . Let [g] denote
the class of g in G/N . Recall that [g−1] = [g]−1. It follows that a ∈ Sg ⊆ S[g] and
b ∈ Sg−1 ⊆ S[g−1] = S[g]−1 . This proves that (S, {SC}C∈G/N ) ∈ G/N -CROSS. �

In Paper A, we will see that the property in Proposition 1.5.36 does not hold for
general epsilon-strongly graded rings.

1.5.5. Graded rings with involution and symmetrically graded rings. In
this section, we consider the important class of symmetrically graded rings. These were
initially introduced in the study of Steinberg algebras (see [14]). We use the concept of
a graded ring with involution to show that both Leavitt path algebras and Steinberg
algebras are symmetrically graded.
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Definition 1.5.37 ([14, Def. 4.5]). Let G be a group and let S =
⊕

g∈G Sg be a
G-graded ring. If Sg = SgSg−1Sg for every g ∈ G, then we say that S is symmetrically
G-graded.

We give some immediate examples:

Example 1.5.38. Let R be an idempotent ring and consider the standard Z-grading
of the polynomial ring R[x] =

⊕
i∈Z Si by putting Si = Rxi for i ≥ 0 and Si = {0}

for i < 0. Note that S1S−1S1 = {0} 6= S1, hence the grading is not symmetrical. On
the other hand, it is straightforward to show that the Laurent polynomial ring with the
standard Z-grading R[x, x−1] =

⊕
i∈ZRx

i is symmetrically Z-graded.

Remark 1.5.39. Assume that S is a symmetrically G-graded ring. If Sg = {0} for
some g ∈ G, then Sg−1 = Sg−1SgSg−1 = {0}. In other words,

g ∈ Supp(S) ⇐⇒ g−1 ∈ Supp(S).

We will give more interesting examples later on. For now, we consider the notion
of a graded ring with involution:

Definition 1.5.40 ([29, Sect. 1.9]). Let G be a group and let S =
⊕

g∈G Sg be a
G-graded ring. Let ∗ : S → S be an involution of S, i.e. an anti-isomorphism of order
2. If a ∈ Sg =⇒ a∗ ∈ Sg−1 for all g ∈ G and a ∈ Sg, then S is called a graded ∗-ring
and ∗ : S → S is called a graded involution.

The group rings and Leavitt path algebras are examples of graded ∗-rings we have
already encountered:

Example 1.5.41. Let G be a group and let R be a unital ring. Consider the additive
map ∗ : R[G] → R[G] defined by R-linearly extending the rules δg 7→ δg−1 for each
g ∈ G. Then, for all g, h ∈ G,

(δgδh)∗ = (δgh)∗ = δ(gh)−1 = δh−1g−1 = δh−1δg−1 = (δh)∗(δg)
∗.

It follows that ∗ is a graded involution. Thus, R[G] is a G-graded ∗-ring.

Example 1.5.42. Let R be a unital ring and let E be a directed graph. Consider the
Leavitt path algebra LR(E) equipped with the canonical Z-grading. For every path
α = f1f2 . . . fn there is a ghost path α∗ = f∗nf

∗
n−1 . . . f

∗
1 . It is clear that (α∗)∗ = α and

furthermore (αβ)∗ = β∗α∗ for all paths α and β. Let i ∈ Z be an arbitrary integer. If
αβ∗ ∈ (LR(E))i, then len(α)− len(β) = i. This means that (αβ∗)∗ = βα∗ ∈ (LR(E))−i
since len(β) − len(α) = −(len(α) − len(β)) = −i. Hence we get a graded involution
by R-linearly extending the rules αβ∗ 7→ βα∗ for all α, β ∈ Path(E). In other words,
LR(E) is a Z-graded ∗-ring.

The Steinberg algebra associated to a topological groupoid G was introduced by
Steinberg [52] and independently by Clark, Farthing, Sims, and Tomforde [15]. Notably,
the Leavitt path algebra LR(E) is graded isomorphic to the Steinberg algebra of a
groupoid associated to the graph E (see e.g. [50]). Note also that the Steinberg algebras
are the algebraic analogues of groupoid C∗-algebras (see [49]). We briefly recall the
construction of the Steinberg algebra. For more details we refer the reader to a survey
article by Rigby [50]. Recall that a groupoid G is a small category in which every
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morphism is an isomorphism. The unit space G(0) can be identified with the objects of
this category. We also have maps d : G → G(0) and c : G → G(0) specifying the domain
and codomain respectively for each morphism in G. Now, let G be a topological groupoid.
An open bissection of G is an open set U ⊆ G such that d|U and c|U are continuous
maps. A topological groupoid G is called ample Hausdorff (see [50, Def. 1.5]) if the
topology on G is Hausdorff and has a base consisting of open compact bissections. Let
R be a unital ring and let G be an ample Hausdorff groupoid. The Steinberg algebra
AR(G) is the R-linear span of characteristic functions 1B : G → R where B is a compact
open bissection of G (see [15, Lem. 3.4]). The multiplication is given by convolution.
Let G be an arbitrary discrete group which we may consider as a groupoid with a single
object. A continuous homomorphism c : G → G is called a cocycle. Given a cocycle, it
is possible to define a so-called G-grading of G by putting Gg := c−1(g) for each g ∈ G.
We get that G =

⊔
g∈G Gg and GgGh ⊆ Ggh for all g, h ∈ G (cf. [16, p. 1]). By [14,

Prop. 5.1], the G-grading of G induces a G-grading of AR(G). More precisely, given
a G-graded ample Hausdorff groupoid there is a natural G-grading of the Steinberg
algebra AR(G) with homogeneous components,

AR(G)g = {f ∈ AR(G) | f(γ) 6= 0 =⇒ c(γ) = g} = AR(Gg), (6)

for every g ∈ G.
We prove that these types of Steinberg algebras are group graded ∗-rings.

Proposition 1.5.43. Let R be a unital ring and let G be an ample Hausdorff G-graded
groupoid. Then the Steinberg algebra AR(G) is a G-graded ∗-ring.

Proof. The Steinberg algebra AR(G) is equipped with an involution f 7→ f∗

defined by,
f∗(γ) = f(γ−1),

for all f ∈ AR(G) and γ ∈ G (see [50, p. 12] and cf. [52, Prop. 3.6]). Furthermore, take
an arbitrary g ∈ G and let f ∈ (AR(G))g. Then, by (6), we have Supp(f) ⊆ Gg. By the
definition of the involution, we see that Supp(f∗) = {γ−1 | γ ∈ Supp(f)}. Let c : G → G
be the underlying cocycle defining the G-grading of G. Take an arbitrary γ ∈ Supp(f)
and suppose that γ : x → y where x, y ∈ ob(G). Then γ−1 : y → x and γ−1 ◦ γ = idx.
Moreover, since c is a functor, c(γ−1) ◦ c(γ) = c(idx) = idc(x). But since G is a group it
only contains a single object. This means that idc(x) is the neutral element of the group.
Furthermore, we have by assumption that c(γ) = g. Hence, it follows that c(γ−1) = g−1

and thus Supp(f∗) ⊆ Gg−1 . In other words, f∗ ∈ AR(Gg−1) = (AR(G))g−1 . Thus,
AR(G) is a G-graded ∗-ring. �

We now give sufficient conditions for a graded ∗-ring to be symmetrically graded.
This generalizes both Nystedt and Öinert’s proof that the Leavitt path algebras are
symmetrically graded (see [41, Prop. 4.5]) and Clark, Exel and Pardo’s proof that the
Steinberg algebras are symmetrically graded (see [14, Prop. 5.1]).

Proposition 1.5.44. Let R be a ring and let S =
⊕

g∈G Sg be a G-graded ∗-ring
which is also a left R-module. Moreover, suppose that there is a set Mg ⊆ Sg such that
Sg = SpanR(Mg) for each g ∈ G. If mm∗m = m for all m ∈ Mg and g ∈ G, then S is
symmetrically G-graded.
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Proof. Take an arbitrary g ∈ G. It is enough to show that Sg ⊆ SgSg−1Sg. Since
Sg is the R-linear span of Mg, it is in fact enough to show that m ∈ SgSg−1Sg for every
m ∈Mg. But, by assumptionm = mm∗m ∈ SgSg−1Sg. Hence, we have Sg = SgSg−1Sg
and thus S is symmetrically G-graded. �

We apply Proposition 1.5.44 to some important special cases:

Corollary 1.5.45. Let G be a group and let R be a unital ring. Then the following
assertions hold:
(a) The group ring R[G] is symmetrically G-graded;
(b) The Leavitt path algebra LR(E) of any graph E is symmetrically Z-graded;
(c) The Steinberg algebra AR(G) of an ample Hausdorff G-graded groupoid G is sym-

metrically G-graded.

Proof. (a): Consider the group ring R[G]. Note that,

δg(δg)
∗δg = δgδg−1δg = (δgδg−1)δg = (δe)δg = δg.

For each g ∈ G, we see that (R[G])g = Rδg is the R-linear span of the set {δg}.
(b): Consider the Leavitt path algebra LR(E) together with the canonical Z-grading

and the involution defined above. Note that,

(αβ∗)(αβ∗)∗(αβ∗) = α(β∗β)(α∗α)β∗ = αβ∗,

for all paths α, β. Furthermore, recall that that (LR(E))n is the R-linear span of all
monomials αβ∗ with len(α)− len(β) = n (see Definition 1.5.12).

(c): ([14, Prop. 5.1]) Let G be an ample Hausdorff G-graded groupoid. Take an
arbitrary g ∈ G and let B be a compact open bissection of Gg. Then 1B ∈ (AR(G))g
and (1B)∗ = 1B−1 ∈ (AR(G))g−1 . Moreover, recall that the convolution multiplication
reduces to 1B1D = 1BD for the characteristic functions of compact open bissections
(see [14, Eqn. 2.4]). Then it follows that,

1B(1B)∗1B = 1B1B−11B = 1BB−1B = 1B ,

where BB−1B = B follows from the fact that BB−1 contains idy for every y ∈ c(B).
Furthermore, recall that (AR(G))g is the R-linear span of functions 1B where B is a
compact open bissection of Gg. �

Next, we prove that a strong grading is symmetric:

Proposition 1.5.46. If S is a strongly G-graded ring, then S is symmetrically G-
graded.

Proof. Suppose that S is strongly G-graded. Take an arbitrary g ∈ G. Then,

Sg = Seg = SeSg = (SgSg−1)Sg = SgSg−1Sg.

Hence, S is symmetrically G-graded. �

Note that Proposition 1.5.46 implies that the group ring R[G] is symmetrically
G-graded. We give an example of a ring that is symmetrically graded but not strongly
graded:
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Example 1.5.47. Let R be a unital ring and let A2 be the graph in Figure 5. Since
A2 contains a sink, it follows by Theorem 1.5.16 that LR(A2) is not strongly Z-graded.
On the other hand, by Corollary 1.5.45(b), LR(A2) is symmetrically Z-graded.

We will later make use of the following propositions:

Proposition 1.5.48 ([14, p. 8]). If S =
⊕

g∈G Sg is a symmetrically G-graded ring,
then Se is an idempotent ring.

Proof. Since the grading is symmetric, we see that Se = SeSeSe = S3
e . Hence, by

the grading, Se = S3
e ⊆ S2

e ⊆ Se. Thus, S2
e = Se. �

Proposition 1.5.49. Let S =
⊕

g∈G Sg be a symmetrically G-graded ring. The fol-
lowing assertions hold:
(a) If Se is the trivial ring, then S is the trivial ring;
(b) If Se is a unital ring, then S is a unital ring.

Proof. (a): Suppose that Se = {0}. Then Sg = SgSg−1Sg ⊆ SeSg = {0} for
every g ∈ G. Hence, S = {0}.

(b): Suppose that Se is a unital ring and that 1 is the multiplicative identity
element of Se. Take g ∈ G and sg ∈ Sg. Then sg =

∑n
i=1 risi for some ele-

ments r1, . . . , rn ∈ SgSg−1 ⊆ Se and s1, . . . , sn ∈ Sg. Thus, 1sg = 1(
∑n
i=1 risi) =∑n

i=1(1ri)si =
∑n
i=1 risi = sg. Similarly, we show that sg1 = sg. Since every element s

of S is a finite sum s =
∑
sg where sg ∈ Sg (g ∈ G), it follows that 1s = s = s1. Thus,

S also has multiplicative identity element 1. �

1.5.6. Non-degenerately graded rings. We now consider yet another type of
group graded rings. Passman seems to be the first to give the following definition (see
also [17, 43]):

Definition 1.5.50 ([46, p. 32]). A G-graded ring S =
⊕

g∈G Sg is said to be non-
degenerately G-graded if for every g ∈ G and 0 6= sg ∈ Sg we have sgSg−1 6= {0} and
Sg−1sg 6= {0}.

We show that unital strongly graded rings are non-degenerately graded:

Proposition 1.5.51. If S is a unital strongly G-graded ring, then S is non-degenerately
G-graded.

Proof. Let S be a unital strongly G-graded ring. Suppose that sgSg−1 = {0}
for some g ∈ G and sg ∈ Sg. Then sgSg−1Sg = {0}. But since S is unital strongly
G-graded, we have 1 ∈ Sg−1Sg. Hence, sg = sg · 1 ∈ sgSg−1Sg = {0}, i.e. sg = 0.
Similarly, we get that Sgsg−1 = {0} implies that sg−1 = 0. Thus, S is non-degenerately
G-graded. �

Remark 1.5.52. We make two remarks regarding Definition 1.5.50:
(a) The definition of non-degenerately graded rings relates to Passman’s notion of

component-regular graded rings (see [46, p. 32]). A G-graded ring S =
⊕

g∈G Sg
is called component-regular if l.AnnS(Sg) = r.AnnS(Sg) = {0} for every g ∈ G. It
can be proved that a non-degenerately G-graded ring S is component-regular if and
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only if every homogeneous component Sg is faithful as an Se-bimodule (see [46, p.
32]). Unital strongly G-graded rings are component-regular.

(b) Năstăsescu and van Oystaeyen [39, p. 39] call non-degenerately G-graded rings
e-faithful.

The following example shows that neither non-unital strongly graded rings nor
symmetrically graded rings need to be non-degenerately graded:

Example 1.5.53. Let K be a field and let S = {e, g} be the semigroup defined by

e · e = e, e · g = g, g · e = g and g · g = g.

Furthermore, let e1 = (1, 0) and e2 = (0, 1). Consider the twisted semigroup ring
(K ×K)[S] where multiplication is defined by the following rule:

(x1 + x2g)(y1 + y2g) = x1y1 + (x2y1e2 + x1y2e1)g,

for all x1, x2, y1, y2 ∈ K ×K. It can be proved that (K ×K)[S] becomes a ring with
this multiplication and furthermore that (K ×K)[S] is idempotent (see [40, Expl. 5]).
Now, let G = {e} be the trivial group and consider the trivial G-grading of (K ×K)[S]
defined by ((K ×K)[S])e = (K ×K)[S]. Note that this G-grading is strong since,

((K ×K)[S])e((K ×K)[S])e = ((K ×K)[S])2 = (K ×K)[S] = ((K ×K)[S])e.

By Proposition 1.5.46, we get that (K ×K)[S] is symmetrically G-graded.
Next, we show that (K×K)[S] is not non-degenerately G-graded. Let r := (0, 1)g ∈

(K ×K)[S]. Then, for all x1, x2 ∈ K ×K,

(x1 + x2g)r = x1(0, 1)e1g = 0.

In other words, (K × K)[S]r = {0}. Since r 6= 0, this shows that (K × K)[S] is not
non-degenerately G-graded.

1.6. Epsilon-strongly graded rings

The notion of an epsilon-strongly graded ring was introduced by Nystedt, Öinert
and Pinedo [42, Def. 4]. Recall that an ideal is called unital if it is equipped with a
(possibly zero) multiplicative identity element.

Definition 1.6.1 ([42, Def. 4]). Let G be a group and let S =
⊕

g∈G Sg be a G-graded
ring. We call S epsilon-strongly G-graded if SgSg−1 is a unital ideal of Se for each g ∈ G
and,

SgSh = SgSg−1Sgh ∀g, h ∈ G, (7)

SgSh = SghSh−1Sh ∀g, h ∈ G. (8)

Remark 1.6.2. Let S be an epsilon-strongly G-graded ring. We follow Nystedt, Öinert
and Pinedo’s convention of letting εg denote the multiplicative identity element of the
ideal SgSg−1 for every g ∈ G. It might happen that εg = 0 for some g ∈ G.

The following characterization was also given by Nystedt, Öinert and Pinedo:

Proposition 1.6.3 ([41, Prop. 3.1], [42, Prop. 7]). Let S be a G-graded ring. The
following assertions are equivalent:
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(a) S is epsilon-strongly G-graded;
(b) Sg is a unital SgSg−1–Sg−1Sg-bimodule for each g ∈ G;
(c) S is symmetrically G-graded and SgSg−1 is a unital ideal of Se for each g ∈ G;
(d) For every g ∈ G, the left R-module Sg is finitely generated projective and the map

ng : (Sg)R → HomR(RSg−1 , R)R, defined by ng(s)(t) = ts for s ∈ Sg and t ∈ Sg−1

is an isomorphism.

Remark 1.6.4. We make some remarks regarding Proposition 1.6.3.
(a) If S =

⊕
g∈G Sg is an epsilon-strongly G-graded ring, then it follows from Proposi-

tion 1.6.3(c) that S is symmetrically G-graded. In other words,

epsilon-strongly graded =⇒ symmetrically graded.

(b) Note that if S =
⊕

g∈G Sg is a unital strongly G-graded, then SgSg−1 = Se is a
unital ideal for each g ∈ G by Proposition 1.5.9. Furthermore, S is symmetrically G-
graded by Proposition 1.5.46. Hence, by Proposition 1.6.3(c), S is epsilon-strongly
G-graded. In other words,

unital strongly graded =⇒ epsilon-strongly graded.

Nystedt, Öinert and Pinedo’s original motivation for introducing epsilon-strong
gradings was to unify the treatment of unital strongly graded rings and so-called unital
partial crossed products. Partial crossed products were introduced by Dokuchaev, Exel
and Simón [24] as a generalization of crossed products (see Section 1.5.3).

Definition 1.6.5. A unital twisted partial action of G on a unital ring R (see e.g. [42,
p. 2]) is a triple

({αg}g∈G, {Dg}g∈G, {wg,h}(g,h)∈G×G),

where for all g, h ∈ G, Dg is a (possibly zero) unital ideal of R, αg : Dg−1 → Dg is a ring
isomorphism and wg,h is an invertible element in DgDgh. Let 1g ∈ Z(R) denote the
(not necessarily nonzero) multiplicative identity element of the ideal Dg. We require
that the following conditions hold for all g, h ∈ G:
(P1) αe = idR;
(P2) αg(Dg−1Dh) = DgDgh;
(P3) if r ∈ Dh−1D(gh)−1 , then αg(αh(r)) = wg,hαgh(r)w−1

g,h;
(P4) we,g = wg,e = 1g;
(P5) if r ∈ Dg−1DhDhl, then αg(rwh,l)wg,hl = αg(r)wg,hwgh,l.
Given a unital twisted partial action of G on R, we can form the unital partial crossed
product R ?wα G :=

⊕
g∈GDgδg where the δg’s are formal symbols. For g, h ∈ G, r ∈ Dg

and r′ ∈ Dh the multiplication is defined by the rule:

(rδg)(r
′δh) = rαg(r

′1g−1)wg,hδgh

The unital ring R?wα G is associative (see e. g. [24, Thm. 2.4]). Moreover, Nystedt,
Öinert and Pinedo [42, Thm. 35] showed that its natural G-grading is epsilon-strong.

Remark 1.6.6. The class of epsilon-strongly graded rings can be seen as an extension
of unital strongly graded rings to include the unital partial crossed products. From this
perspective, we can think of epsilon-strongly graded rings as ‘generalized unital partial
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crossed products’, similarly to how the class of strongly graded rings can be considered
to be ‘generalized crossed products’.

Next, we give a simple example of an epsilon-strongly Z-graded ring that is not
strongly Z-graded.

Example 1.6.7. Let R be a unital ring and consider the Z-grading of the ring M2(R)
given in Example 1.5.22. Recall that,

(M2(R))0 =

(
R 0
0 R

)
, (M2(R))−1 =

(
0 0
R 0

)
, (M2(R))1 =

(
0 R
0 0

)
,

and (M2(R))i =
{(

0 0
0 0

)}
for |i| > 1. Note that this grading is not strong since the

support is finite (see Proposition 1.5.8(c)). However,

(M2(R))1(M2(R))−1 =

(
R 0
0 0

)
, (M2(R))−1(M2(R))1 =

(
0 0
0 R

)
,

are unital ideals of (M2(R))0 with multiplicative identity elements:

ε1 =

(
1R 0
0 0

)
, ε−1 =

(
0 0
0 1R

)
.

Moreover, a routine check shows that (7) and (8) hold. Thus, M2(R) is epsilon-strongly
Z-graded by Definition 1.6.1. Furthermore, since M2(R) ∼=gr LR(A2) (see Example
1.5.22), this is an example of a Leavitt path algebra such that the canonical Z-grading
is epsilon-strong but not strong.

We show that the class of non-unital strongly graded rings is not contained in the
class of epsilon-strongly graded rings. To this end, we show that epsilon-strongly graded
rings are necessarily unital.

Proposition 1.6.8. If S is a non-trivial epsilon-strongly G-graded ring, then Se is a
unital ring.

Proof. By Proposition 1.6.3(c), S is symmetrically G-graded and SgSg−1 is a
unital ideal of Se for each g ∈ G. In particular, it follows that SeSe is a unital ideal.
Since S is symmetrically G-graded, it follows by Proposition 1.5.48 that SeSe = Se.
Moreover, by Proposition 1.5.49(a) and the assumption that S is a non-trivial ring, it
follows that Se is a non-trivial ring. Hence, Se is a unital ring. �

Corollary 1.6.9. If S is a non-trivial epsilon-strongly G-graded ring, then S is a unital
ring.

Proof. By Proposition 1.6.8, Se is a unital ring. From Proposition 1.6.3(c), it
follows that S is symmetrically G-graded. Now by Proposition 1.5.49(b), we get that S
is a unital ring. �

We can now construct an example of a non-unital strongly graded ring which is not
epsilon-strongly graded:
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Example 1.6.10. Let R be an idempotent but non-unital ring (for instance Example
1.4.7). Consider the grading by the trivial group G = {e} of R given by Re := R (see
Example 1.5.4). Since ReRe = Re it follows that this is a strong G-grading. However,
since R is not a unital ring, the grading is not epsilon-strong by Corollary 1.6.9.

Remark 1.6.11. Note that there are many examples (see e.g. Example 1.6.10 and
Example 1.6.12) of non-unital rings equipped with a strong G-grading. In other words,
the class of strongly graded rings is not contained in the class of epsilon-strongly graded
rings when we consider non-unital rings. In this sense the name ‘epsilon-strong’ might
be confusing.

For a more interesting example of a non-unital strongly graded ring that is not
epsilon-strongly graded, consider the following example given by Hazrat:

•

��

•

��
• // • // • // • // •

•

OO

•

OO

•

OO

Figure 9. Infinite graph (see [30, Expl. 3.13]).

Example 1.6.12 ([30, Expl. 3.13]). Let R be a unital ring and consider the graph E in
Figure 9. Note that E has infinitely many vertices and infinitely many edges. However,
the Leavitt path algebra LR(E) is strongly Z-graded (see [30, Expl. 3.13]). Since E0

is infinite, LR(E) is not unital (see Proposition 1.4.18) and hence not epsilon-strongly
Z-graded by Corollary 1.6.9.

The following is a characterization of when an epsilon-strongly G-graded ring is
strongly G-graded:

Proposition 1.6.13 ([42, Prop. 8]). Let S =
⊕

g∈G Sg be an epsilon-stronglyG-graded
ring. The grading is strong if and only if εg = 1S for every g ∈ G.

Proof. Suppose that S is epsilon-strongly G-graded. By Corollary 1.6.9, S is
unital. Moreover, by Proposition 1.5.9(b)(iii), a unital ring is strongly graded if and
only if Se = SgSg−1 for each g ∈ G. Take an arbitrary g ∈ G. Since εg is the the
multiplicative identity element of the ideal SgSg−1 ⊆ Se, the condition SgSg−1 = Se is
equivalent to εg = 1Se = 1S . Hence, S is strongly G-graded if and only if εg = 1S for
each g ∈ G. �

Our interest in Leavitt path algebras is partially motivated by the following theorem
proved by Nystedt and Öinert [41]. Note that this can be seen as an extension of
Theorem 1.5.16 by Hazrat (cf. Figure 2).
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Theorem 1.6.14 ([41, Thm. 4.1]). Let R be a unital ring and let E be a finite directed
graph. Then the canonical Z-grading of LR(E) is epsilon-strongly Z-graded.

Remark 1.6.15. Nystedt and Öinert, in fact, proved the above result for every stan-
dard G-grading of LR(E).

1.6.1. A functorial characterization of epsilon-strongly graded rings. Let
S =

⊕
g∈G Sg be a unital G-graded ring. We recall the definition of two functors, called

Ind and Coind respectively, defined on certain categories of modules. Next, we state
Dade’s famous characterization of unital strongly graded rings (see [22, Thm. 2.8]).
We also recall that S is epsilon-strongly G-graded if and only if the functors Ind and
Coind are naturally isomorphic. The latter result was given by Martínez, Pinedo and
Soler [38, Prop. 3.9], and follows directly from a previous result by Năstăsescu and van
Oystaeyen [39, Thm. 2.6.9].

The category of left S-modules, denoted by S-mod, consists of left S-modules and
S-linear maps. We now consider gradings of modules:

Definition 1.6.16. Let S =
⊕

g∈G Sg be a unital G-graded ring, let M be a unital
left S-module and let {Mx}x∈G be a family of additive subgroups of M satisfying
M =

⊕
x∈GMx and SgMx ⊆ Mgx for all g, x ∈ G. Then the pair (M, {Mx}x∈G) is

called a graded left S-module.

Example 1.6.17. Note that (SS, {Sg}g∈G) is a graded left S-module.

Example 1.6.18. Let K be a field and consider the polynomial ring S := K[x]. Recall
that K[x] is Z-graded by putting Sn := Kxn for n ≥ 0 and Sn := {0} for n < 0.
Consider the ideal I generated by the polynomial p(x) = x, i.e. I := (x). Note that I
consists of all polynomials with zero constant term. Clearly, I =

⊕
n∈Z In with In := {0}

for n ≤ 0 and In := Kxn for n > 0. Moreover, SnIm = (Kxn)(Kxm) = Kxn+m = In+m

for all n,m > 0. Hence, SnIm ⊆ In+m for all n,m ∈ Z. We conclude that I is a graded
left S-module.

We now define the category of graded modules:

Definition 1.6.19. Let S =
⊕

g∈G be a unital G-graded ring.
(a) Let (M, {Mx}g∈G), (N, {Nx}x∈G) be graded left S-modules. An S-linear map f : M →

N is called graded if f(Mx) ⊆ Nx for every x ∈ G. We write:

HomS-gr(M,N) = {f ∈ HomS(M,N) | f(Mx) ⊆ Nx ∀x ∈ G}. (9)

(b) The category of graded left S-modules, denoted by S-gr, consists of graded left S-
modules and graded S-linear maps. More precisely, the objects of S-gr are graded
left S-modules and the morphisms between M,N ∈ S-gr are given by (9).

We now recall the definition of Ind : Se-mod→ S-gr.

Definition 1.6.20. Let N ∈ Se-mod. Put,

Ind(N) := (S ⊗Se N, {Sg ⊗Re N}g∈G).

For N1, N2 ∈ Se-mod and f ∈ HomRe(N1, N2), we define,

Ind(f) := idS ⊗Ref.
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A routine check shows that Ind(N) ∈ S-gr. Moreover, Ind(f) is a graded S-linear
morphism. It is also straightforward to show that Ind : Se-mod → S-gr is a covariant
functor. We can now state Dade’s famous characterization:

Theorem 1.6.21 (Dade’s Theorem [22]). Let S =
⊕

g∈G Sg be a unital G-graded ring.
Then S is strongly G-graded if and only if the functor Ind is an equivalence of categories.

Remark 1.6.22. If S is unital strongly G-graded, then Theorem 1.6.21 implies that
Se-mod ' S-gr (i.e. the categories are equivalent). However, the converse is not true.
In other words, Se-mod ' S-gr does not in general imply that S is strongly G-graded
(cf. [39, Expl. 3.2.4]).

Next, we recall the definition of the functor Coind : Se-mod → S-gr. Let N ∈
Se-mod. We equip HomSe(S,N) with a left S-module structure by defining

(af)(x) = f(xa)

for all a ∈ S and f ∈ HomSe(S,N). Moreover, it can be shown (cf. [39, p. 34]) that

HomSe(S,N) =
⊕
g∈G

HomSe(Sg−1 , N).

Thus, we see that HomSe(S,N) is a graded left S-module.

Definition 1.6.23. Let N ∈ Se-mod. Put,

Coind(N) := (HomSe(S,N), {HomSe(Sg−1 , N)}g∈G).

For N1, N2 ∈ Se-mod and f ∈ HomSe(N1, N2), the map

Coind(f) := HomSe(S, f) : HomSe(S,N1)→ HomSe(S,N2)

is given by post-composition, i.e.,

HomSe(S,N1) 3 φ 7→ f ◦ φ ∈ HomSe(S,N2).

It is straightforward to see that Coind : Se-mod→ S-gr is a well-defined covariant
functor. Finally, we state the following characterization of epsilon-strongly graded rings:

Proposition 1.6.24 (Martínez, Pinedo, Soler [38]). Let S =
⊕

g∈G Sg be a unital
G-graded ring. Then S is epsilon-strongly G-graded if and only if the functors Ind and
Coind are naturally isomorphic.

Proof. It can be shown (see [39, Thm. 2.6.9]) that the functors Ind and Coind
are naturally isomorphic if and only if the condition (d) in Proposition 1.6.3 holds. �

Having the characterization in Proposition 1.6.24 at our disposal, we now see that
already Năstăsescu and van Oystaeyen [39] gave a number of results on this class of
rings (i.e. the class which we now call epsilon-strongly graded). We refer the reader to
Theorem 2.6.9 – Corollary 2.6.13 in [39].
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1.7. Nearly epsilon-strongly graded rings

The requirement that E is a finite graph in Theorem 1.6.14 is essential for a Leavitt
path algebra to be epsilon-strongly Z-graded (see Example 1.7.17). In this section, we
will explain how Nystedt and Öinert removed this condition and were still able to say
something substantial about the canonical Z-grading of a Leavitt path algebra.

Definition 1.7.1 ([41, Def. 3.3]). Let G be a group and let S =
⊕

g∈G Sg be a G-
graded ring. If Sg is an s-unital SgSg−1–Sg−1Sg-bimodule for each g ∈ G, then we call
S nearly epsilon-strongly G-graded.

The following characterization is similar to Proposition 1.6.3 for epsilon-strongly
graded rings:

Proposition 1.7.2 ([41, Prop. 3.3]). Let S be a G-graded ring. The following asser-
tions are equivalent:
(a) The ring S is nearly epsilon-strongly G-graded;
(b) The ring S is symmetrically graded and SgSg−1 is an s-unital ring for each g ∈ G;
(c) For each g ∈ G and each s ∈ Sg there exist some εg(s) ∈ SgSg−1 and εg(s)′ ∈ Sg−1Sg

such that εg(s)s = s = sεg(s)
′.

Note that for an epsilon-strongly G-graded ring, the ideals SgSg−1 are unital for
each g ∈ G. For a nearly epsilon-strongly G-graded ring, the ideals SgSg−1 are s-unital
for each g ∈ G. Recall that the unital rings constitute a subclass of s-unital rings.

Proposition 1.7.3. If S is an epsilon-strongly G-graded ring, then S is nearly epsilon-
strongly G-graded.

Proof. Suppose that S is epsilon-strongly G-graded. By Proposition 1.6.3(c), S
is symmetrically G-graded and SgSg−1 is unital for each g ∈ G. In particular, SgSg−1 is
s-unital for each g ∈ G. By Proposition 1.7.2, S is nearly epsilon-strongly G-graded. �

Remark 1.7.4. Consider an arbitrary G-grading {Sg}g∈G of a ring S. By Remark
1.6.4, Proposition 1.7.3 and Proposition 1.7.2(b), the following implications hold for
{Sg}g∈G:

unital strong =⇒ epsilon-strong =⇒ nearly epsilon-strong =⇒ symmetrical

Next, we will prove that only s-unital rings admit a nearly epsilon-strong grading.
First we recall the following lemma:

Lemma 1.7.5 (Tominaga [55, Thm. 1]). Let T be a ring and let M be a left (right)
T -module. Take a finite subset X ⊆ M and assume that for each x ∈ X there is some
ux ∈ T such that uxx = x (xux = x). Then, there is some u ∈ T such that for each
x ∈ X, it holds that ux = x (xu = x).

The following proposition is analogous to Proposition 1.5.49.

Proposition 1.7.6. Let S be a symmetrically G-graded ring. If Se is an s-unital ring,
then S is an s-unital ring. More precisely: if Se is s-unital, then for every s ∈ S there
are some u, u′ ∈ Se such that us = s = su′.
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Proof. Let s ∈ S with homogeneous decomposition s =
∑
g∈G sg. Note that the

set M := Supp(s) = {g ∈ G | sg 6= 0} ⊆ G is finite. Fix an arbitrary g ∈ M . By
the assumption that the grading is symmetrical, there exist a1, . . . , al ∈ SgSg−1 ⊆ Se,
b1, . . . , bk ∈ Sg−1Sg ⊆ Se and s1, . . . , sl, s

′
1, . . . , s

′
k ∈ Sg such that

sg =

l∑
i=1

aisi =

k∑
j=1

s′jbj .

Since Se is assumed to be s-unital it follows from Lemma 1.7.5 that there are some
ug, u

′
g ∈ Se such that ugai = ai and bje′u = bj for all i ∈ {1, . . . , l} and j ∈ {1, . . . k}.

Then, ugsg = sg = sgu
′
g. Since g ∈M was chosen arbitrarily, we have some ug, u′g ∈ Se

such that ugsg = sg = sgu
′
g for every g ∈ M . By Lemma 1.7.5 applied to the finite

set {sg | g ∈ M}, there are some u, u′ ∈ Se such that usg = sg = sgu
′ for every

g ∈ M . Hence, us = u
∑
g∈G sg =

∑
g∈G usg =

∑
g∈G sg = s and similarly su′ = s. In

particular, S is an s-unital ring. �

We now show that only s-unital rings admit a nearly epsilon-strong grading:

Corollary 1.7.7. If S is a nearly epsilon-strongly G-graded ring, then S is s-unital.

Proof. Suppose that S is nearly epsilon-strongly G-graded. By Proposition 1.7.2,
S is symmetrically G-graded and SgSg−1 is s-unital for each g ∈ G. In particular, SeSe
is s-unital. But by Proposition 1.5.48, SeSe = Se. Hence, Se is an s-unital ring and
thus it follows from Proposition 1.7.6 that S is an s-unital ring. �

Next, we will show that the class of s-unital strongly graded rings is included
in the class of nearly epsilon-strongly graded rings. This first lemma is analogous to
Proposition 1.5.9(a).

Lemma 1.7.8. If S is an s-unital G-graded ring, then Se is an s-unital subring of S.

Proof. Take an arbitrary element s ∈ Se. By assumption there are t, t′ ∈ S such
that ts = s = st′. Let t =

∑
g∈G tg be the decomposition of t with tg ∈ Sg. Then

s = ts =
∑
g∈G tgs is a decomposition of s. Note that s is a homogeneous element

because we assumed that s ∈ Se. By the uniqueness of the decomposition we must
therefore have that tgs = 0 for every g 6= e. Hence, s = ts = tes. Similarly, it follows
that s = st′ = st′e. Hence, Se is an s-unital ring. �

Proposition 1.7.9. If S is an s-unital strongly G-graded ring, then S is nearly epsilon-
strongly G-graded.

Proof. Since S is strongly G-graded, it is symmetrically G-graded by Proposition
1.5.46. By Proposition 1.7.2, it is enough to show that SgSg−1 is s-unital for each g ∈ G.
Since S is strong, SgSg−1 = Se for every g ∈ G. Moreover, Se is an s-unital ring by
Lemma 1.7.8. �

However, similarly to the epsilon-strongly graded case, there are strongly graded
rings which are not nearly epsilon-strongly graded.



1.7. NEARLY EPSILON-STRONGLY GRADED RINGS 35

Example 1.7.10. Let R be an idempotent ring that is not s-unital (for instance,
consider the ring in Example 1.4.7). The trivial group grading of R is defined by
Re = R (see Example 1.5.4). This grading is strong and hence also symmetrical by
Proposition 1.5.46. Seeking a contradiction, suppose that this grading is nearly epsilon-
strongly graded. By Corollary 1.7.7, we get that Re = R is s-unital, which contradicts
our assumption on R. Thus, this grading is not nearly epsilon-strong.

By combining our previous results, we obtain the following:

Corollary 1.7.11. Let S be a strongly G-graded ring. Then the following assertions
are equivalent:
(a) S is nearly epsilon-strongly G-graded;
(b) S is s-unital strongly G-graded;
(c) Se is s-unital.

Proof. (a)⇒ (b): Suppose that S is nearly epsilon-strongly G-graded. By Corol-
lary 1.7.7 we get that S is an s-unital strongly G-graded ring.

(b)⇒ (c): Apply Lemma 1.7.8.
(c)⇒ (a): Suppose that Se is s-unital. Note that since S is assumed to be strongly

G-graded, it is also symmetrically G-graded (see Proposition 1.5.46). Thus it follows
by Proposition 1.7.6 that S is s-unital strongly G-graded. Now, by Proposition 1.7.9, S
is nearly epsilon-strongly G-graded. �

Next, we recall that nearly epsilon-strongly graded rings are non-degenerately
graded:

Proposition 1.7.12 ([41, Prop. 3.4]). If S is nearly epsilon-strongly G-graded, then
S is non-degenerately G-graded.

Proof. Suppose that sgSg−1 = {0} for some g ∈ G and some sg ∈ Sg. Then
sgSg−1Sg = {0}. Since S is nearly epsilon-strongly G-graded, it follows by Proposition
1.7.2(c) that there exists some εg(sg)′ ∈ Sg−1Sg such that sgεg(sg)′ = sg. But then
sg = sgεg(sg)

′ ∈ sgSg−1Sg = {0} and thus sg = 0. Similarly, we show that Sgsg−1 = {0}
implies that sg−1 = 0. Thus S is non-degenerately G-graded. �

Nearly epsilon-strong gradings are symmetrical by Proposition 1.7.2(b). However,
symmetrical gradings need not be nearly epsilon-strong:

Example 1.7.13. Let G be the trivial group. Consider the symmetrically G-graded
ring (K ×K)[S] given in Example 1.5.53 which is not non-degenerately G-graded. By
Proposition 1.7.12 this implies that the ring (K×K)[S] cannot be nearly epsilon-strongly
G-graded. Hence, (K ×K)[S] is an example of a symmetrically G-graded ring which is
not nearly epsilon-strongly G-graded.

The main motivation for introducing nearly epsilon-strongly graded rings comes
from Leavitt path algebras. In fact, Nystedt and Öinert showed the following theorem:

Theorem 1.7.14 ([41, Thm. 4.2]). Let R be a unital ring and let E be a directed
graph. The canonical Z-grading of LR(E) is nearly epsilon-strong.
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Note that it is not assumed that the graph E is finite in Theorem 1.7.14. The next
examples show what happens when we have infinitely many vertices and infinitely many
edges, respectively.

Example 1.7.15. Consider the infinite graph given in Example 1.4.19. It follows by
Theorem 1.7.14 that LR(E) is nearly epsilon-strongly Z-graded. Moreover, note that,

(LR(E))0 = Span{v1, v2, v3, . . . },
(LR(E))i = {0} ∀i 6= 0.

We see that (LR(E))0 is too large to admit a multiplicative identity element but is still
an s-unital ring. Hence LR(E) is not unital (see Proposition 1.4.18) and does not admit
an epsilon-strong Z-grading by Corollary 1.6.9. Thus this is an example of a Z-grading
that is nearly epsilon-strong but not epsilon-strong.

Remark 1.7.16. Remark 1.7.4, Example 1.6.7, Example 1.7.15 and Example 1.7.13
show that unital strongly graded rings, epsilon-strongly graded rings, nearly epsilon-
strongly graded rings and symmetrically graded rings are proper classes of each other.
In other words, we have the following chain of proper class inclusions:

unital strong graded rings $ epsilon-strong graded rings $
$ nearly epsilon-strong graded rings $
$ symmetrically graded rings

Note that unital nearly epsilon-strongly graded rings are not necessarily epsilon-
strong:

Example 1.7.17 ([41, Expl. 4.2]). Let E consist of two vertices v1, v2 with a countably
infinite number of edges f1, f2, . . . (see Figure 10). By Proposition 1.4.18, LR(E) is a
unital ring and, by Theorem 1.7.14, LR(E) is nearly epsilon-strongly Z-graded. Note
that,

(LR(E))0 = Span{v1, v2, fif
∗
j | i, j > 0},

(LR(E))1 = Span{f1, f2, f3, . . . },
(LR(E))−1 = Span{f∗1 , f∗2 , f∗3 , . . . }.

Seeking a contradiction, suppose that LR(E) is epsilon-strongly Z-graded. By Propo-
sition 1.6.3, (LR(E))1 has a left multiplicative identity ε1 ∈ (LR(E))1(LR(E))−1. By
assumption, ε1fi = fi for all i ≥ 1. This means that we must have ε1 = v1. On the other
hand, v1 6∈ (LR(E))1(LR(E))−1. Thus, LR(E) is not epsilon-strongly Z-graded. This is
an example of a unital nearly epsilon-strongly Z-graded ring that is not epsilon-strongly
Z-graded.

•v1
(∞) // •v2

Figure 10. Two vertices, infinitely many edges (see [41, p. 2]).
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In fact, the situation in Example 1.7.15 and Example 1.7.17 can be formulated
more generally.

Lemma 1.7.18 (cf. [30, Lem. 3.2(4)], [37, Lem. 3]). Let R be a unital ring and let
E be a directed graph. A vertex v ∈ E0 is a sink or an infinite emitter if and only if
v 6∈ (LR(E))1(LR(E))−1.

Proof. First assume that v ∈ E0 is neither a sink nor an infinite emitter. Then,
v =

∑
f∈s−1(v) ff

∗ ∈ (LR(E))1(LR(E))−1. Conversely, assume that v ∈ E0 is a
sink. Seeking a contradiction, suppose that v ∈ (LR(E))1(LR(E))−1. Then v =
v2 ∈ v(LR(E))1(LR(E))−1 = {0}. This is a contradiction, since v 6= 0. Hence,
v 6∈ (LR(E))1(LR(E))−1. Next, assume that v ∈ E0 is an infinite emitter. Seeking
a contradiction, suppose that v ∈ (LR(E))1(LR(E))−1. Then, v =

∑n
i=1 αiβ

∗
i δiγ

∗
i for

some αiβi ∈ (LR(E))1, δiγ
∗
i ∈ (LR(E))−1. Note that len(γi) > 0 for every i. Then

f = fv =
∑n
i=1 αiβ

∗
i δiγ

∗
i f for infinitely many edges f . Since n is finite, this yields a

contradiction. Thus, v 6∈ (LR(E))1(LR(E))−1. �

We now prove the center upward implication in Figure 2. Let α, β be paths in a
directed graph E. We write α ≤ β if and only if α is an initial subpath of β. This gives
a partial order on the set Path(E).

Proposition 1.7.19. Let R be a unital ring and let E be a directed graph. If E is not
a finite graph, then LR(E) is not epsilon-strongly Z-graded.

Proof. If E contains infinitely many vertices, then LR(E) is not a unital ring by
Proposition 1.4.18. Hence, LR(E) is not epsilon-strongly Z-graded by Corollary 1.6.9.

Next, suppose that E contains finitely many vertices but infinitely many edges.
This implies that there are two vertices v1, v2 (not necessarily distinct) and infinitely
many edges, say, f1, f2, f3, . . . such that s(fi) = v1 and r(fi) = v2 for every i > 0.
Seeking a contradiction, suppose that LR(E) is epsilon-strongly graded. Let ε1 be
the multiplicative identity element of (LR(E))1(LR(E))−1. Since ε1fi = fi for i ≥ 0,
it follows that ε1 = v1 + ε′ for some element ε′ ∈ (LR(E))0. It can be shown (see
[41] and Proposition A.4.3) that if LR(E) is epsilon-strongly Z-graded, then for each
i ∈ Z, we have εi =

∑
αα∗ where the sum goes over a certain finite set of minimal

paths in the subpath ordering. Since v1 is a minimal path of length 0, it follows that
no other path in the sum can start at v1. In other words, v1ε

′ = 0. Hence, v1ε1 =
v1(v1 + ε′) = v1 + v1ε

′ = v1. Since (LR(E))1(LR(E))−1 is an ideal of (LR(E))0 and
ε1 ∈ (LR(E))1(LR(E))−1, it follows that v1 = v1ε1 ∈ (LR(E))1(LR(E))−1. But by
Lemma 1.7.18, v1 6∈ (LR(E))1(LR(E))−1. This contradiction proves that LR(E) is not
epsilon-strongly Z-graded. �

Here it seems appropriate to mention the following general result obtained by
Martínez, Pinedo and Soler:

Theorem 1.7.20 ([38, Thm. 3.12]). Let S be a unital G-graded ring. Then S is
epsilon-strongly G-graded if and only if S is nearly epsilon-strongly G-graded and Sg is
a finitely generated left Se-module for every g ∈ G.
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1.8. Algebraic Cuntz-Pimsner rings

The (algebraic) Cuntz-Pimsner rings were introduced by Carlsen and Ortega in [11]
using a categorical approach. Their starting point is the following definition:

Definition 1.8.1 ([11, Def. 1.1]). Let R be a ring. An R-system is a triple (P,Q, ψ)
where P and Q are R-bimodules and ψ : P ⊗RQ→ R is an R-bimodule homomorphism
from the balanced tensor product P ⊗R Q to R.

Carlsen and Ortega [11] considered representations of a given R-system:

Definition 1.8.2 ([11, Def. 1.2, Def. 3.3]). Let R be a ring and let (P,Q, ψ) be an
R-system. A covariant representation is a tuple (S, T, σ,B) such that the following
assertions hold:
(a) B is a ring;
(b) S : P → B and T : Q→ B are additive maps;
(c) σ : R→ B is a ring homomorphism;
(d) S(pr) = S(p)σ(r), S(rp) = σ(r)S(p), T (qr) = T (q)σ(r), T (rq) = σ(r)T (q) for every

r ∈ R, q ∈ Q and p ∈ P ;
(e) σ(ψ(p⊗ q)) = S(p)T (q) for all p ∈ P and q ∈ Q.
The covariant representation (S, T, σ,B) is called injective if the map σ is injective. The
covariant representation (S, T, σ,B) is called surjective if B is generated as a ring by
the set σ(R) ∪ S(P ) ∪ T (Q).

A surjective covariant representation (S, T, σ,B) is called graded if there is a Z-
grading {Bi}i∈Z of B such that σ(R) ⊆ B0, T (Q) ⊆ B1 and S(P ) ⊆ B−1.

Example 1.8.3 ([11, Expl. 1.3(1)]). Let R be any ring and put P = Q = R where we
consider R as an R-bimodule. Define ψ : P ⊗Q→ R by ψ(p⊗q) = pq. Then (P,Q, ψ) is
an R-system. Let R[x, x−1] be the Laurent polynomial ring equipped with the standard
Z-grading (see Example 1.5.3) and define T, S, σ by additively extending the relations
T (q) = qx, S(p) = px−1, σ(r) = r for all r ∈ R, q ∈ Q, p ∈ P . Then it can be shown
that (S, T, σ,R[x, x−1]) is a graded and injective representation of (P,Q, ψ).

Carlsen and Ortega [11] introduced a technical condition called Condition (FS) (see
[11, Def. 3.4]). They then considered the category of covariant representations for a
given R-system (P,Q, ψ) satisfying Condition (FS). The algebraic Cuntz-Pimsner rings
are defined as certain graded, injective covariant representations satisfying a universal
property (see Definition C.2.12). Note that unlike the Cuntz-Pimsner C∗-algebra, the
Cuntz-Pimsner ring is not well-defined for everyR-system (P,Q, ψ) (see [11, Expl. 4.11]).
However, if R is a semiprime ring, then the Cuntz-Pimsner ring is well-defined for every
R-system (P,Q, ψ) which satisfies Condition (FS) (see [11, Lem. 5.3]). If the Cuntz-
Pimsner ring of the R-system (P,Q, ψ) exists, we denote it by O(P,Q,ψ).

Besides fitting into the larger program of ‘algebrafying’ C∗-algebras, the Cuntz-
Pimsner rings are also interesting because they generalize some well-known rings. In-
deed, Carlsen and Ortega [11] gave the following examples of rings realizable as Cuntz-
Pimsner rings:
(a) Let E be a directed graph and K a unital commutative ring. The Leavitt path

algebra LK(E) is graded isomorphic to a Cuntz-Pimsner ring (see [11, Expl. 5.8]).
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(b) Let R be a unital ring, let φ ∈ Aut(R) be a ring automorphism and let γ : Z →
Aut(R) be the group homomorphism induced by γ(1) = φ. The skew group ring
R ?γ Z is graded isomorphic to a Cuntz-Pimsner ring (see [11, Expl. 5.5]). This
construction is also called a crossed product by a single automorphism.

(c) Let R be a unital ring, let u be an idempotent of R and let α be a ring isomorphism
α : R → uRu. The corner skew Laurent polynomial ring R[t+, t−, α] (see [6]) is
graded isomorphic to a Cuntz-Pimsner ring (see [11, Expl. 5.7]).
Recently, Clark, Fletcher, Hazrat and Li [44] have shown that a special class of

Steinberg algebras are also realizable as Cuntz-Pimsner rings. More precisely, they
proved the following theorem:

Theorem 1.8.4 ([44, Cor. 4.6]). Let G be a locally compact Hausdorff ample groupoid
and let c : G → Z be a cocycle. Suppose that c is unperforated in the sense that if
n > 0 and g ∈ Gn, then there exist g1, g2, . . . , gn ∈ G1 such that g = g1g2 . . . gn. Then,
AR(G) ∼=gr O(AR(G−1),AR(G1),ψ).

This is again analogous with the C∗-setting, where similar conditions exist for a
groupoid C∗-algebra to be realizable as a Cuntz-Pimsner C∗-algebra (see [49]).
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CHAPTER 2

Summary of the scientific papers

2.1. Summary of Paper A

We consider the functor UG/N and the induced quotient group gradings (see Defi-
nition 1.5.34) of epsilon-strongly graded rings. We let G-εSTRG denote the category of
epsilon-strongly G-graded rings. The main problem of Paper A is the following question:

Question 2.1.1. For which (S, {Sg}g∈G) ∈ G-εSTRG do we have,

UG/N ((S, {Sg}g∈G)) ∈ G-εSTRG?

In particular, does the functor UG/N restrict to the subcategory of epsilon-strongly
G-graded rings?

The functor UG/N restricts to the category of strongly G-graded rings (see Propo-
sition 1.5.36). However, we give an example showing that UG/N does not restrict to
G-εSTRG. Next, recall that there is a partial order ≤ defined on the idempotents E(R)
of a ring R (see Definition 1.4.8). We obtain sufficient and necessary conditions for
the induced quotient group grading of an epsilon-strongly G-graded ring to be epsilon-
strong:

Theorem 2.1.2. Let S be an epsilon-strongly G-graded ring and let N be a normal
subgroup ofG. The inducedG/N -grading {SC}C∈G/N is epsilon-strong if and only if, for
every C ∈ G/N , there is some χC ∈ E(SN ) such that f ≤ χC for all f ∈

∨
{εg | g ∈ C}.

For nearly epsilon-strongly graded rings, we obtain the following result which will
in fact be utilized in Paper E:

Proposition 2.1.3. Let N � G be a normal subgroup of G. If S is nearly epsilon-
strongly G-graded, then the induced G/N -grading {SC}C∈G/N is nearly epsilon-strong.

2.2. Summary of Paper B

Let S =
⊕

g∈G Sg be an epsilon-strongly G-graded ring. In Paper B, we show that
noetherianity and artianity of the principal component Se can be lifted to S under cer-
tain conditions. The following result is our generalization of the Hilbert Basis Theorem
for strongly graded rings (see [5]).

Theorem 2.2.1. Let G be an arbitrary polycyclic-by-finite group and let S =
⊕

g∈G Sg
be an epsilon-strongly G-graded ring. Then S is left (right) noetherian if and only if
the principal component Se is left (right) noetherian.

43
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As for artinianity, we obtain the following result:

Theorem 2.2.2. Let G be an arbitrary torsion-free group and let S =
⊕

g∈G Sg be an
epsilon-strongly G-graded ring. Then S is left (right) artinian if and only if Se is left
(right) artinian and Supp(S) is finite.

Applying this to the special case of Leavitt path algebras, we obtain a character-
ization of noetherian, artinian and semisimple Leavitt path algebras with coefficients
in a general non-commutative unital ring. Our result generalizes a similar characteri-
zation for Leavitt path algebras with coefficients in a field (see [1, Cor. 4.2.13-14] and
[16, Thm. 5.2]) and Steinberg’s recent characterization for Leavitt path algebras with
coefficients in a commutative unital ring (see [23]).

Theorem 2.2.3. Let E be a directed graph and let R be a unital ring. Consider the
Leavitt path algebra LR(E) with coefficients in R. The following assertions hold:
(a) LR(E) is a left (right) noetherian unital ring if and only if E is finite and satisfies

Condition (NE) and R is left (right) noetherian.
(b) LR(E) is a left (right) artinian unital ring if and only if E is finite acyclic and R is

left (right) artinian.
(c) If LR(E) is a semisimple unital ring, then E is finite acyclic and R is semisimple.

Conversely, if R is semisimple with n · 1R invertible for every integer n 6= 0 and E
is finite acyclic, then LR(E) is a semisimple unital ring.

As a further application, we obtain characterizations of noetherian and artinian
unital partial crossed products. Recall (see [17]) that Nystedt, Öinert and Pindeo
proved that the unital partial crossed product R?ωα G =

⊕
g∈GDgδg is epsilon-strongly

G-graded. Using Theorem 2.2.1, we establish the following result:

Corollary 2.2.4. If G is a polycyclic-by-finite group, then R ?ωα G is left (right) noe-
therian if and only if R is left (right) noetherian.

Similarly, the following corollary is a consequence of Theorem 2.2.2:

Corollary 2.2.5. Let G be a torsion-free group. Then R?ωα G is left (right) artinian if
and only if R is left (right) artinian and Dg = {0} for all but finitely many g ∈ G.

2.3. Summary of Paper C

In Paper C, we obtain partial classifications of epsilon-strongly and nearly epsilon-
strongly Z-graded algebraic Cuntz-Pimsner rings up to graded isomorphism (see Theo-
rem 2.3.4). We also obtain a complete classification of unital strongly Z-graded Cuntz-
Pimsner rings up to graded isomorphism (see Theorem 2.3.3). As an application, we
characterize noetherian and artinian corner skew Laurent polynomial rings (see Corol-
lary 2.3.6) using the results of Paper B. We also recover two results by Hazrat (see
Corollary 2.3.7 and Corollary 2.3.8).

We introduce the following special type of R-systems (see Definition 1.8.1):

Definition 2.3.1. Let R be a ring and let (P,Q, ψ) be an R-system. If R is s-unital
and P and Q are s-unital R-bimodules, then (P,Q, ψ) is called an s-unital R-system. If
R is unital and P , Q are unital R-bimodules, then (P,Q, ψ) is called a unital R-system.
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We show that an s-unital (unital)R-system gives an s-unital (unital) Cuntz-Pimsner
ring. Our main technique in characterizing the graded structure of Cuntz-Pimsner rings
involves introducing a new type of graded covariant representations. The definition is
inspired by the situation for Cuntz-Pimsner C∗-algebras. In fact, Chirvasitu [6] has
obtained sufficient and necessary conditions for the gauge action of a Cuntz-Pimsner
C∗-algebra to be free. Inspired by his work, we obtain sufficient conditions for a Cuntz-
Pimsner ring to be unital strongly Z-graded. We also introduce faithful covariant rep-
resentations and make the following useful definition:

Definition 2.3.2. Let R be ring, let (P,Q, ψ) be an R-system and let (S, T, σ,B) be a
graded covariant representation of (P,Q, ψ). For k ≥ 0 define,

I
(k)
ψ,σ = Span{σ(ψk(p⊗ q)) | p ∈ P⊗k, q ∈ Q⊗k}.

We call (S, T, σ,B) a semi-full covariant representation if B−kBk = I
(k)
ψ,σ for each k ≥ 0.

The condition in Definition 2.3.2 is chosen in such a way that we can obtain suf-
ficient conditions for the algebraic Cuntz-Pimsner ring to be nearly epsilon-strongly
graded. A crucial reduction step, based on recent work by Clark, Fletcher, Hazrat and
Li [18], tells us that we only need to consider semi-full Cuntz-Pimsner representations for
our purposes. Using this technique, we obtain partial classifications of nearly epsilon-
strongly and epsilon-strongly Z-graded Cuntz-Pimsner rings. For the unital strongly
graded case, we get the following complete classification:

Theorem 2.3.3. Let O(P,Q,ψ) be an algebraic Cuntz-Pimsner ring of some system
(P,Q, ψ). Then, O(P,Q,ψ) is unital strongly Z-graded if and only if

O(P,Q,ψ)
∼=gr O(P ′,Q′,ψ′)

where (P ′, Q′, ψ′) is an R′-system satisfying the following assertions:
(a) (P ′, Q′, ψ′) is a unital R′-system;
(b) (ιCPP ′ , ι

CP
Q′ , ι

CP
R′ ,O(P ′,Q′,ψ′)) is a semi-full and faithful covariant representation of

(P ′, Q′, ψ′);
(c) ψ′ is surjective.

We also get similar results for nearly epsilon-strongly and epsilon-strongly Z-graded
Cuntz-Pimsner rings. However, in these cases an additional technical assumption is
needed in the ‘only if’ direction. For nearly epsilon-strongly Z-graded Cuntz-Pimsner
rings, we obtain the following result:

Theorem 2.3.4. Let O(P,Q,ψ) be a Cuntz-Pimsner ring of some system (P,Q, ψ). If
O(P,Q,ψ) is nearly epsilon-strongly Z-graded and AnnO0(O1) ∩ (AnnO0(O1))⊥ = {0},
then O(P,Q,ψ)

∼=gr O(P ′,Q′,ψ′) where (P ′, Q′, ψ′) is an R′-system and the following as-
sertions are satisfied:
(a) (P ′, Q′, ψ′) is an s-unital R′-system;
(b) (ιCPP ′ , ι

CP
Q′ , ι

CP
R′ ,O(P ′,Q′,ψ′)) is a semi-full covariant representation of (P ′, Q′, ψ′);

(c) (P ′, Q′, ψ′) satisfies Condition (FS);
(d) I(k)

ψ′,ιCPO0

is s-unital for k ≥ 0.
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Conversely, if (P ′, Q′, ψ′) is an R′-system satisfying assertions (a)-(d), then O(P ′,Q′,ψ′)

is nearly epsilon-strongly Z-graded.

Remark 2.3.5. It is not clear to the author if there are nearly epsilon-strongly Z-
graded Cuntz-Pimsner rings satisfying AnnO0(O1)∩ (AnnO0(O1))⊥ 6= {0}. It might be
possible to remove this condition from Theorem 2.3.4.

As a consequence of our classification results and our Hilbert Basis Theorem for
epsilon-strongly graded rings in Paper B (see Theorem 2.2.1), we obtain the following
characterization of noetherian and artinian corner skew Laurent polynomial rings.

Corollary 2.3.6. Let R be a unital ring and let α : R → uRu be a ring isomorphism
where u is an idempotent of R. Consider the corner skew Laurent polynomial ring
R[t+, t−;α]. The following assertions hold:
(a) R[t+, t−;α] is left (right) noetherian if and only if R is left (right) noetherian;
(b) R[t+, t−;α] is neither left nor right artinian.

Furthermore, we recover two results by Hazrat. The first result gives sufficient
conditions for a corner skew Laurent polynomial ring to be strongly graded:

Corollary 2.3.7 (cf. [9, Prop. 1.6.6]). Let R be a unital ring and let α : R → uRu
be a ring isomorphism where u is an idempotent of R. Then the fractional skew group
ring R[t+, t−;α] is strongly Z-graded if u is a full idempotent.

Secondly, we recover one direction of Hazrat’s characterization of strongly graded
Leavitt path algebras of finite graphs (see Figure 2 and Theorem 1.5.16).

Corollary 2.3.8 (cf. [11, Thm. 3.15]). Let E be a finite graph without any sinks and
let R be a unital ring. Then the Leavitt path algebra LR(E) is strongly Z-graded.

2.4. Summary of Paper D

A ring R (possibly non-unital) is called von Neumann regular if x ∈ xRx for every
x ∈ R. In other words: for every x ∈ R, we can find some ‘weak inverse’ y ∈ R such
that x = xyx. If R is unital, this property is equivalent to every left R-module being
flat (see [13, Thm. 4.21]). Note that e.g. fields are von Neumann regular. On the other
hand, the ring of integers Z is not von Neumann regular. The class of von Neumann
regular rings is well-studied (see e.g. [8]).

We consider the graded version of the von Neumann regularity condition:

Definition 2.4.1 (Năstăsescu and van Oystaeyen [15]). Let S =
⊕

g∈G Sg be a G-
graded ring. Then S is called graded von Neumann regular if for every homogeneous
element xg ∈ Sg (g ∈ G) there exists some y ∈ S such that xg = xgyxg.

This definition was thoroughly investigated in the context of unital strongly G-
graded rings. Notably, Năstăsescu and van Oystaeyen [15, Cor. C.I.5.3] obtained the
following as a consequence of Dade’s Theorem:

Theorem 2.4.2 (Năstăsescu and van Oystaeyen [15]). Let S =
⊕

g∈G Sg be a unital
strongly G-graded ring. Then S is graded von Neumann regular if and only if Se is von
Neumann regular.
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Proof. Recall that S is graded von Neumann regular if and only if every module
M ∈ S-gr is gr-flat (see [15, Prop. I.5.4.3]). However, gr-flat is equivalent to flat (see
[15, Prop. I.2.18]). By Dade’s theorem (see Theorem 1.6.21), we have an equivalence of
categories S-gr ' Se-mod. Since flatness is a categorical property, it follows that every
Se-module is flat if and only if every graded S-module is flat. In other words, Se is von
Neumann regular if and only if S is graded von Neumann regular. �

The main result of Paper D is the following generalization of Theorem 2.4.2:

Theorem 2.4.3. Let S =
⊕

g∈G Sg be aG-graded ring. Then S is graded von Neumann
regular if only if the ring Se is von Neumann regular and S is nearly epsilon-strongly
G-graded.

Remark 2.4.4. Note that S is not necessarily unital in Theorem 2.4.3.

Let us now consider Leavitt path algebras. Let K be a field. Abrams and Ran-
gaswamy [4] established that the Leavitt path algebra LK(E) is von Neumann regular
if and only if E is acyclic. However, considering LK(E) equipped with its standard
Z-grading, Hazrat [10] proved that LK(E) is always graded von Neumann regular. Uti-
lizing Theorem 2.4.3, the following extension of Hazrat’s result is shown in Paper D:

Theorem 2.4.5. Let R be a unital ring and let E be a directed graph. Then LR(E)
is graded von Neumann regular if and only if R is von Neumann regular.

We explain the context and significance of Theorem 2.4.5. Recall that there is
a proposed program to classify Leavitt path algebras by using techniques similar to
what Rørdam and Kirchberg–Phillips used to established their celebrated classification
results for graph C∗-algebras (see e.g. [1, Sect. 7.3.1]). This approach utilizes certain
moves defined on graphs similar to Reidemeister moves for knots. One of these moves
is the so-called Cuntz splice. The Morita invariance of this move is an important open
question. Even in the special cases K = C or K = F2, this is still an open question.
(cf. [25, p. 16] and Tomforde’s web site [24])

(a) E2 (b) E−2

Figure 1. The Cuntz splice

Question 2.4.6 (Ruiz-Tomforde [22]). The Cuntz splice transforms the graph E2 to
E−2 (see Figure 1). Are LR(E2) and LR(E−2 ) Morita equivalent?

Rørdam [21] showed that C∗(E2) ∼= C∗(E−2 ) as C∗-algebras. The following result
provides some empirical evidence that the answer to Question 2.4.6, in the special case
when R = Z, might be ‘no’.



48 2. SUMMARY OF THE SCIENTIFIC PAPERS

Theorem 2.4.7 (Johansen and Sørensen [12]). The Leavitt path algebras LZ(E2) and
LZ(E−2 ) are not ∗-isomorphic.

Using Theorem 2.4.5 we can now make an observation regarding Theorem 2.4.7.
Note that LZ(E2) and LZ(E−2 ) are not graded von Neumann regular. On the other
hand, LC(E2) and LC(E−2 ) are graded von Neumann regular. This is likely not enough
to fully explain the result in Theorem 2.4.7, but our observation demonstrates that the
coefficient ring R does in fact matter with regards to the algebraic structure of the
Leavitt path algebra LR(E).

Next, we outline some further applications obtained in Paper D. Recall that a ring R
is called semiprime if aRa = 0 implies a = 0. Moreover, a ring R is called semiprimitive
if the Jacobson radical J(R) is zero. Abrams and Aranda Pino [3] showed that Leavitt
path algebras over fields are semiprimitive and semiprime. In Paper D, we obtain the
following generalization of Theorem 2.4.5:

Corollary 2.4.8. Let R be a von Neumann regular unital ring and let E be a directed
graph. Then LR(E) is semiprimitive and semiprime.

We also recover the following result which Hazrat [10] previously established using
other methods:

Corollary 2.4.9 (cf. [10, Prop. 8]). Let R be a unital ring and let α : R→ uRu be a
ring isomorphism where u is an idempotent of R. The corner skew Laurent polynomial
ring R[t+, t−;α] is a graded von Neumann regular ring if and only if R is von Neumann
regular.

Finally, we obtain the following sufficient condition for a corner skew Laurent poly-
nomial ring to be semiprimitive and semiprime:

Corollary 2.4.10. Let R be a unital ring and let α : R→ uRu be a ring isomorphism
where u is an idempotent of R. If R is von Neumann regular, then the corner skew
Laurent polynomial ring R[t+, t−;α] is semiprimitive and semiprime.

2.5. Summary of Paper E

In Paper E, we generalize a result by Passman [20] on the primeness of unital
strongly graded rings to (not necessarily unital) nearly epsilon-strongly graded rings.
Recall that a proper ideal P is called prime if for all ideals A,B such that AB ⊆ P
we have A ⊆ P or B ⊆ P . A ring R is called prime if the zero ideal is prime. A
commutative ring is prime if and only it is an integral domain. In this sense, we can
view prime rings to be a non-commutative generalization of integral domains.

In 1963, Connell famously established the following characterization:

Theorem 2.5.1 (Connell [7]). Let R be a unital ring and let G be a group. The group
ring R[G] is prime if and only if R is prime and G has no non-trivial finite normal
subgroups.

We will see that there are generalizations of Connell’s Theorem to large classes of
group graded rings. First, we need the following definition:
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Definition 2.5.2 (cf. Passman [19]). Let S =
⊕

g∈G Sg be a G-graded ring. For a
subset I ⊆ S and x ∈ G, we consider the subset Ix := Sx−1ISx. Let H be a subgroup
of G. If Ix ⊆ I for every x ∈ H, then I is called H-invariant. Let N be a normal
subgroup of H. Then I is called H/N-invariant if SC−1ISC ⊆ I for every C ∈ H/N .

Example 2.5.3. In this example, we let g denote the generator of the infinite cyclic
group Z. Let S := M2(C) be equipped with the Z-grading given in Example 1.5.22.
Recall that:

Se =

(
C 0
0 C

)
, Sg−1 =

(
0 0
C 0

)
, Sg =

(
0 C
0 0

)
,

and Sgi =
{(

0 0
0 0

)}
for |i| > 1. Consider the following ideals of Se:

(0) =

((
0 0
0 0

))
, I1 =

((
1 0
0 0

))
, and I2 =

((
0 0
0 1

))
.

Then
(

0 0
1 0

)(
1 0
0 0

)(
0 1
0 0

)
=
(

0 0
0 1

)
∈ Sg−1I1Sg = (I1)g, but

(
0 0
0 1

)
6∈ I1. Hence, I1 is not

Z-invariant. Similarly,
(

0 1
0 0

)(
0 0
0 1

)(
0 0
1 0

)
=
(

1 0
0 0

)
∈ SgI2Sg−1 = (I2)g

−1

, but
(

1 0
0 0

)
6∈ I2,

which proves that I2 is not Z-invariant. However, (0) is a Z-invariant ideal of (M2(C))0.

Using an involved bookkeeping device, Passman obtained the following generaliza-
tion of Connell’s Theorem:

Theorem 2.5.4 (Passman [20]). If S is a unital strongly G-graded ring, then S is not
prime if and only if there exist:
(a) subgroups N �H ⊆ G with N finite,
(b) an H-invariant ideal I of Se with IxI = {0} for every x ∈ G \H, and
(c) nonzero H-invariant ideals Ã, B̃ of SN with Ã, B̃ ⊆ ISN and ÃB̃ = {0}.

Our main result is a generalization of Passman’s Theorem 2.5.4 to (not necessarily
unital) nearly epsilon-strongly graded rings. Our decision to work with nearly epsilon-
strongly graded rings, rather than epsilon-strongly graded rings, is mainly motivated
by our application to prime Leavitt path algebras. However, there is also a technical
reason. As we discovered in Paper A, the category of nearly epsilon-strongly graded
rings has the crucial property that it is closed under the induced quotient group grading
construction (see Proposition 2.1.3). This allows us to adapt Passman’s methods from
the unital strongly graded setting, but not without non-trivial technical difficulties.

We obtain the following characterization:

Theorem 2.5.5. Let S be a nearly epsilon-strongly G-graded ring. Then S is not
prime if and only if there exists:
(a) subgroups N �H ⊆ G with N finite,
(b) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(c) nonzero H/N -invariant ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN and ÃB̃ = {0}.

Remark 2.5.6. We make two remarks regarding Theorem 2.5.5:
(a) In Paper E, we give several equivalent versions of the conditions (a)-(c).
(b) Note that H/N -invariance implies H-invariance (see Lemma E.3.13). For strongly

graded rings, the reverse implication holds (see Proposition 2.5.11). Hence, we
recover Passman’s Theorem 2.5.4 as a special case of Theorem 2.5.5.
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We now summarize the applications given in Paper E. For unital partial crossed
products, we obtain the following result:

Corollary 2.5.7. Let R?wα G be a unital partial crossed product where G is a torsion-
free group. Then R ?wα G is prime if and only if R is G-prime.

We obtain an analogous result for s-unital partial skew group rings (see Theo-
rem E.13.5). We also consider prime Leavitt path algebras. Recall the following:

Definition 2.5.8. Let E be a directed graph. The graph E is said to satisfy Condition
(MT-3) if for every pair of vertices u, v ∈ E0, there is some vertex w ∈ E0 such that
there are paths from u to w and from v to w.

In the case of Leavitt path algebras over a field K, it was shown by Abrams, Bell
and Rangaswamy that LK(E) is prime if and only if E satisfies Condition (MT-3) (see
[2, Thm. 1.4]). In the case of Leavitt path algebras with coefficients in a commutative
unital ring, a generalization was obtained by Larki (see [14, Prop. 4.5]). We obtain the
following further generalization:

Theorem 2.5.9. Let LR(E) be a Leavitt path algebra over a unital ring R. Then
LR(E) is prime if and only if R is prime and E satisfies Condition (MT-3).

Moreover, we show a Connell-type result for non-unital group rings. Often the
group ring R[G] is considered only for unital R. However, this construction generalizes
in a straightforward manner to non-unital coefficient rings. If R is s-unital, then R[G]
can be proven to be nearly epsilon-strongly G-graded. We obtain the following result:

Theorem 2.5.10. Let R be an s-unital ring and let G be a group. Then the group ring
R[G] is prime if and only if R is prime and G has no non-trivial finite normal subgroups.

For completeness, we include a proof of the following insight by Lundström:

Proposition 2.5.11. Let N �H be groups and let S be a strongly H-graded ring. An
ideal I of SN is H/N -invariant if I is H-invariant.

Proof. Note that SNSy = SNy = SyN = SySN for every y ∈ H. Suppose that
I is H-invariant and take x ∈ H. Then Sx−1ISx ⊆ I. We thus get Sx−1NISxN =
SN (Sx−1ISx)SN ⊆ SNISN ⊆ I where the last inclusion follows since I is an ideal of
SN . Hence, I is H/N -invariant. �
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Daniel Lännström

Let G be a group and let S =
⊕

g∈G Sg be a G-graded ring. Given a
normal subgroup N of G, there is a naturally induced G/N -grading
of S. It is well-known that if S is strongly G-graded, then the
induced G/N -grading is strong for any N . The class of epsilon-
strongly graded rings was recently introduced by Nystedt, Öinert
and Pinedo as a generalization of unital strongly graded rings. We
give an example of an epsilon-strongly graded partial skew group
ring such that the induced quotient group grading is not epsilon-
strong. Moreover, we give necessary and sufficient conditions for
the induced G/N -grading of an epsilon-strongly G-graded ring to
be epsilon-strong. Our method involves relating different types of
rings equipped with local units (s-unital rings, rings with sets of
local units, rings with enough idempotents) with generalized epsilon-
strongly graded rings.

A.1. Introduction

Let G be an arbitrary group with neutral element e. Our rings will be associative
but not necessarily unital. Recall that a G-grading of a ring S is a family of additive
subgroups {Sg}g∈G of S such that (i) S =

⊕
g∈G Sg and (ii) SgSh ⊆ Sgh for all g, h ∈ G.

If the stronger condition SgSh = Sgh holds for all g, h ∈ G, then the G-grading is called
strong. The Sg’s are called homogeneous components. The principal component Se,
i.e. the homogeneous component corresponding to the neutral element e, is a subring
of S. In general, there are many different G-gradings of a fixed ring S. However, as
is common in the literature, we will write ‘S is a G-graded ring’ when we consider S
together with some implicit G-grading.
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We now recall the construction of the induced quotient grading. Let S =
⊕

g∈G Sg
be a G-graded ring and let N be a normal subgroup of G. There is a natural way to
define a new, induced G/N -grading of S. Let,

SC :=
⊕
g∈C

Sg, ∀C ∈ G/N.

It is straightforward to check that (i) S =
⊕

C∈G/N SC and (ii) SCSC′ ⊆ SCC′ for any
C,C′ ∈ G/N . The G/N -grading {SC}C∈G/N of S is called the induced G/N-grading.
Note that the principal component of this G/N -grading is SeN = SN . It is well-known
that the ‘strongness’ of the grading is preserved under this construction: If the original
G-grading {Sg}g∈G is strong, then the induced G/N -grading {SC}C∈G/N is strong (cf.
Proposition A.2.1). This property is of particular importance for the theory of strongly
group graded rings initiated by Dade (see Section A.2).

The class of epsilon-strongly G-graded rings was introduced by Nystedt, Öinert and
Pinedo [17] as a generalization of unital strongly G-graded rings. A G-grading {Sg}g∈G
of S is epsilon-strong if any only if, for every g ∈ G, there is an element εg ∈ SgSg−1 such
that for all s ∈ Sg the equations εgs = s = sεg−1 hold (see [17, Prop. 7]). In that case
we say that S is epsilon-strongly G-graded. It is natural to ask if ‘epsilon-strongness’ is
preserved by the induced quotient grading. This question was the starting point of this
paper.

Question A.1.1. If {Sg}g∈G is epsilon-strong, is then {SC}C∈G/N epsilon-strong?

We will give an example of an epsilon-strongly graded unital partial skew group ring
such that the induced quotient group grading is not epsilon-strong (Example A.7.2).
Our main result is a characterization of when the induced quotient group grading is
epsilon-strong in terms of idempotents of the principal component (Theorem A.1.2).

To be able to formulate our main theorem, we first need some notation. For any
ring R, let E(R) denote the set of idempotents of R. There is a partial order on E(R)
defined by a ≤ b ⇐⇒ a = ab = ba. Let ∨ and ∧ denote the least upper bound
and greatest lower bound with respect to this ordering. In the case where a, b ∈ E(R)
commute, it can be proven that a∨b = a+b−ab and a∧b = ab. For any set F ⊆ E(R),
we write

∨
F for the ∨-closure of F ; i.e. a, b ∈

∨
F =⇒ a∨ b ∈

∨
F provided that the

upper bound a ∨ b exists. Recall (see [17, Prop. 5]) that if {Sg}g∈G is epsilon-strong,
then the elements εg are central idempotents of the principal component Se. Our main
result reads as follows:

Theorem A.1.2. Let S be an epsilon-strongly G-graded ring and let N be a subgroup
of G. The induced G/N -grading {SC}C∈G/N is epsilon-strong if and only if, for every
C ∈ G/N , there is some element χC ∈ E(SN ) such that f ≤ χC for all f ∈

∨
{εg | g ∈

C}.

Our method to prove Theorem A.1.2 involves generalizations of epsilon-strongly
graded rings, which we call Nystedt-Öinert-Pinedo graded rings (see Section A.3). The
first generalization is the class of nearly epsilon-strongly G-graded rings introduced by
Nystedt and Öinert in [16] (see also [15]). Inspired by their definition, we will introduce
two additional families of graded rings: essentially and virtually epsilon-strongly graded
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rings (see Definition A.3.3). The proof of Theorem A.1.2 will amount to showing that
any induced quotient group grading of an epsilon-strongly graded ring is essentially
epsilon-strong (Theorem A.5.15).

This paper will hopefully be the beginning of a larger effort to develop a theory of
epsilon-strongly graded rings similar to the theory of strongly graded rings (cf. Section
A.2). Seemingly unrelated to the present investigation, the induced quotient group
grading construction has been studied independently in [10] and [18].

Below is an outline of the rest of this paper:
In Section A.2, we give some additional background and a precise formulation of

the problems considered in this paper.
In Section A.3, we define and prove some basic results about Nystedt-Öinert-Pinedo

graded rings. In particular, we prove that only unital rings admit epsilon-strong gradings
(Proposition A.3.8).

In Section A.4, we prove that Leavitt path algebras are virtually epsilon-strongly
G-graded (Proposition A.4.3). This class will be an important source of examples.

In Section A.5, we investigate the induced quotient group gradings of Nystedt-
Öinert-Pinedo graded rings. We prove that the induced G/N -grading of a nearly
epsilon-strongly G-graded ring is also nearly epsilon-strong (Proposition A.5.8). Un-
der certain assumptions, the same conclusion also holds for essentially epsilon-strongly
graded rings (Corollary A.5.11) and virtually epsilon-strongly graded rings (Proposition
A.5.13). As a special case, we get that the induced G/N -grading of a Leavitt path al-
gebra is also virtually epsilon-strong (Corollary A.5.14). Finally, we establish our main
results: Theorem A.5.15 and Theorem A.1.2.

In Section A.6, we introduce a special type of epsilon-strong G-gradings called
epsilon-finite gradings. This class has the property that for any normal subgroup N
of G, the induced G/N -grading is epsilon-finite (Proposition A.6.3). Moreover, one-
sided noetherianity of the principal component Se is a sufficient condition for S to be
epsilon-strongly G-graded (Theorem A.6.5).

In Section A.7, we give an example of an epsilon-strongly Z-graded ring such that
the induced Z/2Z-grading is not epsilon-strong (Example A.7.2).

In Section A.8, we consider induced quotient group gradings of epsilon-crossed
products (see Section A.2.2). We give sufficient conditions for the induced G/N -grading
of a unital partial skew group ring to give an epsilon-crossed product (Proposition A.8.3).

A.2. The induced quotient group grading functor

Broadly speaking, we aim to investigate how the theory of strongly group graded
rings relates to epsilon-strongly graded ring. The systematic study of strongly group
graded rings began with Dade’s seminal paper [6]. In that paper, he took a functorial
approach and studied certain functors defined on the categories of strongly group graded
rings and modules. Most notable is the celebrated Dade’s Theorem, which asserts that a
G-graded ring S is strongly graded if and only if the category of graded modules over S is
equivalent to the category of modules over Se. The following introductory example from
[6] shows the relation to classical Clifford theory. Let G be an arbitrary group and recall
that the complex group ring C[G] =

⊕
g∈G Cδg is stronglyG-graded. Furthermore, letN
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be a normal subgroup of G. The induced quotient group grading C[G] =
⊕

C∈G/N SC is
strong. Note that SN =

⊕
g∈N Cδg = C[N ]. By Dade’s Theorem, there is an equivalence

of categories between graded C[G]-modules and C[N ]-modules. This example motivates
us to take a functorial approach and to study the induced quotient group gradings of
epsilon-strongly graded rings.

In the remainder of this section, we will introduce further notation to precisely
formulate the problems considered in this paper.

A.2.1. Category of epsilon-strongly graded rings. Let G-RING denote the
category of rings equipped with a G-grading. More precisely, the objects of G-RING
are pairs (S, {Sg}g∈G) where S is a ring and {Sg}g∈G is a G-grading of S. The
morphisms are ring homomorphisms that respect the gradings. To make this more
precise, let (S, {Sg}g∈G) and (T, {Tg}g∈G) be objects in G-RING. The ring homo-
morphism φ : S → T is called G-graded if φ(Sg) ⊆ Tg for each g ∈ G. The class
hom((S, {Sg}g∈G), (T, {Tg}g∈G)) consists of the G-graded ring homomorphisms S → T .
By the definition of G-RING, it is straightforward to see that the category of strongly
G-graded rings, which we denote by G-STRG, is a full subcategory of G-RING. We
will later work with other subclasses of G-gradings, which similarly corresponds to full
subcategories of G-RING.

Next, we recall (see e.g. [13, pg. 3]) the definition of the induced quotient grading
functor. With the notation above, let N be a normal subgroup of G and let {SC}C∈G/N ,
{TC}C∈G/N be the induced G/N -gradings of S and T respectively. If φ : S → T is a
G-graded homomorphism, then φ(SC) ⊆ TC for each C ∈ G/N . Hence, φ : S → T is
G/N -graded with respect to the induced G/N -gradings. This implies that the induced
quotient group grading construction defines a functor,

UG/N : G-RING→ G/N -RING,

(S, {Sg}g∈G) 7→ (S, {SC}C∈G/N ),

hom((S, {Sg}g∈G), (T, {Tg}g∈G)) 3 φ 7→ φ ∈ hom((S, {SC}C∈G/N ), (T, {TC}C∈G/N )).

It is well-known that ‘strongness’ is preserved by the induced quotient group grad-
ing:

Proposition A.2.1. (cf. [13, Prop. 1.2.2]) Let G be an arbitrary group and let N be
any normal subgroup of G. The functor UG/N restricts to the subcategory G-STRG.
In other words, the functor,

UG/N : G-STRG→ G/N -STRG,

is well-defined.

We denote the category of epsilon-strongly G-graded rings by G-εSTRG. The
objects of this category are epsilon-strongly G-graded rings and the morphisms are G-
graded ring homomorphisms. The basic problem of this paper (cf. Question A.1.1) can
be reformulated as:

Question A.2.2. For which objects (S, {Sg}g∈G) ∈ ob(G-εSTRG) do we have that,

UG/N ((S, {Sg}g∈G)) = (S, {SC}C∈G/N ) ∈ ob(G/N -εSTRG)? (10)
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In particular, is the restriction of UG/N to G-εSTRG well-defined?

We will give an example of an epsilon-stronglyG-graded ring such that (10) does not
hold (Example A.7.2). In other words, the functor UG/N does not restrict to G-εSTRG.
Note that Theorem A.1.2 provides a complete answer to Question A.2.2, i.e. a charac-
terization of (S, {Sg}g∈G) ∈ ob(G-εSTRG) such that (10) holds.

A.2.2. Epsilon-crossed products. Let S be a strongly G-graded ring. Recall
(see e.g. [13, pg. 2]) that S is called an algebraic crossed product if Sg contains an
invertible element for each g ∈ G. The class of epsilon-crossed products was introduced
by Nystedt, Öinert and Pinedo in [17] as an ‘epsilon-analogue’ of the classical algebraic
crossed products. Let G be an arbitrary group and let S be an arbitrary epsilon-strongly
G-graded ring. In other words, take an arbitrary object (S, {Sg}g∈G) ∈ ob(G-εSTRG).
Recall (see [17, Def. 30]) that an element s ∈ Sg is called epsilon-invertible if there
exists some element t ∈ Sg−1 such that st = εg and ts = εg−1 . Furthermore, recall
(see [17, Def. 32]) that (S, {Sg}g∈G) is called an epsilon-crossed product if there is
an epsilon-invertible element in Sg for all g ∈ G. Let G-εCROSS denote the category
of epsilon-crossed products. The morphisms are G-graded ring homomorphisms. It is
straightforward to show that G-εCROSS is a full subcategory of G-εSTRG.

For an algebraic crossed-product, the induced quotient group grading gives an alge-
braic crossed product (see e.g. [13, Prop. 1.2.2]). It is natural to ask when the induced
quotient grading of an epsilon-crossed product gives an epsilon-crossed product. This
is better formulated in terms of the functor UG/N :

Question A.2.3. For which objects (S, {Sg}g∈G) ∈ ob(G-εCROSS) do we have that,

UG/N ((S, {Sg}g∈G) = (S, {SC}C∈G/N ) ∈ ob(G/N -εCROSS)?

The author has not been able to answer Question A.2.3 in full generality. How-
ever, in Section 7, we will provide examples of epsilon-crossed products (S, {Sg}g∈G) ∈
ob(G-εCROSS) such that (S, {SC}C∈G/N ) ∈ ob(G/N -εCROSS) and examples such that
(S, {SC}C∈G/N ) 6∈ ob(G/N -εCROSS).

A.3. Nystedt-Öinert-Pinedo graded rings

The purpose of this section is to introduce two new generalizations of epsilon-
strongly graded rings. To this end, we recall several different ways in which a non-
unital ring might have approximate multiplicative identity elements (also known as
local units). We refer the reader to [14] for a detailed survey of these definitions. A ring
R has a set of local units E if E is a ∨-closed subset of E(R) consisting of commuting
idempotents such that for every r ∈ R there exists some f ∈ E such that fr = rf = r
(cf. [3] and [14, Def. 21]). A ring R is said to have enough idempotents if there is a
set F of pairwise orthogonal, commuting idempotents such that

∨
F is a set of local

units for R (cf. e.g. [14, Def. 27]). Finally, recall that a ring R is called s-unital if
x ∈ xR ∩Rx for each x ∈ R. This is equivalent to that there, for every positive integer
n and elements s1, s2, . . . , sn ∈ R, exists some f ∈ R satisfying fsi = sif = si for all
1 ≤ i ≤ n (see [20, Thm. 1]). These definitions relate to each other in the following
way.
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Proposition A.3.1. ([14]) The following strict inclusions hold between the classes of
rings.

{unital rings} ( {rings with enough idempotents}
( {rings with sets of local units}
( {s-unital rings}.

Before defining Nystedt-Öinert-Pinedo graded rings, we recall the following:

Definition A.3.2. ([5, Def. 4.5]) A G-graded ring S is called symmetrically graded if,

SgSg−1Sg = Sg, ∀g ∈ G.

Consider a G-graded ring S =
⊕

g∈G Sg where the principal component is Se. Note
that SgSg−1 ⊆ Se is an Se-ideal for each g ∈ G. The classes of Nystedt-Öinert-Pinedo
graded rings correspond to symmetrically G-graded rings with local unit properties on
the rings SgSg−1 according to the following:

class SgSg−1

epsilon-strongly (see [17]) unital ring
virtually epsilon-strongly ring with enough idempotents
essentially epsilon-strongly ring with sets of local units

nearly epsilon-strongly (see [16]) s-unital ring

Figure 1. Nystedt-Öinert-Pinedo classes of graded rings

We also explicitly write down these crucial definitions.

Definition A.3.3. Let S =
⊕

g∈G Sg be a symmetrically G-graded ring.

(a) If SgSg−1 is a unital ring for each g ∈ G, then S is called epsilon-strongly graded
(cf. [17, Prop. 7]).

(b) If SgSg−1 is a ring with enough idempotents for each g ∈ G, then S is called virtually
epsilon-strongly graded.

(c) If SgSg−1 is a ring with a set of local units for each g ∈ G, then S is called essentially
epsilon-strongly graded.

(d) If SgSg−1 is an s-unital ring for each g ∈ G, then S is called nearly epsilon-strongly
graded (cf. [16, Prop. 10]).

The notion of an essentially epsilon-strong grading will be central to our study
of the induced quotient group gradings of epsilon-strongly graded rings (see Theorem
A.5.15). Moreover, virtually epsilon-strong gradings relate to Leavitt path algebras (see
Proposition A.4.3).

Remark A.3.4. We make some remarks concerning Definition A.3.3.
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(a) By Proposition A.3.1, we have the following strict inclusions between the classes of
Nystedt-Öinert-Pinedo graded rings:

{epsilon-strongly graded rings} ( {virtually epsilon-strongly graded rings}
( {essentially epsilon-strongly graded rings}
( {nearly epsilon-strongly graded rings}.

(b) Let R be a ring that has a set of local unit but does not have enough idempotents
(see [14, Expl. 28]). Then R is graded by the trivial group by putting Se := R.
Note that RR = R is a ring with a set of local units. Hence, R is trivially essentially
epsilon-strongly graded. However, since R does not have enough idempotents, this
grading cannot be virtually epsilon-strong. In fact, this is our only example distin-
guishing essentially epsilon-strong gradings from virtually epsilon-strong gradings
(see Remark A.5.16).

We recall the following characterization, which will be used implicitly in the rest of
this paper. Note that Proposition A.3.5(a) implies that the definition of epsilon-strong
given in the introduction is equivalent to Definition A.3.3(a).

Proposition A.3.5. ([16, Prop. 7, Prop. 10]) Let S =
⊕

g∈G Sg be a G-graded ring.
The following assertions hold:
(a) S is epsilon-strongly graded if and only if, for each g ∈ G, there exist εg ∈ SgSg−1

and εg−1 ∈ Sg−1Sg such that εgs = s = sεg−1 for every s ∈ Sg;
(b) S is nearly epsilon-strongly graded if and only if, for each g ∈ G and s ∈ Sg, there

exist εg(s) ∈ SgSg−1 and ε′g(s) ∈ Sg−1Sg such that εg(s)s = s = sε′g(s).

For unital rings, the class of strongly graded rings is a subclass of epsilon-strongly
graded rings. However, for general non-unital rings, this is not the case.

Proposition A.3.6. A unital strongly G-graded ring S =
⊕

g∈G Sg is epsilon-strongly
G-graded.

Proof. Note that SgSg−1 = Se is a unital ring for every g ∈ G. �

Example A.3.7. (Example of a strongly graded ring that is not epsilon-strongly
graded)

Let R be an idempotent ring without multiplicative identity and consider R graded
by the trivial group by putting Se := R. Since SeSe = RR = R = Se, the grading is
strong. On the other hand, SeSe = R is not unital. Hence, by definition, the grading
cannot be epsilon-strong.

In fact, it turns out that every epsilon-strongly G-graded ring is unital. For this
purpose, we recall that if R is a ring with a left multiplicative identity element ε and a
right multiplicative identity element ε′, then ε = ε′ is a multiplicative identity element
of R.

Proposition A.3.8. If S is an epsilon-strongly G-graded ring, then S is unital with
multiplicative identity element εe. In that case, Se is a unital subring of S.
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Proof. Let R denote the principal component of S. By Proposition A.3.5, there
are two, a priori distinct, elements εe, ε′e ∈ S2

e ⊆ R such that εer = r = rε′e for any
r ∈ R. This means that εe = ε′e is a multiplicative identity element of R. Take an
arbitrary element g ∈ G. There are εg ∈ SgSg−1 ⊆ R and ε′g ∈ Sg−1Sg ⊆ R such that
εgsg = sg = sgε

′
g for all sg ∈ Sg. Fix an arbitrary sg ∈ Sg. Then,

εesg = εe(εgsg) = (εeεg)sg = εgsg = sg,

and similarly, sgεe = sg. Since a general element s ∈ S is a finite sum s =
∑
sg of

elements sg ∈ Sg, it follows that εe is a multiplicative identity element of S. �

Remark A.3.9. Note that by Proposition A.3.8, only unital rings admit an epsilon-
strong grading. However, there are a lot of virtually epsilon-strongly graded rings which
are not unital. In the next section we will give an example of such a ring (Example
A.4.5).

For the remainder of this section, we briefly consider gradings of the factor ring S/I.
If S is G-graded, then S/I inherits a G-grading for certain ideals I. More precisely, let
G be an arbitrary group and let S =

⊕
g∈G Sg be a G-graded ring. Recall that an ideal

I of S is called homogeneous (or graded) if I =
⊕

g∈G(I ∩ Sg). If I is a homogeneous
ideal, then the factor ring is naturally G-graded by,

S/I =
⊕
g∈G

Sg/(I ∩ Sg) =
⊕
g∈G

(Sg + I)/I. (11)

We will show that if S is epsilon-strongly G-graded, then S/I is epsilon-strongly G-
graded.

Lemma A.3.10. Let φ : A→ B be a G-graded epimorphism of G-graded rings A and
B. If A is epsilon-strongly G-graded, then B is epsilon-strongly G-graded.

Proof. Suppose A =
⊕

g∈GAg and B =
⊕

g∈GBg. For every g ∈ G, let εg be the
multiplicative identity element of AgAg−1 . Using that A is epsilon-strongly G-graded,
we have that AgAg−1Ag = Ag and AgAg−1 = εgAe for every g ∈ G. Since φ is a
G-graded epimorphism, we have that φ(Ag) = Bg for every g ∈ G. Applying φ to both
equations we get BgBg−1Bg = Bg and BgBg−1 = φ(εg)Be for every g ∈ G. Hence, B
is epsilon-strongly G-graded. �

Proposition A.3.11. Let S be an epsilon-strongly G-graded ring. If I is a homoge-
neous ideal of S, then the natural G-grading of S/I is epsilon-strong.

Proof. Follows by Lemma A.3.10 since the natural epimorphism π : S → S/I is
G-graded. �

A.4. Leavitt path algebras

In this section, we will show that the Leavitt path algebra associated to any directed
graph is virtually epsilon-strongly graded. Let R be an arbitrary unital ring and let
E = (E0, E1, s, r) be a directed graph. Here, E0 denotes the vertex set, E1 denotes the
set of edges and the maps s : E1 → E0, r : E1 → E0 specify the source and the range,
respectively, of each edge f ∈ E1. The Leavitt path algebra LR(E) of E with coefficients
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in R is an algebraic analogue of the graph C∗-algebra associated to E. For more details
about Leavitt path algebras, we refer the reader to the monograph by Abrams, Ara,
and Siles Molina [1]. In the case of R being a field, Leavitt path algebras were first
considered by Ara, Moreno and Pardo [4] and Abrams and Aranda Pino in [2]. Later,
Tomforde [19] considered Leavitt path algebras with coefficients in a commutative ring.
We follow Hazrat [9] and let R be a general (possibly non-commutative) unital ring.

Definition A.4.1. For a directed graph E = (E0, E1, s, r) and a unital ring R, the
Leavitt path algebra with coefficients in R is the R-algebra LR(E) generated by the
symbols {v | v ∈ E0}, {f | f ∈ E1} and {f∗ | f ∈ E1} subject to the following
relations:

(a) uv = δu,vu for all u, v ∈ E0,
(b) s(f)f = fr(f) = f and r(f)f∗ = f∗s(f) = f∗ for all f ∈ E1,
(c) f∗f ′ = δf,f ′r(f) for all f, f ′ ∈ E1,
(d)

∑
f∈E1,s(f)=v ff

∗ = v for all v ∈ E0 for which s−1(v) is non-empty and finite.

We let R commute with the generators.

A path is a sequence of edges α = f1f2 . . . fn such that r(fi) = s(fi+1) for 1 ≤ i ≤
n− 1. We write s(α) = s(f1) and r(α) = r(fn). Using the relations in Definition A.4.1,
it can be shown that a general element of LR(E) has the form of a finite sum

∑
riαiβ

∗
i

where ri ∈ R, αi and βi are paths such that r(αi) = s(β∗i ) = r(βi) for every i. There
is an anti-graded involution on LR(E) defined by f 7→ f∗ for every f ∈ E1. The image
of a path α = f1f2 . . . fn under the involution is α∗ = f∗nf

∗
n−1 . . . f

∗
1 . Note that for any

elements α, β ∈ LR(E) we have that (αβ)∗ = β∗α∗.
Next, we recall (see e.g. [16, Sect. 4]) a process to assign a G-grading to LR(E)

for an arbitrary group G. Let FR(E) = R〈v, f, f∗ | v ∈ E0, f ∈ E1〉 denote the free
R-algebra generated by all symbols of the form v, f, f∗. Put deg(v) = e for each v ∈ E0.
For every f ∈ E1, choose a g ∈ G and put deg(f) = g and deg(f∗) = g−1 This extends
to a G-grading of FR(E) in the obvious way. Next, let J be the ideal generated by
the relations (a)-(d) in Definition A.4.1. It is easy to check that J is homogeneous and
thus the factor algebra LR(E) = FR(E)/J is G-graded by the factor G-grading (see
(11)). This G-grading is called a standard G-grading of G. Note that this construction
depends on which elements g ∈ G we assign to the generators. In the special case of
G = Z, the natural choice is to put deg(f) = 1 and deg(f∗) = −1 for all f ∈ E1. In
this special case, deg(α) = len(α) for any real path α. The resulting grading is called
the canonical Z-grading of LR(E). For a general standard G-grading, the homogeneous
component of degree h ∈ G can be expressed as,

(LR(E))h = SpanR{αβ
∗ | deg(α)deg(β)−1 = h, r(α) = r(β)}.

The canonical Z-grading was investigated by Hazrat [9]. Among other results,
he gave a criterion on the finite graph E for the Leavitt path algebra LR(E) to be
strongly Z-graded (see [9, Thm. 3.11]). Continuing the investigation of the group
graded structure of Leavitt path algebras, Nystedt and Öinert introduced the class of
nearly epsilon-strongly graded rings and proved the following.
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Proposition A.4.2. ([16, Thm. 28]) Let G be an arbitrary group, let R be a unital
ring and let E be a directed graph. Then any standard G-grading of LR(E) is nearly
epsilon-strong. Note that, in particular, LR(E) is symmetrically G-graded.

Having introduced the notion of virtually epsilon-strongly graded rings, the author
of the present paper realized that Proposition A.4.2 could be made more precise. We
recall that LR(E) is a ring with enough idempotents (see e.g. [1, Lem. 1.2.12(v)]). In
line with this property, it turns out that any standard G-grading of LR(E) is virtually
epsilon-strong.

Proposition A.4.3. Let G be an arbitrary group. If R is a unital ring and E is any
graph, then every standard G-grading of LR(E) is virtually epsilon-strong.

Proof. To save space we denote (LR(E))g by Sg. Since the standard G-grading is
symmetric by Proposition A.4.2, it is enough to show that SgSg−1 is a ring with enough
idempotents for each g ∈ G.

Take g ∈ G. We will show that SgSg−1 has enough idempotents by constructing a
set M of pairwise orthogonal, commuting idempotents of SgSg−1 such that Eg =

∨
M

is a set of local units for SgSg−1 . Let A = {α | αβ∗ ∈ SgSg−1} and define a partial
order of A by letting α ≤ β if and only if α is an initial subpath of β. Next, let,

M = {αα∗ | α minimal in (A,≤)}.

By construction, if αα∗ ∈M there exists some β such that αβ∗ ∈ SgSg−1 . Then, βα∗ ∈
Sg−1Sg. Hence, αα∗ = (αβ∗)(βα∗) ∈ (SgSg−1)(Sg−1Sg) ⊆ (SgSg−1)Se = SgSg−1 .
Thus, M ⊆ SgSg−1 .

Recall (see [1, Lem. 1.2.12]) that the following equation holds for any paths γ, δ, λ, ρ:

(γδ∗)(λρ∗) =


γκρ∗ if λ = δκ for some path κ
γσ∗ρ∗ if δ = λσ for some path σ
0 otherwise

(12)

In particular, for any paths α, β:

(αα∗)(ββ∗) = (ββ∗)(αα∗) =


αα∗ α = β

ββ∗ α ≤ β
αα∗ β ≤ α
0 otherwise

(13)

It follows from (13) that the set M consists of pairwise orthogonal, commuting idem-
potents.

Note that for each αβ∗ ∈ SgSg−1 there exists a unique element δδ∗ ∈M such that
δ ≤ α. Hence, we can define a function by µ(αβ∗) = δδ∗. Since α = δδ′ for some path δ′,
it follows by (12) that µ(αβ∗)αβ∗ = (δδ∗)(αβ∗) = δδ′β∗ = αβ∗ for any αβ∗ ∈ SgSg−1 .
On the other hand, let α1β

∗
1 , α2β

∗
2 ∈ SgSg−1 such that,

δ1δ
∗
1 = µ(α1β

∗
1 ) 6= µ(α2β

∗
2 ) = δ2δ

∗
2 , (14)

for some paths δ1, δ2 satisfying δ1 ≤ α1 and δ2 ≤ α2. Note that δ1 � α2 and δ2 6≤ α1 as
otherwise (14) would not hold. Moreover, it follows by (14) and the definition ofM that
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α2 � δ1 and α1 6≤ δ2. Thus, by (12), we have that µ(α1β
∗
1 )α2β

∗
2 = (δ1δ

∗
1)(α2β

∗
2 ) = 0

and similarly µ(α2β
∗
2 )α1β

∗
1 = (δ2δ

∗
2)(α1β

∗
1 ) = 0.

Consider an arbitrary s =
∑
i∈I riαiβ

∗
i ∈ SgSg−1 for some finite index set I. Let

J ⊆ I the subset of elements αiβ∗i with unique images under the map µ, i.e. for all
i ∈ I there is some j ∈ J such that µ(αiβ

∗
i ) = µ(αjβ

∗
j ). Put e =

∨
j∈J µ(αjβ

∗
j ) =∑

j∈J µ(αjβ
∗
j ). Then,

es =
(∑
j∈J

µ(αiβ
∗
i )
)(∑

i∈I

riαiβ
∗
i

)
=

∑
i∈I,j∈J

µ(αjβ
∗
j )riαiβ

∗
i

=
∑
i∈I

µ(αiβ
∗
i )riαiβ

∗
i =

∑
i∈I

riµ(αiβ
∗
i )αiβ

∗
i =

∑
i∈I

riαiβ
∗
i = s.

Note that s∗ =
∑
i∈I(αiβ

∗
i )∗ =

∑
i∈I βiα

∗
i ∈ SgSg−1 . Hence, by the above argument

there exists some element f ∈
∨
M ⊆ SgSg−1 such that fs∗ = s∗. But by construction

f =
∑
αα∗ for some finite sum, implying that f∗ =

∑
(αα∗)∗ =

∑
αα∗ = f . Thus,

s = (s∗)∗ = (fs∗)∗ = (s∗)∗f∗ = sf∗ = sf .
Finally, note that e ∨ f ∈

∨
M and (e ∨ f)s = s(e ∨ f) = s. Hence, Eg =

∨
M is a

set of local units for SgSg−1 . �

We end this section with two examples that distinguish the class of virtually epsilon-
strongly graded rings from strongly graded rings and epsilon-strongly graded rings.

Example A.4.4. (Virtually epsilon-strongly graded but not strongly graded) Let R
be a unital ring and let E be the finite graph in Figure 2. Note that LR(E) is not
strongly Z-graded since v2 is a sink (see [9, Thm. 3.15]). However, LR(E) is epsilon-
strongly Z-graded since E is finite (see [16, Thm. 24]). Recall that epsilon-strongly
graded implies virtually epsilon-strongly graded (see Remark A.3.4(a)). Thus, LR(E)
is virtually epsilon-strongly Z-graded but not strongly Z-graded.

v1 v2

Figure 2. Finite graph with a sink

Example A.4.5. (Virtually epsilon-strongly graded but not epsilon-strongly graded)
Let R be a unital ring and let E be a graph consisting of infinitely many disjoint vertices,
i.e. E0 = {vn | n ≥ 0} and E1 = ∅ (see Figure 3). Consider LR(E) with the canonical Z-
grading. Since E0 is infinite, (LR(E))0 does not admit a multiplicative identity element.
Hence, by Proposition A.3.8, LR(E) cannot be epsilon-strongly graded. Furthermore,
for any integer k such that |k| > 0, (LR(E))k = {0}. Hence, (LR(E))k(LR(E))−k =
{0} 6= (LR(E))0 for |k| > 0 implying that LR(E) is not strongly Z-graded. On the other
hand, LR(E) is virtually epsilon-strongly Z-graded by Proposition A.4.3.

A.5. Induced quotient group gradings of Nystedt-Öinert-Pinedo rings

In this section, we will derive our main results about the induced quotient group
gradings of epsilon-strongly graded rings (see Theorem A.5.15 and Theorem A.1.2).
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v1 v2 v3 v4 v5 v6 v7 ...

Figure 3. Discrete infinite graph

This involves a systematic study of induced quotient group gradings of Nystedt-Öinert-
Pinedo rings. Recall that for idempotents e, f ∈ E(R) we write e ≤ f if and only if
e = ef = fe, i.e. e absorbs f . We will think about e ≤ f as expressing that f can be
used as a “local unit” in place of e. More precisely, we have the following.

Lemma A.5.1. Let e, f ∈ E(R) be idempotents of R. Then, e ≤ f is equivalent to
the following: For any x ∈ R,
(a) x = ex =⇒ x = fx, and,
(b) x = xe =⇒ x = xf .

Proposition A.5.2. Let R be a ring and let E be a set of local units for R. Then R
is a unital ring if and only if there exists some e′ ∈ E(R) such that e ≤ e′ for all e ∈ E.
If such an element exists, then it is the multiplicative identity element of R.

Proof. Assume that e′ ∈ E(R) satisfies e ≤ e′ for all e ∈ E. Let x ∈ R be any
element. Then, there is some ex ∈ E such that x = exx = xex. But by assumption,
ex ≤ e′. By Lemma A.5.1, x = e′x = xe′. Hence e′ is the multiplicative identity element
of R.

Conversely, assume that R is unital with multiplicative identity 1. Then, e ≤ 1 for
all e ∈ E. �

Example A.5.3. Consider R1 :=
⊕

ZQ and R2 :=
∏

ZQ. For i ∈ Z, let δi : Z→ Q be
the function such that for each integer j, δi(j) = δi,j where δi,j is the Kronecker delta.
Since δi has finite support, δi ∈ R1 ⊂ R2 for each i ∈ Z. It is easy to see that the set
E =

∨
{δi | i ∈ Z} is a set of local units for both R1 and R2. Note that R2 is unital

with multiplicative identity 1R2 =
∨
i∈Z δi while R1 is not unital.

The following characterization becomes very useful when E is a finite set.

Corollary A.5.4. Let R be a ring with a set of local units E. If E is a finite set, then
(E,≤) has a greatest element and thus R is a unital ring.

Proof. Assume that e1, . . . , en are the elements of E. Then e1 ∨ · · · ∨ en ∈ E
exists since it is a finite join. Furthermore, e1 ∨ · · · ∨ en ∈ R is the greatest element of
E with respect to the ordering ≤. Thus, R is unital by Proposition A.5.2. �

Before considering induced quotient group gradings of Nystedt-Öinert-Pinedo rings,
we show that the functor UG/N restricts to the category of symmetricallyG-graded rings.

Proposition A.5.5. Let G be an arbitrary group and let N be a normal subgroup of
G. If S is symmetrically G-graded, then the induced G/N -grading is symmetric.

Proof. We need to show that for any class C ∈ G/N , we have that SCSC−1SC =
SC . The inclusion SCSC−1SC ⊆ SCC−1C = SC holds for any C ∈ G/N . Let [g] =
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gN ∈ G/N denote the coset of g ∈ G. It remains to prove that S[g] ⊆ S[g]S[g]−1S[g]

for all g ∈ G. But S[g] =
⊕

n∈N Sgn, hence it is enough to show Sgn ⊆ S[g]S[g]−1S[g]

for all n ∈ N and g ∈ G. But, since S is symmetrically G-graded, it holds that
Sgn ⊆ SgnS(gn)−1Sgn. Furthermore, (gn)−1 = n−1g−1 = g−1n′ for some n′ ∈ N since
N is normal. Thus, Sgn ⊆ S[g]S[g]−1S[g]. �

Note that Proposition A.5.5 implies that the induced quotient group grading of any
Nystedt-Öinert-Pinedo ring is symmetric. Hence, we will focus on deciding which of the
local unit properties of Definition A.3.3 are preserved.

Before considering nearly epsilon-strongly graded rings, we recall the following use-
ful but somewhat obscure result. For the convenience of the reader, we include a proof.

Lemma A.5.6. ([20, Thm. 1]) Let T be a ring and let M be a left (right) T -module.
Take a finite subset X ⊆M and assume that for each x ∈ X there is some ex ∈ T such
that exx = x (xex = x). Then, there is some e ∈ T such that ex = x (xe = x) for all
x ∈ X.

Proof. We only prove the left case as the right case is treated analogously. The
proof goes by induction on the size of the set X = {x1, x2, . . . , xn}.

The base case n = 1 is clear.
Assume that the lemma holds for n = k for some k > 0 and consider the subset,

{x1, x2, . . . xk, xk+1} ⊆ X.

Then, for all 1 ≤ i ≤ k + 1, there is some ei ∈ T such that eixi = xi. For 1 ≤ i ≤ k, let
vi = xi − ek+1xi. By the induction hypothesis, there is some e′ ∈ T such that e′vi = vi
for 1 ≤ i ≤ k. Put e = e′ + ek+1 − e′ek+1. It is clear that e ∈ T . Moreover,

exk+1 = e′xk+1 + ek+1xk+1 − e′ek+1xk+1 = e′xk+1 + xk+1 − e′xk+1 = xk+1,

and, for 1 ≤ i ≤ k,

exi = e′xi + ek+1xi − e′ek+1xi = e′(xi − ek+1xi) + ek+1xi = e′vi + ek+1xi

= vi + ek+1xi = xi.

Hence, the lemma follows by the induction principle. �

Throughout the rest of this section, let N be a normal subgroup of G and let
S =

⊕
g∈G Sg be a nearly epsilon-strongly G-graded ring.

Lemma A.5.7. Consider a fixed class C ∈ G/N . For any positive integer n and
elements sg1 , sg2 , . . . , sgn such that sgi ∈ Sgi and gi ∈ C for 1 ≤ i ≤ n, there exists
some e ∈ SCSC−1 (e′ ∈ SC−1SC) such that esgi = sgi (sgie

′ = sgi) for all 1 ≤ i ≤ n.

Proof. We only prove the left case as the right case is treated analogously. Let
T = SCSC−1 , M = SC and X = {sg1 , sg2 , . . . , sgn}. Take an arbitrary integer 1 ≤ i ≤
n. Since S is nearly epsilon-strongly graded, there is some e ∈ SgiS(gi)−1 ⊆ T such that
esgi = sgi . The statement now follows from Lemma A.5.6. �

We can now prove that the functor UG/N restricts to the category of nearly epsilon-
strongly G-graded rings.
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Proposition A.5.8. Let G be an arbitrary group and let N be a normal subgroup
of G. If S =

⊕
g∈G Sg is a nearly epsilon-strongly G-graded ring, then the induced

G/N -grading is nearly epsilon-strong.

Proof. Take an arbitrary C ∈ G/N and s ∈ SC . We need to show that there exist
some εC(s) ∈ SCSC−1 and εC(s)′ ∈ SC−1SC such that εC(s)s = sεC(s)′ = s. Note that
s can be written as s = sg1 + sg2 + · · · + sgn for some positive integer n and elements
sgi ∈ Sgi such that gi ∈ C for all 1 ≤ i ≤ n. Hence, by Lemma A.5.7, there exist
e ∈ SCSC−1 and e′ ∈ SC−1SC (depending on C and s) such that es = se′ = s. �

We now consider essentially epsilon-strongly graded rings.

Lemma A.5.9. Let S =
⊕

g∈G Sg be essentially epsilon-strongly G-graded where for
each g ∈ G, Eg is a set of local units for the ring SgSg−1 . Then for any g ∈ G and any
s ∈ Sg there exist some e ∈ Eg and e′ ∈ Eg−1 such that es = s = se′.

Proof. Take an arbitrary g ∈ G. Since S is symmetrically graded, Sg = SgSg−1Sg =

(SgSg−1)Sg. Hence, for any s ∈ Sg, we can write s = rs′ for some r ∈ SgSg−1 and
s′ ∈ Sg. But since Eg is a set of local units of SgSg−1 there exists some e ∈ Eg such
that er = r = re. This implies that,

es = e(rs′) = (er)s′ = rs′ = s.

The existence of e′ ∈ Eg−1 is proved similarly. �

Let N be a normal subgroup of G and let S =
⊕

g∈G Sg be an essentially epsilon-
strongly G-graded ring. By assumption SgSg−1 has set of local units Eg for each g ∈ G.
We shall show that taking joins of these elements will be enough to construct local units
for the rings SCSC−1 . For a family of sets {Ei}i∈I we let

∨
i∈I Ei denote the set of

finite joins of elements in
⋃
i∈I Ei. Note that

∨
i∈I Ei is the ∨-closure of

⋃
i∈I Ei.

Proposition A.5.10. Consider a fixed class C ∈ G/N . Assume that for any g, h ∈ C
and any e ∈ Eg, f ∈ Eh we have that e∨ f exists. Then, EC =

∨
g∈C Eg is a set of local

units for SCSC−1 .

Proof. Let z ∈ SCSC−1 . We shall construct an element e ∈ EC (depending on
C and z) such that ez = ze = z. Note that z =

∑
i xiyi where the sum is finite and

xi ∈ SC and yi ∈ SC−1 for each i. Next, consider a fixed i. Then, xi decomposes
uniquely as a finite sum xi =

∑
sg where sg ∈ Sg. Let Supp(xi) := {g ∈ G | sg 6= 0}

and note that Supp(xi) is a finite subset of C. Similarly, yi decomposes uniquely as a
finite sum yi =

∑
th where th ∈ Sh. Let Supp(yi) := {h ∈ G | th 6= 0} and note that

Supp(yi) is a finite subset of C−1. Hence, the sets,

A =
⋃
i

Supp(xi), B =
⋃
i

Supp(yi), (15)

are both finite. By substituting the expressions for xi and yi in the definition of z
we see that z is a finite sum of elements sgth with g ∈ A, h ∈ B, sg ∈ Sg and th ∈ Sh.
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Take g ∈ A, h ∈ B and corresponding elements sg ∈ Sg, th ∈ Sh. By Lemma A.5.9,
there are εg(sg) ∈ Eg ⊆ EC and ε′h(th) ∈ Eh−1 ⊆ EC such that εg(sg)sg = sg and
thε
′
h(th) = th. From Lemma A.5.1 it follows that,

sgth = (εg(sg) ∨ ε′h(th))sgth = sgth(εg(sg) ∨ ε′h(th)).

Now, let
e =

∨
g∈A

εg(sg) ∨
∨
h∈B

ε′h(th). (16)

Since the sets in (15) are finite, the upper bounds on the right hand side of (16) exist by
our assumptions. Furthermore, e ∈ EC by construction. Moreover, by (16) and noting
that εg(sg) ∨ ε′h(th) ≤ e for all g ∈ A, h ∈ B,

ez = e
∑

sgth =
∑

(esgth) =
∑

sgth = z.

Similarly, ze = z. Hence, EC is a set of local units for SCSC−1 . �

We can now finish the essentially epsilon-strongly graded case, with the following
conclusion.

Corollary A.5.11. Let N be a normal subgroup of G and let S =
⊕

g∈G Sg be es-
sentially epsilon-strongly G-graded where for each g ∈ G, Eg is a set of local units for
SgSg−1 . For every class C ∈ G/N , assume that for any g, h ∈ C and any e ∈ Eg, f ∈ Eh
the join e ∨ f exists. Then, the induced G/N -grading is essentially epsilon-strong.

Proof. By Proposition A.5.5 the induced G/N -grading is symmetric. Further-
more, by Proposition A.5.10, it follows that for each C ∈ G/N , the ring SCSC−1 has a
set of local units. Hence, the induced G/N -grading is essentially epsilon-strong. �

We now consider the virtually epsilon-strongly graded case. It turns out that we
will need some further assumptions in order to prove that the induced quotient group
grading is virtually epsilon-strong.

Lemma A.5.12. Let S =
⊕

g∈G Sg be virtually epsilon-strongly G-graded where for
each g ∈ G, Mg is a set of pairwise orthogonal, commuting idempotents such that
Eg =

∨
Mg is a set of local units for SgSg−1 . Then, for any g ∈ G and s ∈ Sg there

exist m1,m2, . . . ,mi ∈Mg and m′1,m′2, . . . ,m′j ∈Mg−1 such that,

(m1 ∨m2 ∨ · · · ∨mi)s = s,

and,
s(m′1 ∨m′2 ∨ · · · ∨m′j) = s.

Proof. Follows from Lemma A.5.9 and the fact that Eg =
∨
Mg is a set of local

units for SgSg−1 . �

Proposition A.5.13. Let N be a normal subgroup of G and let S =
⊕

g∈G Sg be
virtually epsilon-strongly G-graded where for each g ∈ G, Mg is a set of commuting
orthogonal idempotents such that Eg =

∨
Mg is a set of local units for SgSg−1 . For

each class C ∈ G/N , let AC :=
∨
g∈CMg and assume that the following statements

hold:
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(a) For any g, h ∈ C and e ∈Mg, f ∈Mh we have that ef = fe;
(b) The maximal elements of (AC ,≤) are pairwise orthogonal idempotents;
(c) Every chain in the poset (AC ,≤) is finite.
Then, the induced G/N -grading is virtually epsilon-strong.

Proof. Consider the induced G/N -grading and take an arbitrary C ∈ G/N . To
establish the proposition we need to show that SCSC−1 is a ring with enough idempo-
tents. Put, AC =

∨
g∈CMg and note that ef = fe ∈ AC for any e, f ∈ AC . In other

words, AC is a set of commuting idempotents that is closed with regards to the join
operator ∨. We want to choose the maximal elements from AC with respect to the
idempotent ordering. More precisely, let,

DC = {e ∈ AC | e is maximal in (AC ,≤)}.
By assumptions (a) and (b) we get that DC is a set of pairwise orthogonal, commuting
idempotents. Furthermore, we claim that that

∨
DC is a set of local units for SCSC−1 .

To this end, we define a function µ : AC → DC by sending m ∈ AC to an element
µ(m) ∈ DC such that m ≤ µ(m). Note that this is well-defined because of (c).

Now, let z ∈ SCSC−1 be a general element. We shall construct an element e ∈
∨
DC

such that ez = z = ze. Note that z =
∑
i xiyi where the sum is finite and xi ∈ SC

and yi ∈ SC−1 for each i. Next, if we consider a fixed i, xi decomposes as a finite
sum xi =

∑
sg where 0 6= sg ∈ Sg for a finite number of elements g ∈ C. Similarly,

yi =
∑
th where 0 6= th ∈ Sh for a finite number of elements h ∈ C−1. More precisely,

the sets,
A =

⋃
i

Supp(xi), B =
⋃
i

Supp(yi),

are both finite. By substituting the expressions for xi and yi in the definition of z we
see that z is a finite sum of elements sgth with g ∈ A, h ∈ B, sg ∈ Sg and th ∈ Sh.

Take g ∈ A, h ∈ B and let agbh be any element such that ag ∈ Sg, bh ∈ Sh. By
Lemma A.5.9 there existm1,m2, . . . ,mi ∈Mg ⊆ AC andm′1,m′2, . . . ,m′j ∈Mh−1 ⊆ AC
such that, (m1 ∨m2 ∨ · · · ∨mi)ag = ag and bh(m′1 ∨m′2 ∨ · · · ∨m′j) = bh. Hence,

(m1∨m2∨· · ·∨mi∨m′1∨m′2∨· · ·∨m′j)agbh = agbh(m1∨m2∨· · ·∨mi∨m′1∨m′2∨· · ·∨m′j).
Let fg = µ(m1)∨µ(m2)∨ · · · ∨µ(mi) and f ′h = µ(m′1)∨µ(m′2)∨ · · · ∨µ(m′j). Note that
fg ∨ f ′h ∈

∨
DC and m ≤ µ(m) for any m ∈ AC . Hence,

agbh = (fg ∨ f ′h)agbh = agbh(fg ∨ f ′h). (17)
Let e =

∨
g∈A fg ∨

∨
h∈B f

′
h. Then, by (17) we get that z = ez = ze. �

As a side note, we notice that the assumptions (a), (b) and (c) in Proposition A.5.13
are in fact satisfied in the special case of Leavitt path algebras. By studying the proof
of Proposition A.4.3 it can be seen that any element of Eg, for any g ∈ G, is of the
form

∑
i αiα

∗
i for some paths αi. It is straightforward to use (13) to show that any two

elements of this form commute, hence (a) is satisfied. For any subset A ⊆ G consider
the maximal elements M of the set

∨
g∈AMg with respect to the idempotent ordering.

Again by using (13), we see that M is the minimal elements with regards to the initial
subpath ordering, i.e. αα∗ ≤ ββ∗ if and only if α is an initial subpath of β. Hence, for
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any αα∗, ββ∗ ∈ M such that α 6= β, we have (αα∗)(ββ∗) = 0 by (13). Moreover, any
given path α only has finitely many initial subpaths, i.e. any chain in the idempotent
ordering containing αα∗ is finite. Thus (b) and (c) are satisfied in the case of Leavitt
path algebras. Hence, as a corollary to Proposition A.5.13 and Proposition A.4.3, we
obtain the following.

Corollary A.5.14. Let G be an arbitrary group, let R be a unital ring and let E be a
directed graph. Consider the Leavitt path algebra LR(E) equipped with any standard
G-grading. For every normal subgroup N of G, the induced G/N -grading is virtually
epsilon-strong.

We now return to the main track and apply our investigation to the induced quotient
group gradings of epsilon-strongly graded rings. The following theorem is one of our
main results:

Theorem A.5.15. Let G be an arbitrary group and let S =
⊕

g∈G Sg be an epsilon-
strongly G-graded ring. Consider the induced G/N -grading of S. The following asser-
tions hold:

(a) For each class C ∈ G/N , the set EC =
∨
{εg | g ∈ C} is a set of local units

for the ring SCSC−1 . In particular, the induced G/N -grading of S is essentially
epsilon-strong;

(b) Suppose that for each class C ∈ G/N , (i) the poset (EC ,≤) contains no infinite
chain and (ii) the maximal elements of (EC ,≤) are pairwise orthogonal. Then, the
induced G/N -grading of S is virtually epsilon-strong.

Proof. (a): Take an arbitrary g ∈ G. Since SgSg−1 is a unital ring with multi-
plicative identity element εg, it is a ring with a set of local units Eg = {εg}. Furthermore,
εg ∈ Z(Se) (see [17, Prop. 5]). This means that εgεh = εhεg for every g, h ∈ G. Hence,
εg ∨ εh exists for every g, h ∈ G. Thus, by Proposition A.5.10, for each C ∈ G/N , the
ring SCSC−1 has a set of local units,

EC =
∨
g∈C

Eg =
∨
{εg | g ∈ C}.

(b): Note that S is virtually epsilon-strongly G-graded by letting Mg = {εg} for
each g ∈ G. Condition (a) in Proposition A.5.13 is satisfied since the εg’s are central
idempotents. Moreover, condition (b) and (c) are in this special case equivalent to
(EC ,≤) having no infinite chains and (EC ,≤) having pairwise orthogonal maximal
elements for each C ∈ G/N . �

Remark A.5.16. We make no claim about the necessity of the conditions in Theorem
A.5.15(b). Is it true that any induced quotient group grading of an arbitrary epsilon-
strongly graded ring is virtually epsilon-strong? The author has not been able to find
any example where the induced quotient grading is essentially epsilon-strong but not
virtually epsilon-strong. The difference between ‘virtual’ and ‘essential’ seems subtle.

Finally, we establish our main result:
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Proof of Theorem A.1.2. By Definition A.3.3, the inducedG/N -grading is epsilon-
strong if and only if (i) the induced G/N -grading is symmetric, and (ii) SCSC−1 is unital
for each C ∈ G/N . By Proposition A.5.5, (i) holds. Moreover, by Proposition A.5.2,
(ii) holds if and only if EC has an upper bound in E(SN ) for each C ∈ G/N . �

A.6. Epsilon-finite gradings

In this section, we introduce a subclass of epsilon-strong G-gradings with the special
property that any induced G/N -grading is epsilon-strong.

Definition A.6.1. Let G be an arbitrary group and let S be an epsilon-strongly G-
graded ring. Put F =

∨
{εg | g ∈ G}. We call the G-grading epsilon-finite if F is a

finite set. In that case, we say that S is epsilon-finitely G-graded.

Remark A.6.2. We make some remarks regarding Definition A.6.1.
(a) Note that the set {εg | g ∈ G} is finite if and only if

∨
{εg | g ∈ G} is finite.

(b) A unital strongly G-graded ring S =
⊕

g∈G Sg is epsilon-finite since εg = 1S for
every g ∈ G (see [17, Prop. 8]).

(c) An epsilon-strongly G-graded ring S with finite support, i.e. |Supp(S)| < ∞, is
necessarily epsilon-finite. However, the converse does not hold in general. Consider
e.g. the complex group ring C[Z], which is epsilon-finite but not finitely supported.

Proposition A.6.3. Let S be an epsilon-finitely G-graded ring. For any normal sub-
group N of G, the induced G/N -grading is epsilon-finite.

Proof. We begin by showing that the induced G/N -grading is epsilon-strong. By
Theorem A.5.15(a), the induced G/N -grading is essentially epsilon-strong and it holds
for every C ∈ G/N that EC =

∨
{εg | g ∈ C} is a set of local units for SCSC−1 . To

prove that the induced G/N -grading is epsilon-strong, we need to show that SCSC−1

is unital for each class C ∈ G/N . Fix an arbitrary class C ∈ G/N . Then, EC =
∨
{εg |

g ∈ C} ⊆
∨
{εg | g ∈ G}, where the latter set is finite by assumption. Hence, EC is

finite and by Corollary A.5.4, EC has a greatest element εC which is the multiplicative
identity element of SCSC−1 by Proposition A.5.2. Thus, the induced G/N -grading is
epsilon-strong.

Let C ∈ G/N again be an arbitrary class. Note that εC =
∨
g∈C εg =

∨
i∈IC

εi for
some finite set IC ⊆ C which completely determines εC . But, {εi | i ∈

⋃
C∈G/N IC} ⊆

{εg | g ∈ G} is a finite set. Thus, {εC | C ∈ G/N} is finite. �

Remark A.6.4. At this point we make two remarks.
(a) By Proposition A.6.3, the functor UG/N restricts to the category of epsilon-finitely

G-graded rings.
(b) In the next section, we we will give an example of an epsilon-strongly G-graded

ring (S, {Sg}g∈G) ∈ ob(G-εSTRG) which is not epsilon-finite but for which there is
a normal subgroup N of G such that (S, {SC}C∈G/N ) ∈ ob(G/N -STRG) (Exam-
ple A.7.4). In particularly, note that (S, {SC}C∈G/N ) is epsilon-finite by Remark
A.6.2(b).
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We continue by proving that having a noetherian principal component is a sufficient
condition for a grading to be epsilon-finite. Recall (see e.g. [11, Ch. 7.22]) that a ring
R is called block decomposable if 1 ∈ R decomposes into 1 = c1 + c2 + · · · + cr where
ci are central primitive idempotents. If this holds then any central idempotent can be
expressed as a finite sum c =

∑
i ci where the sum is taken over all i such that cci 6= 0.

In particular, this implies that the set of central idempotents is finite.

Theorem A.6.5. Let S be an epsilon-strongly G-graded ring. The following assertions
hold:
(a) If Se is block decomposable, then S is epsilon-finitely G-graded;
(b) If Se is left or right noetherian, then S is epsilon-finitely G-graded.
Hence, in particular, if Se is left or right noetherian and N is any normal subgroup of
G, then the induced G/N -grading of S is epsilon-strong.

Proof. (a): Note that εg is a central idempotent of R (see [17, Prop. 5]). This
implies that

∨
{εg | g ∈ G} is a subset of the set of central idempotents of R. But since R

is assumed to be block decomposable, there are only finitely many central idempotents
in R. Hence, the G-grading is epsilon-finite.

(b): By [11, Prop. 22.2], one-sided noetherianity is a sufficient condition for R to
be block decomposable. �

A.7. Examples

The class of unital partial skew group rings is an important type of rings with a
natural epsilon-strong group grading. In this section, we will consider two concrete
examples of unital partial skew group rings. Throughout, let G be an arbitrary group
with neutral element e and let R be an arbitrary ring equipped with a multiplicative
identity element.

Partial actions of groups were first introduced in the study of C∗-algebras by Exel
[8]. A later development by Dokuchaev and Exel [7] was to consider partial actions on a
ring in a purely algebraic context. Given a partial action on a ring R, they constructed
the partial skew group ring of the partial action, generalizing the classical skew group
ring of an action on a ring. The partial skew group ring of a general partial action is
not necessarily associative (cf. [7, Expl. 3.5]). However, the subclass of unital partial
actions (see Definition A.7.1) give rise to associative partial skew group rings. In fact,
it is enough to assume that the partial action is idempotent (see [7, Cor. 3.2]).

Definition A.7.1. A unital partial action of G on R is a collection of unital ideals
{Dg}g∈G and ring isomorphisms αg : Dg−1 → Dg such that,
(1) De = R and αe = idR.
(2) αg(Dg−1Dh) = DgDgh for all g, h ∈ G.
(3) For all x ∈ Dh−1D(gh)−1 , αg(αh(x)) = αgh(x).

We let 1g denote the multiplicative identity element of the ideal Dg. Note that the
1g’s are central idempotents in R.

Recall (cf. e.g. [12, Sect. 5]) that a unital partial action α of a group G on a
ring R gives us a unital, associative algebra called the unital partial skew group ring
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R?αG =
⊕

g∈GDgδg, where the δg’s are formal symbols. The multiplication is defined
by linearly extending the relations,

(agδg)(bhδh) = agαg(bh1g−1)δgh,

for g, h ∈ G and ag ∈ Dg, bh ∈ Dg. The relations in Definition A.7.1 essentially tell us
that this multiplication is well-defined. Moreover, R ?α G is epsilon-strongly G-graded
with εg = 1gδ0 (see [17, pg. 2]).

Next, we will give an example of a unital partial action such that the unital partial
skew group ring has a quotient grading which is not epsilon-strong.

Example A.7.2. Let R := Fun(Z→ Q) =
∏

ZQ be the algebra of bi-infinite sequences
with component-wise addition and multiplication. Define a partial action of (Z,+, 0) on
R in the following way. Let D0 = R and Di = eiR, i 6= 0 where ei is the Kronecker delta
sequence. More precisely, ei(j) = δi,j for all i, j ∈ Z. Moreover, define αi : D−i → Di
by,

f 7→ (i 7→ f(−i)).
Note that DgDh = (0) if g, h 6= 0 and g 6= h. Moreover, DgD0 = D0Dg = Dg

for all g ∈ G. This means, condition (2) in Definition A.7.1 is satisfied for the case
g 6= 0, h 6= −g. But on the other hand if g 6= 0, h = −g then the condition reads
αg(D−gD−g) = DgD0 which holds since αg is an isomorphism. The case g = 0 is
also clear. Hence, condition (2) holds. Next consider condition (3). If h 6= 0, g 6= −h,
then D−hD−g−h = (0) hence the condition is trivially satisfied. On the other hand, if
h 6= 0, g = −h, then the condition reads α−h(αh(x)) = α0(x) for all x ∈ D−hD0 = D−h,
which also holds for our definition of α. Finally, if h = 0, then condition (3) just reads
αg(x) = αg(x) for all x ∈ D−g since α0 = id by definition. This proves that α is a
unital partial action.

Consider the partial skew group ring R ?α Z with the canonical grading R ?α Z =⊕
n∈ZDnδn. This grading is epsilon-strong with εi = eiδ0 (see [17, pg. 1]). In particular,

note that the set {εi | i ∈ Z} is infinite and contains infinitely many orthogonal central
idempotents.

Next, note that the induced Z/2Z-grading on R ?α Z has components,

S0 =
⊕
n∈Z

D2nδ2n, S1 =
⊕
n∈Z

D2n+1δ2n+1.

We will show that S1S1 does not admit a multiplicative identity element, which implies
that the induced Z/2Z-grading is not epsilon-strong.

Now, by Theorem A.5.15(a),

E =
∨
{ε2n+1 | n ∈ Z},

is a set of local units for S1S1. By Proposition A.5.2, S1S1 is unital if and only if E has
an upper bound in E(S1S1) ⊆ S1S1. A moments thought gives that, if such an element
exists, it must be dδ0 where d ∈ R, d(2n + 1) = 1 and d(2n) = 0 for all n ∈ Z. To
conclude we prove that dδ0 6∈ S1S1. Note that any element xδ0 ∈ S1S1 is a finite sum
of elements of the form,

(aδ2n+1)(bδ−2n−1) = α2n+1(α−2n−1(a)b)δ0 = aib
′
iδ0,
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where ab′ ∈ R is a function satisfying Supp(ab′) = {2n + 1}. This implies that,
Supp(x) <∞ for any element of the form xδ0 ∈ S1S1. On the other hand, Supp(d) =∞.
Hence, dδ0 6∈ S1S1. Thus, the induced Z/2Z-grading is not epsilon-strong.

Remark A.7.3. Note that Example A.7.2 shows that the functor UG/N does not
restrict to the category G-εSTRG (see Question A.2.2). Also note that the induced
quotient group grading in Example A.7.2 is an example of a grading that is essentially
epsilon-strong (in fact, virtually epsilon-strong) but not epsilon-strong (cf. Theorem
A.5.15).

The next example shows that being epsilon-finite is not a necessary condition for
the induced quotient group grading to be epsilon-finite (cf. Remark A.6.4(b)).

Example A.7.4. Let the group (Z,+, 0) act (globally) on R = Fun(Z→ Q) by bilateral
shifting. That is, 1 acts by mapping,

. . . a−3 a−2 a−1 a0 a1 a2 a3 . . .

to
. . . a−4 a−3 a−2 a−1 a0 a1 a2 . . . ,

and −1 similarly shifts the sequence one step in the other direction.
Let β : Z → Aut(R) be the group homomorphism corresponding to this action.

By restricting the (global) action to an ideal of R we get a partial action (see e.g. [7,
Section 4]). More precisely, let A := {f ∈ R | f(0) = 0}. Then A is a unital ideal of R.
Moreover, the natural partial action {αn}n∈Z is defined on the ideals,

Dn := A ∩ βn(A) = {f ∈ R | f(0) = f(n) = 0},

for n ∈ Z. For example α2 : D−2 → D2 maps,

. . . a−3 0 a−1 0 a1 a2 a3 . . .

to
. . . a−5 a−4 a−3 0 a−1 0 a1 . . .

Consider the partial skew group ring A ?α Z =
⊕

n∈ZDnδn. For n ∈ Z, the
multiplicative identity element of Dn is given by,

1n(i) =


0 i = 0

0 i = n

1 otherwise

for all i, j ∈ Z. Note that the set {εn | n ∈ Z} = {1nδ0 | n ∈ Z} is infinite but the
epsilons are not orthogonal!

Next, consider the induced Z/2Z-grading ofA?αZ = S0⊕S1 where S0 =
⊕

n∈ZD2nδ2n
and S1 =

⊕
n∈ZD2n+1δ2n+1. Note that S0 is a subring of A ?α Z with multiplicative

identity 10δ0. We will show that 10δ0 ∈ S1S1, proving that the induced grading is strong
(see e.g. [13, Prop. 1.1.1]). Indeed, let γ(i) = 0 for i 6= −1 and γ(−1) = 1. Then,

(γδ−3)(13δ3) + (1−1δ−1)(11δ1) = γδ0 + 1−1δ0 = 10δ0.

Thus, the induced Z/2Z-grading is strong.
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A.8. Induced quotient group gradings and epsilon-crossed products

The class of epsilon-crossed product is defined analogously to the classical algebraic
crossed product (see [17, Def. 32]). Moreover, the category of epsilon-crossed products
is denoted by G-εCROSS (see Section A.2.2). On the other hand, recall (see [17, pg. 1])
the notion of a unital partial crossed product. This construction is a priori unrelated to
the epsilon-crossed product and generalizes the classical algebraic crossed product by
a twisted action. The full definition is rather technical. However, for our purposes it
suffices to note that a unital partial skew group (see Definition A.7.1) is a special type
of unital partial crossed product. The relationship between epsilon-crossed products
and unital partial crossed products is described in the following theorem by Nystedt,
Öinert and Pinedo:

Theorem A.8.1. ([17, Thm. 33]) If (S, {Sg}g∈G) ∈ ob(G-εCROSS), then S can be
presented as a unital partial crossed product by a unital twisted partial action ofG on Se.
Conversely, if S =

⊕
g∈GDgδg is a unital partial crossed product, then (S, {Dgδg}g∈G) ∈

ob(G-εCROSS).

With this characterization in mind, we will now consider Question A.2.3. Unfortu-
nately, it does not hold in general that the induced G/N -grading of an epsilon-crossed
product gives an epsilon-crossed product. The following example shows that the functor
UG/N does not restrict to G-εCROSS.

Example A.8.2. Consider the unital partial skew group ring (R?αZ, {Diδi}i∈Z) given
in Example A.7.2. Note that (R ?α Z, {Diδi}g∈Z) is an epsilon-crossed product by
Theorem A.8.1. However, by Example A.7.2, the induced Z/2Z-grading UZ/2Z((R ?α
Z, {Diδi}i∈Z)) 6∈ ob(Z/2Z-εSTRG). Thus, in particular, UZ/2Z((R ?α Z, {Diδi}i∈Z)) 6∈
ob(Z/2Z-εCROSS).

The following proposition will allow us to find examples where the condition in
Question A.2.3 is true.

Proposition A.8.3. LetG be an arbitrary group, letR be a unital ring and let {αg}g∈G
be a unital partial action on R where 1g denotes the multiplicative identity element of
the ideal Dg. Assume that,
(a) DgDh = (0) for all g, h ∈ G such that g 6= h and g, h 6= e,
(b) the set {1g | g ∈ G} is finite.

Let N be any normal subgroup of G. Then the induced G/N -grading of R ?α
G gives an epsilon-crossed product. In other words, UG/N ((R ?α G, {Dgδg}g∈G)) ∈
ob(G/N -εCROSS).

Proof. We first show that the G/N -grading of R ?α G is epsilon-strong. Write
R?αG =

⊕
C∈G/N SC and take a class C ∈ G/N . By Theorem A.5.15, we need to show

that EC =
∨
{1gδ0 | g ∈ C} has an upper bound. Note that assumption (a) implies

that 1g1h = 0 for g 6= h 6= e. Hence, by (b) and Proposition A.5.2,

εC =
∨
g∈C

1gδ0 = 1g1δ0 + 1g2δ0 + . . . 1gnδ0,
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for some choice of representatives gi ∈ C for 1 ≤ i ≤ n satisfying,

{1gi | 1 ≤ i ≤ n} = {1g | g ∈ C}.
Hence, SCSC−1 is unital. Since C ∈ G/N was chosen arbitrarily, it follows that the
induced G/N -grading of R ?α G is epsilon-strong.

Next, we show that for each C ∈ G/N there is an epsilon-invertible element in SC .
For g, h ∈ G and x ∈ Dg, y ∈ Dh, we have that (xδg)(yδh) = αg(αg−1(x)y)δgh = 0

if h 6= g−1 since Dg−1Dh = (0) by assumption. Moreover, it is easy to check that
1giδ0 = (1giδgi)(1g−1

i
δ
g−1
i

) for 1 ≤ i ≤ n. Let s = (1g1δg1 + · · · + 1gnδgn) ∈ SC and
t = (1

g−1
1
δ
g−1
1

+ · · ·+ 1
g−1
n
δ
g−1
n

) ∈ SC−1 . Then,

st =
∑

1≤i,j≤n

(1giδgi)(1g−1
j
δ
g−1
j

) =
∑

1≤i≤n

(1giδgi)(1g−1
i
δ
g−1
i

) =
∑

1≤i≤n

1giδ0 = εC .

Thus, (R?αG, {SC}C∈G/N ) = UG/N ((R?αG, {Dgδg}g∈G)) is an epsilon-crossed product.
�

It is not clear to the author if the conditions in Proposition A.8.3 are necessary.
The following is an explicit example where the induced quotient group grading gives
an epsilon-crossed product. In other words, an example of a unital partial skew group
ring (which is an epsilon-crossed product by Theorem A.8.1) such that the condition in
Question A.2.3 is true.

Example A.8.4. Let R = Q × Q × Q × Q and let G be the cyclic group of order 4.
Then G acts on R by shifting. Let ei denote the Kronecker sequence, i.e. ei(j) = δi,j
for all integers i, j. Consider the unital ideal A = e1R + e2R and the induced partial
action on A. We get that D0 = A,D1 = e2Q, D2 = 0, D3 = e1Q. Now, consider the
unital partial skew group ring A ?α G = D0δ0 ⊕D1δ1 ⊕D2δ2 ⊕D3δ3.

Let N be the cyclic group of order 2. By Proposition A.8.3, the induced G/N -
grading gives an epsilon-crossed product. That is, UG/N ((R ?α G, {Dgδg}g∈G)) ∈
ob(G/N -εCROSS). Note that,

S[0] = D0δ0 ⊕D2δ2 = D0δ0, S[1] = D1δ1 ⊕D3δ3.

Furthermore,

ε[1] = (1, 1)δ0 = ((0, 1)δ1 + (1, 0)δ3)((0, 1)δ1 + (1, 0)δ3),

where (0, 1)δ1 + (1, 0)δ3 ∈ S[1] is an epsilon-invertible element.
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PAPER B

Chain conditions for epsilon-strongly graded rings
with applications to Leavitt path algebras

Algebr. Represent. Theory 23 (2020), no. 4, 1707–1726.
https://doi.org/10.1007/s10468-019-09909-0

Daniel Lännström

Let G be a group with neutral element e and let S =
⊕

g∈G Sg
be a G-graded ring. A necessary condition for S to be noetherian
is that the principal component Se is noetherian. The following
partial converse is well-known: If S is strongly-graded and G is a
polycyclic-by-finite group, then Se being noetherian implies that S
is noetherian. We will generalize the noetherianity result to the
recently introduced class of epsilon-strongly graded rings. We will
also provide results on the artinianity of epsilon-strongly graded
rings.

As our main application we obtain characterizations of noether-
ian and artinian Leavitt path algebras with coefficients in a general
unital ring. This extends a recent characterization by Steinberg for
Leavitt path algebras with coefficients in a commutative unital ring
and previous characterizations by Abrams, Aranda Pino and Siles
Molina for Leavitt path algebras with coefficients in a field. Sec-
ondly, we obtain characterizations of noetherian and artinian unital
partial crossed products.

B.1. Introduction

Let R be an associative ring equipped with a multiplicative identity 1 6= 0 and
let G be a group with neutral element e. It is straightforward to show that if the
group ring R[G] is right (left) noetherian, then R is right (left) noetherian and G is a
right (left) noetherian group, i.e. satisfies the ascending chain condition on right (left)
subgroups. In 1954, Hall [19] proved that if G is polycyclic-by-finite and R is right (left)
noetherian, then R[G] is right (left) noetherian. Motivated by this partial result, Bovdi
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[18, Sect. 1.148] asked for a complete converse: If R and G are right (left) noetherian,
is R[G] right (left) noetherian? This question was settled in 1989 when Ivanov [22] gave
an example of a right noetherian group G such that the group ring R[G] is not right
noetherian for any right noetherian base ring R, proving that the converse does not hold
for general noetherian groups. On the other hand, it is not known if polycylic-by-finite
groups is the largest class for which the converse holds. Determining for which groups
G, noetherianity of R is a sufficient condition for the group ring R[G] to be noetherian
is still an open question (see [10, Sect. 2]). For artinianity, a more definitive answer
was obtained by Connell [13] in 1963. Namely, R[G] is left (right) artinian if and only
if R is left (right) artinian and G is finite.

Let α : G → Aut(R) be a group homomorphism. Recall that the skew group ring
R?αG has the same additive structure as R[G] but the multiplication is skewed by the
group action. More precisely, the multiplication of monomials is defined by (aeg)(beh) =
aαg(b)egh. It was proved by Park [31] that R?αG is left (right) artinian if and only if R is
left (right) artinian and G is finite. Skew group rings are examples of so-called algebraic
crossed products. Unfortunately, the characterization by Park does not generalize to
general crossed products. Passman [32] has given examples of artinian twisted group
rings by an infinite p-group showing that G being finite is not necessary for a crossed
product to be artinian.

A generalization of crossed products is the notion of a strongly graded ring. Recall
that a ring S is graded by the group G if S =

⊕
g∈G Sg for additive subsets Sg of S

and SgSh ⊆ Sgh for all g, h ∈ G. If SgSh = Sgh for all g, h ∈ G, then S is strongly
graded by G. There is a rigid relation between the principal component R = Se and the
whole ring S. In particular, it turns out that the characterization of noetherianity by
Hall [19], generalizes to strongly graded rings. Namely, let S =

⊕
g∈G Sg be a strongly

graded ring where G is a polycyclic-by-finite group and let R = Se be the principal
component. Then S is left (right) noetherian if and only if R is left (right) noetherian.
This can be proved using Dade’s Theorem (see [27, Thm. 5.4.8]) or with a Hilbert Basis
Theorem argument (see [9, Prop. 2.5]). For artinian strongly graded rings, even though
Passman’s example makes a full generalization impossible, Saorín [33] has obtained
some results similar to those of Connell and Park, but with heavy conditions on the
principal component.

Loosely speaking, all of these classical objects: group rings, skew group rings and
crossed products are derived from some kind of action of a group G acting on a ring
R. A recent development has been to consider the partial analogues of these objects,
coming from a partial action of G on R. We will elaborate more on these objects later
in the introduction.

The class of epsilon-strongly graded rings was introduced by Nystedt, Öinert and
Pinedo in [30]. For our purposes, this class is the correct partial analogue of strongly
graded rings. We aim to investigate noetherianity and artinianity on the right-hand side
in Figure 1. In this article, we will prove the following characterization of noetherianity.

Theorem B.1.1. Let G be a polycyclic-by-finite group and let S be an epsilon-strongly
G-graded ring. Then S is left (right) noetherian if and only if R = Se is left (right)
noetherian.
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Classical objects Generalizations
actions partial actions

skew group rings partial skew group rings
crossed products unital partial crossed products

strongly graded rings epsilon-strongly graded rings

Figure 1. Classical objects and their partial analogues considered in
this paper.

For artinianity, we obtain the following result:

Theorem B.1.2. Let G be a torsion-free group and let S =
⊕

g∈G Sg be an epsilon-
strongly G-graded ring. Then S is left (right) artinian if and only if R = Se is left
(right) artinian and Sg = {0} for all but finitely many g ∈ G.

Partial actions were first introduced by Exel [17] in the early 1990s to study C∗-
algebras. For a survey of the history of partial actions, see [14, 8]. Later, partial actions
on a ring R were considered by Dokuchaev and Exel in [16] to construct partial skew
group rings as analogues of the classical skew group rings. The partial skew group
ring of an arbitrary partial action is not necessarily associative (see [16, Expl. 3.5]).
Analogously, twisted partial actions were considered in [15] and shown to give rise to
partial crossed products.

Among the partial crossed products originally considered by Dokuchaev and Exel,
the subclass coming from so-called unital twisted partial actions (see Section 5 for a
definition) was considerd in [7] and shown to be especially well-behaved. For instance,
these crossed products are always associative and unital algebras (see Section 5). In the
sequel, this type of crossed products will simply be called unital partial crossed products.

Studying partial skew group rings, Carvalho, Cortes and Ferrero [11] obtained the
following generalization from the classical setting.

Theorem B.1.3. ([11, Cor. 3.4]) Let α be a unital partial action of a polycyclic-by-
finite group G on a ring R. If R is right (left) noetherian, then the partial skew group
ring R ?α G is right (left) noetherian.

Using the techniques in this paper, we will extend their result to unital partial
crossed products (see Corollary B.5.1).

B.1.1. Leavitt path algebras. The Leavitt path algebra is an algebra attached
to a directed graph E. Surprisingly, the Leavitt path algebra of a finite graph is naturally
epsilon-strongly Z-graded (see [28]). Leavitt path algebras were first introduced in [4]
as an algebraic analogue of graph C∗-algebras. The monograph [2] by Abrams, Ara and
Siles Molina is a comprehensive general reference. The main focus of the research has
been Leavitt path algebras with coefficients in a field. In [35], Leavitt path algebras
over a unital commutative ring were considered. They have been further studied in [26]
and [23]. In this paper we will follow [21], [28] and consider Leavitt path algebras with
coefficients in an arbitrary unital ring.



84 B. CHAIN CONDITIONS FOR EPSILON-STRONGLY GRADED RINGS

In the case of Leavitt path algebras with coefficients in a field, there has been
much research connecting properties of the underlying graph with algebraic properties
of the corresponding algebra. One particular question is how finiteness conditions on
the algebra relates to finiteness conditions on the graph. In [3] it is shown that the
Leavitt path algebra of a finite graph E is noetherian if and only if the graph E does
not have any cycles with exits. Furthermore, it was proven in [1] that the Leavitt path
algebra is artinian if and only if the graph is finite acyclic. Another proof of this result
is given in [29].

Noetherianity and artianity of Leavitt path algebras with coefficients in a commu-
tative ring has been characterized by Steinberg [34]. Using a different technique, we will
extend his characterization to Leavitt path algebras with cofficients in a general unital
ring. This also generalizes previous results by Abrams, Aranda Pino and Siles Molina,
cf. [3, 5, 1, 2].

Theorem B.1.4. Let E be a directed graph and let R be a unital ring. Consider the
Leavitt path algebra LR(E) with coefficients in R. The following assertions hold:
(a) LR(E) is a left (right) noetherian unital ring if and only if E is finite and satisfies

Condition (NE) and R is left (right) noetherian.
(b) LR(E) is a left (right) artinian unital ring if and only if E is finite acyclic and R is

left (right) artinian.
(c) If LR(E) is a semisimple unital ring, then E is finite acyclic and R is semisimple.

Conversely, if R is semisimple with n · 1R invertible for every integer n 6= 0 and E
is finite acyclic, then LR(E) is a semisimple unital ring.

Remark B.1.5. Steinberg [34] proves a complete characterization of semisimple Leavitt
path algebras with coefficients in a commutative ring. Our assumption in Theorem
B.1.4(c) that n · 1R is invertible for every n 6= 0 is not a necessary condition.

Most of these previous studies do not consider the additional structure on the
Leavitt path algebra coming from the grading. Here we will follow the approach first
taken by Hazrat [21] and focus on the graded structure. The key point realized by
Nystedt and Öinert [28] is that the Leavitt path algebra of a finite graph has a canonical
epsilon-strong Z-grading. Since Z is both torsion-free and polycyclic-by-finite, we can
apply our general theorems for epsilon-strongly graded rings.

In Section B.2, we give miscellaneous preliminaries that are needed later on.
In Section B.3, we prove our main results: Theorem B.1.1 and Theorem B.1.2.

In the first part of the section, Theorem B.1.1 is proved by considering the special
cases: finite G and infinitely cyclic G. Furthermore, Theorem B.1.2 is essentially a
consequence of Bergman’s famous observation that the Jacobson radical of a Z-graded
ring is a graded ideal.

In Section B.4, we apply the investigation of chain conditions on epsilon-strongly
graded rings to Leavitt path algebras with coefficients in a unital ring. Indeed, Corollary
B.4.8, Proposition B.4.14 and Corollary B.4.19 generalize previous characterizations
of noetherian, artinian and semisimple Leavitt path algebras of a finite graph with
coefficients in a field, cf. [3, 5, 1, 2]. Finally, we prove Theorem B.1.4, generalizing the
characterization given by Steinberg [34].
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In Section B.5, we apply Theorem B.1.1 and Theorem B.1.2 to unital partial crossed
products and obtain characterizations of noetherian and artinian unital partial crossed
products: Corollary B.5.1 and Corollary B.5.3. We will show that Corollary B.5.1
generalizes Theorem B.1.3 (cf. [11, Cor. 3.4]).

B.2. Preliminaries

In the following we fix a group G with neutral element e. Our rings, unless oth-
erwise stated, will be associative and equipped with a multiplicative identity 1 6= 0.
A ring S is called G-graded or graded of type G, if there exists a family {Sg}g∈G of
additive subgroups of S such that (i) S =

⊕
g∈G Sg and (ii) SgSh ⊆ Sgh for all g, h ∈ G.

The additive subgroups Sg are called homogeneous components and the elements of S
contained in some Sg, are called the homogeneous elements. The homogeneous compo-
nent Se is called the principal component of S and will usually be denoted by R. The
support of a G-grading Supp(S) is the set of g ∈ G such that Sg 6= {0}. An element in
x ∈ S decomposes uniquely as a finite sum x =

∑
sg where the sg’s are homogeneous

elements. The support of an element x ∈ S, denoted by Supp(x), is the finite set such
that g ∈ Supp(x) ⇐⇒ sg 6= 0 in the decomposition of x.

The following definition was introduced [12, Def. 4.5] in the study of Steinberg
algebras.

Definition B.2.1. A G-graded ring S =
⊕

g∈G Sg is called symmetrically graded if,

SgSg−1Sg = Sg, ∀g ∈ G. (18)

We point out that strong gradings are symmetric. Interestingly, the Leavitt path
algebra of any graph is symmetrically graded (see [28, Prop. 3.2]). An easy example of
a grading that is not symmetric is the standard Z-grading on the polynomial ring R[X],
i.e. Sn = {0} for n < 0 and Sn = RXn for n ≥ 0.

Remark B.2.2. Let S be a symmetrically graded ring. If SgSg−1 = {0} for some g ∈ G,
then {0} = Sg−1SgSg−1 = SgSg−1Sg, hence by (18), we get that Sg = Sg−1 = {0}.
Thus, g ∈ Supp(S) ⇐⇒ g−1 ∈ Supp(S).

Example B.2.3. Let R be a ring. An easy check shows that R[X2, X−2] =
⊕

n∈Z Sn

where S2k+1 = {0} and S2k = RX2k is a symmetrical grading. Since S2k+1S−2k−1 =
{0} 6= R, the grading is not strong.

If S is a G-graded ring with principal component R, then SgSg−1 is an R-ideal for
each g ∈ G. The following definition was introduced by Nystedt, Öinert and Pinedo.

Definition B.2.4. ([30, Def. 4 and Prop. 7]) A G-graded ring S =
⊕

g∈G Sg with
principal component R = Se is called epsilon-strongly graded if,
(a) the grading is symmetrically graded, and,
(b) SgSg−1 is a unital R-ideal for each g ∈ G.

It is straightforward to see that the ring in Example B.2.3 is epsilon-strongly graded.
We point out that Definition B.2.4 is equivalent to the following conditions: (i) S being
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G-graded and (ii) for each g ∈ G, there exists some εg ∈ SgSg−1 such that for all x ∈ Sg,
x = εgx = xεg−1 (see [30, Prop. 7]).

We can restrict an epsilon-strong grading to a subgroup of the grading group.
This process gives us both a new grading and a new ring. The proof of the following
proposition is straightforward and left to the reader.

Proposition B.2.5. Let S =
⊕

g∈G Sg be an epsilon-strongly G-graded ring with
principal component R = Se. Let H be a subgroup of G. Then S(H) =

⊕
g∈H Sg is an

epsilon-strongly H-graded ring with principal component S = Se.

On the other hand, if N is a normal subgroup of G, then there is a way to assign
a new, induced G/N -grading to the same ring S. Indeed, let S =

⊕
g∈G Sg be a

G-graded ring with principal component R. The induced G/N -grading is given by
S =

⊕
C∈G/N SC where SC =

⊕
g∈C Sg. In particular, the new principal component is

S[e] =
⊕

g∈N Sg = S(N). One can show that the induced G/N -grading is strong if the
G-grading of S is strong (see [27, Prop. 1.2.2]).

In the proof of Theorem B.1.1 we will need the following proposition for the reduc-
tion step.

Proposition B.2.6. ([25, Prop. 5.4], cf. [9, Prop. 2.3]) Let S be an epsilon-strongly
G-graded ring with principal component R = Se. If R is left or right noetherian, then
for any normal subgroup N of G, the induced G/N -grading of S is epsilon-strong.

Finally, we recall the following definition.

Definition B.2.7. A group G is polycyclic-by-finite if it has a subnormal series,

1 = G0 �G1 � . . . Gn−1 �Gn �Gn+1 = G,

such that G/Gn is finite and Gi+1/Gi, 1 ≤ i ≤ n− 1 is a cyclic group. In other words,
a polycyclic-by-finite is a group containing a polycyclic subgroup with finite index.

For example, the groups Zr for r > 0 are polycyclic-by-finite.

B.3. Noetherian and artinian epsilon-strongly graded rings

Recall that a ring is called left (right) noetherian if every ascending sequence of
left (right) ideals of the ring stabilizes. A left (right) R-module RM (MR) is left (right)
noetherian if it satisfies the ascending chain condition on left (right) R-submodules. A
ring R is left (right) noetherian if and only if R is left (right) noetherian as a left (right)
module over itself. Another well-known characterization is that a ring R is left (right)
noetherian if and only if every finitely generated left (right) R-module is left (right)
noetherian. Artinian rings and modules have similar characterizations but instead with
respect to the descending chain condition.

B.3.1. The Ascending Chain Condition. We first recall the following well-
known result (see e.g. [27, Prop. 5.4.2]).

Proposition B.3.1. Let G be an arbitrary group and let S =
⊕

g∈G Sg be a G-graded
ring with principal component R. If S is left (right) noetherian, then R is left (right)
noetherian.
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The converse of Proposition B.3.1 does not hold in general as the following example
shows.

Example B.3.2. ([20, Expl. 1.1.22]) Let S be the ring of Laurent polynomials (over
some field K) in infinitely many variables X1, X2, . . . . Then, S is strongly graded by
extending the standard one variable Z-grading to an infinite variable

∏
N Z-grading.

More precisely, an element g ∈
∏

N Z can be identified with a sequence where g(i) is the
degree in the variable Xi.

Notice that S is not noetherian but R = Se = K is noetherian since it is a field.

In the case of epsilon-strongly graded rings there is a converse of Proposition B.3.1
for a certain class of groups. For this purpose, we will generalize the proof for strongly
graded rings given in [9]. Some changes are needed, but otherwise the proof is similar
and uses a version of Hilbert’s Basis Theorem.

To establish the general result we will first consider the special cases of G finite
and G = Z. Then, we reduce the general case to these two special cases.

We recall that ifM is a finitely generated projective leftR-module, then HomR(M,R)
is a finitely generated projective right R-module.

Proposition B.3.3. Let G be an arbitrary group and let S =
⊕

g∈G Sg be an epsilon-
strongly G-graded ring. If Supp(S) <∞, then S is finitely generated as both a left and
right R-module.

Proof. By [30, Prop. 7], for each g ∈ G, Sg is a finitely generated projective
left R-module isomorphic to HomR(Sg−1 , R) as a right R-module. In particular, Sg is
finitely generated as both a left and right R-module. Hence, S =

⊕
g∈G Sg is finitely

generated since the support is finite. �

Proposition B.3.4. Let G be a finite group and let S =
⊕

g∈G Sg be an epsilon-
strongly G-graded ring with principal component R. If R is left (right) noetherian,
then S is left (right) noetherian.

Proof. Since the support of S =
⊕

g∈G Sg is finite, Proposition B.3.3 implies that
RS is finitely generated. Therefore, RS is left (right) noetherian and, in particular, SS
is left (right) noetherian. �

Next, we shall prove the special case of G = Z. Indeed, let S =
⊕

g∈G Sg be an
epsilon-strongly Z-graded ring with principal component R. We can define a length for
each element s ∈ S in the following way. Any element s ∈ S decomposes as a finite sum
s =

∑
i∈Supp(s) si where 0 6= si ∈ Si. We note that the set Supp(s) ⊂ Z is finite, hence

we can let a and b be the least and greatest integers of Supp(s) respectively. Then,
s =

∑b
i=a s

′
i where s′i = si if i ∈ Supp(s) and s′i = 0 otherwise. We note that s′a 6= 0

and s′b 6= 0. The strictly positive integer b− a+ 1 is called the length of s.
Now, let I be a right ideal of S. For n ≥ 1, let,

Idn(I) =
{
r ∈ R | r +

−1∑
i=−n+1

si ∈ I, si ∈ Si
}
,
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where the sum from i = −n+1 to −1 is to be understood as empty for n = 1. Informally,
Idn(I) is the leading coefficients of elements of I with length at most n.

Lemma B.3.5. Let S be an epsilon-strongly Z-graded ring. With the notation as
above, the following assertions hold.

(a) For n ≥ 1, Idn(I) is a right ideal of R and Idn(I) ⊆ Idm(I) if 1 ≤ n ≤ m.
(b) Let J ⊆ I be right ideals of S such that Idn(I) = Idn(J) for all n ≥ 1. Then, J = I.

Proof. (a): Straightforward.

(b): Seeking a contradiction, suppose that I 6= J . Then, we can choose,

x =
b∑
i=a

si ∈ I \ J,

with si ∈ Si such that the length b− a + 1 is minimal. For the moment let us assume
that we can require b = 0 without loss of generality. Write x = s0 +

∑−1
i=c si and note

that x has length 1− c. Then s0 ∈ Id1−c(I) = Id1−c(J), which implies that there exists
some y = s0 +

∑−1
i=c s̃i ∈ J . Note that x − y =

∑−1
i=c(si − s̃i) has length −c. Since

si − s̃i ∈ Si and by the choice of x as the element of minimal length in I \ J , we have
x− y ∈ J . Hence, x ∈ J , which is a contradiction.

To finish the proof we need to show that we can assume b = 0. Again, let x =∑b
i=a si be a fixed element in I \ J of minimal length. Using that I is a right ideal of

S, we get that xS−b ⊆ I. For the moment assume that xS−b 6⊆ J . This implies that
there exists some y−b ∈ S−b such that xy−b ∈ I \ J . Therefore, xy−b =

∑b
i=a siy−b

with siy−b ∈ SiS−b ⊆ Si−b. Hence, letting s′i = si+by−b ∈ Si we see that xy−b =∑0
i=a−b s

′
i = s′0 +

∑−1
i=a−b s

′
i has length b− a+ 1. In other words, we can choose x with

b = 0 in the decomposition.
Finally, we prove that xS−b 6⊆ J for any x ∈ I \J of minimal length. Suppose to get

a contradiction that xS−b ⊆ J . Then xS−bSb ⊆ J . Furthermore, since, ε−b ∈ S−bSb,

xε−b =
b∑
i=a

siε−b = sb +

b−1∑
i=a

siε−b ∈ J ⊆ I.

Thus,

x− xε−b =
(
sb +

b−1∑
i=a

si
)
−
(
sb +

b−1∑
i=a

siε−b
)

=

b−1∑
i=a

si(1− ε−b) ∈ I.

Since (1 − ε−b) ∈ R we have that si(1 − ε−b) ∈ Si. But since the length of x − xε−b
is b − a, which is strictly less than the the length of x, the choice of x implies that
x− xε−b ∈ J . Hence x ∈ J , which is a contradiction.

�

Proposition B.3.6. Let S =
⊕

i∈Z Si be an epsilon-strongly Z-graded ring and let R
be the principal component of S. If R is right (left) noetherian, then S is right (left)
noetherian.
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Proof. We will only show the right-handed case as the left-handed case can be
proved analogously.

Assume that I1 ⊆ I2 ⊆ I3 ⊆ . . . is an ascending sequence of right ideals in S. Then
the diagonal sequence,

Id1(I1) ⊆ Id2(I2) ⊆ Id3(I3) ⊆ . . . ,

is an ascending sequence of right ideals in R. Since R is right noetherian by assumption
there exists some n such that Idn(In) = Idk(Ik) for any k ≥ n.

Moreover, for 1 ≤ i ≤ n− 1, consider the sequence,

Idi(I1) ⊆ Idi(I2) ⊆ Idi(I3) ⊆ . . . .

For each i there exists ni such that Idi(Ini) = Idi(Im) for m ≥ ni. Taking,

n′ = max1≤i≤n−1(n, ni),

we have that Idi(In′) = Idi(Im) for m ≥ n′ and all i. By Lemma B.3.5, Im = In′ .
Hence, the original sequence stabilizes and S is right noetherian. �

We now consider the general case of polycyclic-by-finite groups.

Theorem B.3.7. Let G be a polycyclic-by-finite group and let S =
⊕

g∈G Sg be
an epsilon-strongly G-graded ring with principal component R. If R is right (left)
noetherian, then S is right (left) noetherian.

Proof. We only prove the right-handed case since the left-handed case can be
treated analogously. Suppose R is right noetherian. We reduce the general proof to the
cases where G = Z or G is finite. The proof goes by induction on the length n of the
subnormal series.

For n = 1, we have 1 = G0 � G1 = G, i.e. G = G/1 is finite. Thus, S is right
noetherian by Proposition B.3.4.

Next, assume that the theorem holds for subnormal series of length k for some
k > 0. Let G be a polycyclic-by-finite group with subnormal series,

1 = G0 �G1 � · · ·�Gk �Gk+1 = G,

as in Definition B.2.7. By Proposition B.2.5, S(Gk) is epsilon-strongly Gk-graded with
principal component R. By the induction hypothesis, S(Gk) is right noetherian. Fur-
thermore, S(Gk+1) is epsilon-strongly Gk+1-graded with principal component R. Since
R is right noetherian, Proposition B.2.6 implies that, the induced Gk+1/Gk-grading is
epsilon-strong with principal component S(Gk). By the assumption on G, Gk+1/Gk
is either (i) isomorphic to Z or (ii) finite. In the first case, Proposition B.3.6 implies
that S(Gk+1) is right noetherian. In the second case, Proposition B.3.4 implies that
S(Gk+1) is right noetherian.

Hence, S = S(G) = S(Gk+1) is right noetherian and the theorem follows by the
induction principle. �

We can now establish our characterization of noetherian epsilon-strongly graded
rings.
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Proof of Theorem B.1.1. Assume that S is left (right) noetherian. Then, Propo-
sition B.3.1 implies that R = Se is left (right) noetherian. Conversely, let the principal
component R = Se be left (right) noetherian. Then, Theorem B.3.7 implies that S is
left (right) noetherian. �

B.3.2. The Descending Chain Condition. Given a torsion-free group G we
characterize when an epsilon-strongly G-graded ring is one-sided artinian.

The following well-known result gives a necessary condition for a group graded ring
to be one-sided artinian (see e.g. [27, Prop. 5.4.2]).

Proposition B.3.8. Let G be an arbitrary group and let S =
⊕

g∈G Sg be a G-graded
ring with principal component R. If S is left (right) artinian, then R is left (right)
artinian.

First, we prove the sufficiency of the conditions in Theorem B.1.2.

Proposition B.3.9. Let G be an arbitrary group and let S =
⊕

g∈G Sg be an epsilon-
strongly G-graded ring. If Supp(S) < ∞ and R is left (right) artinian, then S is left
(right) artinian.

Proof. By Proposition B.3.3, RS is finitely generated and thus RS is left artinian.
In particular, SS is left artinian. �

Considering the case where G is torsion-free we can use the following general the-
orem (see [27, Thm. 9.6.1]) to get a converse to Proposition B.3.9.

Theorem B.3.10. Let G be a torsion-free group and let S =
⊕

g∈G Sg be a G-graded
group. If S is a left (right) artinian, then Supp(S) <∞.

Remark B.3.11. We show that the right case of Theorem B.3.10 follows from the
left case. Letting S be a right artinian ring, the opposite ring So is left artinian.
Furthermore, the ring So is G-graded by (So)g = Sg−1 (cf. [27, Rmk. 1.2.4]). With
this grading, |Supp(So)| = |Supp(S)|. But the left case of Theorem B.3.10 implies
Supp(So) <∞ and thus Supp(S) <∞.

We are now ready to prove our characterization of artinian epsilon-strongly graded
rings.

Proof of Theorem B.1.2. The ‘if’ direction follows from Proposition B.3.9. For
the other direction, assume S is a left (right) artinian epsilon-strongly graded ring. First
note that by Proposition B.3.8, the principal component R = Se is left (right) artinian.
Secondly, by Theorem B.3.10, Supp(S) < ∞, which is equivalent to Sg = {0} for all
but finitely many g ∈ G. �

Remark B.3.12. Passman’s example [32] of an artinian twisted group rings by an
infinite p-group shows that Theorem B.1.2 and Theorem B.3.10 do not hold for arbitrary
groups.
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B.4. Applications to Leavitt path algebras

A directed graph E = (E0, E1, s, r) consists of a set of vertices E0, a set of edges E1

and maps s : E1 → E0, r : E1 → E0 specifying the source s(f) and range r(f) vertex
for each edge f ∈ E1. We call a graph E finite if E0 and E1 are finite sets. A path is
a sequence of edges α = f1f2 . . . fn such that s(fi+1) = r(fi) for 1 ≤ i ≤ n − 1. We
write s(α) = s(f1) and r(α) = r(fn). A cycle is a path such that s(f1) = r(fn) and
s(fi) 6= s(f1) for 2 ≤ i ≤ n.

Definition B.4.1. For a directed graph E = (E0, E1, s, r) and a ring R, the Leavitt path
algebra with coefficients in R is the R-algebra generated by the symbols {v | v ∈ E0},
{f | f ∈ E1} and {f∗ | f ∈ E1} subject to the following relations,
(a) vivj = δi,jvi for all vi, vj ∈ E0,
(b) s(f)f = fr(f) = f and r(f)f∗ = f∗s(f) = f∗ for all f ∈ E1,
(c) f∗f ′ = δf,f ′r(f) for all f, f ′ ∈ E1,
(d)

∑
f∈E1,s(f)=v ff

∗ = v for all v ∈ E0 for which s−1(v) is non-empty and finite.

We let R commute with the generators.

The symbols f ∈ E1 are called real edges and the symbols f∗ for f ∈ E1 are
called ghost edges. For a real path α = f1f2f3 . . . fn the corresponding ghost path
is α∗ = f∗nf

∗
n−1 . . . f

∗
3 f
∗
2 f
∗
1 . In particular, s(α) = r(α∗) and r(α) = s(α∗). Using the

relations above it can be proved that a general element in LR(E) has the form of a finite
sum

∑
riαiβ

∗
i where ri ∈ R, αi and βi are real paths such that r(αi) = s(β∗i ) = r(βi)

for every i. For a path α = f1f2f3 . . . fn, let len(α) = n denote the length of n.
For any group G there is a class of G-gradings called the standard gradings of LR(E)

(see for example [28]). Taking G = Z we obtain the so-called canonical Z-grading of
LR(E). In this case, the homogeneous components are given by,

(LR(E))n =
{∑

riαiβ
∗
i | ri ∈ R, len(αi)− len(βi) = n

}
, (19)

for n ∈ Z. It is proved in [28, Thm. 3.3] that every standard G-grading of LR(E)
is symmetric and furthermore when E is finite, every standard G-grading is epsilon-
strong. In the sequel, we will consider the Leavitt path algebra LR(E) equipped with
the canonical Z-grading. If E is finite, then LR(E) is an epsilon-strongly Z-graded ring.

In this section, we will characterize when LR(E) is noetherian and artinian under
the assumption that E is a finite graph.

Definition B.4.2. A graph E is said to satisfy Condition (NE) if there is no cycle with
an exit.

This condition is in fact a large restriction on the paths in the graph.

Lemma B.4.3. ([3, Lem. 1.2]) If E is a finite graph satisfying Condition (NE), then
any path µ with |µ| > |E0| ends in a cycle.

We will begin by showing that Condition (NE) allows us to lift algebraic properties
of the base ring R to the principal component (LR(E))0.
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Following [3, Thm. 1.4], for an integer m ≥ 0, let,

Cm = SpanR{αβ
∗ | len(α) = len(β) = m}.

Note that by (19), (LR(E))0 =
⋃∞
m=0 Cm for any graph E. If E is a finite graph, then

there are only finitely many paths of a fixed length. Hence, if E is a finite graph, then
Cm is a finitely generated R-module for each non-negative integer m.

Lemma B.4.4. (cf. [3, Thm. 1.4]) If for some integer t ≥ 0, Ct+1 ⊆
⋃t
m=0 Cm, then⋃∞

m=0 Cm =
⋃t
m=0 Cm.

Proof. Assume that Ct+1 ⊆
⋃t
m=0 Cm. We show that Ct+i ⊆

⋃t
m=0 Cm for any

i by induction.
Now, assume that Ct+k ⊆

⋃t
m=0 Cm for some k and let

α = e1e2 . . . et+k+1f
∗
t+k+1f

∗
k . . . f

∗
2 f
∗
1 .

Letting β = e2 . . . et+k+1f
∗
t+k+1 . . . f

∗
2 we have that,

α = e1βf
∗
1 ∈ e1Ct+kf

∗
1 ⊆ e1

( t⋃
m=0

Cm
)
f∗1 ⊆

t+1⋃
m=1

Cm ⊆
t⋃

m=0

Cm,

where the last inclusion is a consequence of the assumption Ct+1 ⊆
⋃t
m=0 Cm. �

Proposition B.4.5. If E is a finite graph satisfying Condition (NE), then there exists
some non-negative integer k such that (LR(E))0 =

⋃k
m=0 Cm. In particular, (LR(E))0

is a finitely generated R-module.

Proof. Assume that E satisfies condition (NE). We will show that the condition
in Lemma B.4.4 holds. By Lemma B.4.3 there is an integer k > 1 such that any path
µ in E with len(µ) ≥ k ends in a cycle. Let αβ∗ 6= 0 ∈ Ck. Then since r(α) = r(β) and
condition (NE) holds, α and β both ends in the same cycle. Let, α = α′e1e2 . . . en and
β = β′e1e2 . . . en for some edges e1, . . . , en. Furthermore, since the cycle does not have
an exit, it follows from Definition 4.1(d) that ene∗n = s(en). Hence,

αβ∗ = α′e1e2 . . . en−1(ene
∗
n)e∗n−1 . . . e

∗
1(β′)∗ = α′e1 . . . en−1e

∗
n−1 . . . e

∗
1(β′)∗ ∈ Ck−1.

This proves that Ck ⊆ Ck−1.
Now, Lemma B.4.4 yields, (LR(E))0 =

⋃k−1
m=0 Cm. In particular, (LR(E))0 is

finitely generated since each Cm is finitely generated. �

As a corollary we obtain that noetherianity lifts from the base ring R to (LR(E))0.

Corollary B.4.6. Let E be a finite graph and let R be a left (right) noetherian ring.
If E satisfies Condition (NE), then (LR(E))0 is left (right) noetherian as a ring.

Proof. Assume that E satisfies Condition (NE). By Proposition B.4.5, (LR(E))0

is finitely generated. Since R is assumed to be left (right) noetherian, we get that
R(LR(E))0, (((LR(E))0)R) are noetherian and, in particular (LR(E))0 is a left (right)
noetherian ring. �
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Next, we will show that Condition (NE) in some sense restricts the number of
idempotents in (LR(E))0. In particular, we show that Condition (NE) is a necessary
condition for (LR(E))0 to be one-sided noetherian.

Proposition B.4.7. If E does not satisfy Condition (NE), then there exists an infinite
sequence of distinct, pairwise orthogonal idempotents {µnµ∗n}n∈N in (LR(E))0. If this
is the case, then (LR(E))0 is not left or right noetherian.

Proof. Following [6, Prop. 3.1(ii)], assume that there is a cycle γ is a with an
exit path α. By shifting the cycle, we may assume that the base vertex of the cycle is
the starting point of the exit. More precisely, we may assume that γ = e1e2 . . . en for
edges ei such that s(γ) = s(e1) = s(α) and ei 6= e1 for 2 ≤ i ≤ n. Consider the set
{γnαα∗(γ∗)n | n ∈ N}. It is straightforward to prove these are orthogonal idempotents
in (LR(E))0. To see that they are distinct, suppose to get a contradiction that,

γnαα∗(γ∗)n = γmαα∗(γ∗)m,

for n > m. Then, multiplying with α∗(γ∗)m on the left,

0 = (α∗γn−m)αα∗(γ∗)n = α∗(γ∗)mγnαα∗(γ∗)n = α∗(γ∗)mγmαα∗(γ∗)m = α∗(γ∗)m,

which is a contradiction.
The last statement is clear since a one-sided noetherian ring does not contain in-

finitely many orthogonal idempotents. �

We can now prove our main characterization of noetherian Leavitt path algebras,
generalizing [3, Thm. 3.10].

Corollary B.4.8. Let E be a finite graph and let R be a left (right) noetherian ring.
Let the Leavitt path algebra LR(E) be graded with the canonical Z-grading. Then the
following are equivalent:
(a) E satisfies Condition (NE),
(b) (LR(E))0 is left (right) noetherian,
(c) LR(E) is left (right) noetherian.

Proof. (a) =⇒ (b) : Assume that E has no cycle with an exit. Since R is left
(right) noetherian, by Corollary B.4.6, (LR(E))0 is left (right) noetherian.

(b) =⇒ (c) : Since the canonical Z-grading of LR(E) is epsilon-strong (see [28,
Thm. 3.3]), this follows from Theorem B.1.1.

(c) =⇒ (a) : Assume that LR(E) is left (right) noetherian. Then by Theorem
B.1.1, (LR(E))0 is left (right) noetherian. Therefore, by Proposition B.4.7, E satisfies
Condition (NE). �

Remark B.4.9. Note that if R is two-sided noetherian in Corollary B.4.8, then we get
equivalences between the following assertions:
(a) E satisfies Condition (NE),
(b) (LR(E))0 is left noetherian,
(c) (LR(E))0 is right noetherian,
(d) LR(E) is left noetherian,
(e) LR(E) is right noetherian.
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Remark B.4.10. Taking R to be a field we obtain a new proof of Abrams, Aranda
Pino and Siles Molina’s characterization of noetherian Leavitt path algebras of finite
graphs with coefficients in a field (cf. [3]).

Next, we will similarly apply the characterization of artinian epsilon-strongly graded
rings. We first show that Condition (NE) will allow us to lift additional algebraic
properties from R to (LR(E))0. This follows as a corollary to a more general structure
theorem for the principal component (LR(E))0. Define a filtration of (LR(E))0 as
follows. For n ≥ 0, put,

Dn = SpanR{αβ
∗ | len(α) = len(β) ≤ n}.

It is straightforward to show that Dn is an R-subalgebra of (LR(E))0. For v ∈ E0 and
n > 0 let P (n, v) denote the set of paths γ with len(γ) = n and r(γ) = v. Let Sink(E)
denote the set of sinks in E.

Theorem B.4.11. ([2, Cor. 2.1.16]) For a non-negative integer n, let Mn(R) denote
the full n× n-matrix ring. Then, for a finite graph E,

D0 '
∏
v∈E0

R,

Dn '
∏

0≤i≤n−1
v∈Sink(E)

M|P (i,v)|(R)×
∏
v∈E0

M|P (n,v)|(R),

as R-algebras.

We now show that we can lift even more properties from the base ring R to (LR(E))0

when Condition (NE) is satisfied.

Corollary B.4.12. Let R be a ring and let E be a finite graph that satisfies Condition
(NE). Then (LR(E))0 is Morita equivalent to Rk for some k > 0 and, in particular, the
following assertions hold:
(a) R is semisimple if and only if (LR(E))0 is semisimple.
(b) R is von Neumann regular if and only if (LR(E))0 is von Neumann regular.
(c) R is left (right) noetherian if and only if (LR(E))0 is left (right) noetherian.
(d) R is left (right) artinian if and only if (LR(E))0 is left (right) artinian.

Proof. Assuming that E is finite and satisfies Condition (NE), Proposition B.4.5
implies that (LR(E))0 =

⋃k
m=0 Cm = Dk, which is a finite direct product of full matrix

rings by Theorem B.4.11. That is, (LR(E))0 = Mn1(R)×Mn2(R)× · · · ×Mnk (R) for
some positive integers n1, n2, . . . , nk.

Recall that R and the full matrix ringMm(R) are Morita equivalent for eachm (see
for example [24, page 18.6]), i.e. there is an equivalence of categories Mm(R)-Mod ≈
R-Mod. In particular, we have equivalences Mni(R)-Mod ≈ R-Mod for each 1 ≤ i ≤ k.
Forming the product categories, it is not hard to see that,

Mn1(R)-Mod×Mn2(R)-Mod× · · · ×Mnk (R)-Mod ≈ R-Mod×R-Mod× · · · ×R-Mod.
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For any rings R,S it can be shown that R-Mod× S-Mod ≈ (R× S)-Mod. Hence,

(Mn1(R)× · · · ×Mnk (R))-Mod ≈ Rk-Mod,

and thus (LR(E))0 and Rk are Morita equivalent.
Furthermore, it is well-known that Rk is semisimple/von Neumann regular/one-

sided artinian/one-sided noetherian if and only ifR is semisimple/von Neumann regular/one-
sided artinian/one-sided noetherian. Moreover, these properties are Morita invariant,
which is enough to establish the corollary. �

We will begin by showing a partial result concerning the characterization of artinian
Leavitt path algebras.

Lemma B.4.13. Let E be a finite graph. Then E is acyclic if E satisfies Condition
(NE) and contains no infinite paths.

Proof. Assume that E satisfies Condition (NE). Then any infinite path must end
in a cycle, hence E contains infinite paths if and only if E contains a cycle. �

The following is our first result concerning artinian Leavitt path algebras.

Proposition B.4.14. Let E be a finite graph and let R be a left (right) artinian ring.
Let LR(E) be the Leavitt path algebra graded by the canonical Z-grading. Then the
following assertions are equivalent:
(a) E is acyclic,
(b) (LR(E))0 is left (right) artinian and Supp(LR(E)) is finite,
(c) LR(E) is left (right) artinian.

Proof. (a) =⇒ (b) : Assume that E is acyclic. Then, in particular, E trivially
satisfies Condition (NE), so by Corollary B.4.12, (LR(E))0 is left (right) artinian. We
claim that there exists some n satisfying (LR(E))k = {0} for all k ∈ Z such that
|k| > n. Since E is finite and acyclic there is a maximal length of paths in E. By (19), a
monomial αβ∗ ∈ (LR(E))k if and only if len(α)− len(β) = k. Taking n larger than the
maximal path length in E, it follows that (LR(E))k = {0} for all k such that |k| > n,
thus proving the claim.

(b) =⇒ (c) : Since the canonical Z-grading on LR(E) is epsilon-strong (see [28,
Thm. 3.3]), Theorem B.1.2 implies that LR(E) is left (right) artinian.

(c) =⇒ (a) : Assume that LR(E) is left (right) artinian. Then Theorem B.1.2
implies that (i) (LR(E))0 is left (right) artinian and (ii) there is n such that (LR(E))k =
{0} for all k ∈ Z such that k > n. In particular, (i) implies that (LR(E))0 is left (right)
noetherian, so E satisfies Condition (NE) by Corollary B.4.8. We claim that (ii) implies
that E does not contain any infinite paths. Assuming that the claim hold, Lemma B.4.13
proves that E is acyclic. Suppose to get a contradiction that E contains an infinite path.
Then, we can construct finite paths of arbitrary length by taking initial subpaths of the
infinite path. Hence, (LR(E))k 6= {0} for arbitrarily large k, contradicting (ii). �

Remark B.4.15. By making the stronger assumption that R is semisimple we see by
Corollary B.4.12 that condition (b) can be replaced by,
(b’) (LR(E))0 is semisimple and Supp(LR(E)) finite.
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To get our full characterization we will apply a theorem by Nystedt, Öinert and
Pinedo, which will allow us to lift semisimplicity from the principal component to the
whole ring. Let S =

⊕
i∈Z Si be an arbitrary epsilon-strongly Z-graded ring and let

Z(S0)fin denote the elements r ∈ Z(S0) such that rεi = 0 for all but finitely many
integers i. There is a way to define a trace function trγ : Z(S0)fin → Z(S0) (see [30,
Def. 14]) such that the following theorem holds.

Theorem B.4.16. ([30, Thm. 23]) Let S be an epsilon-strongly Z-graded ring. Assume
that εi = 0 for all but finitely many integers i and that trγ(1) is invertible in S0. If S0

is semisimple, then S is semisimple.

Remark B.4.17. Note that Nystedt, Öinert and Pinedo show Theorem B.4.16 for an
epsilon-strongly G-graded ring, where G is an arbitrary group.

The theorem only gives sufficient conditions: trγ(1) is not necessarily invertible in
S0 if S is semisimple. We will need the following to be able to apply the theorem.

Lemma B.4.18. Let E be a finite graph and R be a ring such that n · 1R is invertible
for every integer n 6= 0. If Supp(LR(E)) is finite, then trγ(

∑
v∈E0 v) is invertible in

(LR(E))0.

Proof. Assume that Supp(LR(E)) is finite. Note that the multiplicative identity
of (LR(E))0 is ε0 =

∑
v∈E0 v where the sum is well-defined since E is a finite graph. By

the definition of the trace ([30, Def. 14]), trγ(ε0) =
∑
i∈Z εi. Indeed, this expression is

valid since εi = 0 for all but finitely many integers i by the assumption that the support
is finite.

By [28, Thm. 3.3], every non-zero εi can be written as a finite sum,

εi =
∑
i

vi +
∑
i

αiα
∗
i ,

where αi are paths. Let v1, . . . , v|E0| be the vertices of E. Since ε0 is a term in the

trace, there are two sequences of positive integer (ni)
|E0|
i=1 , (n

′
i)
c′
i=1 and a sequence of

paths (αi)
c′
i=1 such that,

trγ(ε0) =

|E0|∑
i=1

nivi +

c′∑
i=1

n′iαiα
∗
i .

We will show that the right-hand side is invertible in (LR(E))0. Recall that vivj = δi,jvi
and viαj = δvi,s(αj)αj for all indices i, j. For 1 ≤ i, j ≤ c′, write αi ≤ αj if αi is an initial
subpath of αj . A moment’s thought yields that (αiα

∗
i )(αjα

∗
j ) = (αjα

∗
j )(αiα

∗
i ) = αjα

∗
j if

αi ≤ αj and 0 otherwise. Let T be the set of triples (i, j, t) of indices such that αi ≤ αj
or αj ≤ αi and let t be the index of the longer path. Finally, let f : {1, 2, . . . , c′} →
{1, 2, . . . , |E0|} be the function satisfying s(αi) = vf(i) for all 1 ≤ i ≤ c′. In other words,
f maps the path index i to the index of the start vertex s(αi).
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Now, making an Ansatz for a right inverse and calculating gives,( |E0|∑
i=1

nivi +

c′∑
i=1

n′iαiα
∗
i

)( |E0|∑
i=1

mivi +

c′∑
i

m′iαiα
∗
i

)

=

|E0|∑
i=1

nimivi +

c′∑
i=1

(nf(i)m
′
i + n′imf(i))αiα

∗
i +

∑
(i,j,t)∈T

n′im
′
jαtα

∗
t .

Letting mi = 1/ni for all i we see that the first sum equals ε0 =
∑|E0|
i=1 vi. Next, we will

solve for m′i with the aim to kill the second and third sums. Consider the coefficient of
αtα

∗
t for some index t. We require that,

0 = nf(t)m
′
t + n′tmf(t) +

∑
(i,j,t)∈T

n′im
′
j

= nf(t)m
′
t + n′tmf(t) +

( ∑
(t,j,t)∈T
j 6=t

n′im
′
j +

∑
(i,t,t)∈T

n′im
′
t

)

=
(
nf(t) +

∑
(i,t,t)∈T

n′i

)
m′t + n′tmf(t) +

∑
(t,j,t)∈T
j 6=t

n′im
′
j .

Rearranging, this means we need to solve for (m′i)
c′
i=1 in the following set of simul-

taneous equations,

m′t = −
(
nf(t) +

∑
(i,t,t)∈T

n′i

)−1( n′t
nf(t)

+
∑

(t,j,t)∈T
j 6=t

n′tm
′
j

)
, (20)

where 1 ≤ t ≤ c′.
We will find a solution to this system of equations by solving a set of indepen-

dent subsystems. Consider the chain decomposition of the poset A = {α1, α2, . . . , αc′}
equipped with the ordering defined above. More precisely, let S be the minimal ele-
ments of A and for each αk ∈ S, let Pk : αk ≤ αk1 ≤ · · · ≤ αkn be the longest chain
starting at αk. Note that the family of chains (Pk)αk∈S is a partition of A.

Now, consider a fixed chain Pk0 : αk0 ≤ αk1 ≤ · · · ≤ αkn and put I = {k0, k1, . . . , kn}.
We claim that the set of equations (20) where t ∈ I is an independent subsystem. In-
deed, a moment’s thought yields that this is a system in the variables {m′t | t ∈ I} and
conversely these variables only appear in the equations for which t ∈ I. More precisely,
since αk0 is minimal, there is no triple (k0, j, k0) ∈ T such that j 6= k0. Hence, taking
t = k0 in (20), the second sum is empty and we can solve directly for m′k0 . Moreover,
for 0 ≤ i ≤ n note that (ki, j, ki) ∈ T if and only if j ∈ {k0, k1, . . . , ki}. Hence, taking
t = ki in (20), we can solve for m′ki in terms of m′k0 ,m

′
k1
, . . . ,m′ki−1

. Going along the
chain and successively solving the equations, we obtain a solution to the subsystem (20)
for the indices in Pk0 . Repeating this process for each chain, we obtain a solution to
the whole system.

Thus, we obtain a right inverse of trγ(ε0). Since trγ(ε0) ∈ Z((LR(E))0), this is
enough to establish the lemma. �
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The following is one of our main result:

Corollary B.4.19. Let E be a finite graph and let R be a semisimple ring such that
n ·1R is invertible for every integer n 6= 0. Let LR(E) be the corresponding Leavitt path
algebra graded by the canonical Z-grading. Then the following assertions are equivalent:
(a) E is acyclic,
(b) (LR(E))0 is semisimple and Supp(LR(E)) is finite,
(c) LR(E) is left artinian,
(d) LR(E) is right artinian,
(e) LR(E) is semisimple,

Proof. (a)⇐⇒ (b)⇐⇒ (c): Proposition B.4.14.
(b) =⇒ (e): Assume that (LR(E))0 is semisimple and Supp(LR(E)) is finite. By

Lemma B.4.18 and Theorem B.4.16, LR(E) is semisimple.
(d) =⇒ (c): Assume that LR(E) is right artinian. By the Hopkins–Levitzki theo-

rem, LR(E) is left artinian if and only if LR(E) is left noetherian. Since R is semisimple,
it is two-sided noetherian. Hence, since LR(E) is right noetherian, Corollary B.4.8 im-
plies LR(E) is also left noetherian.

(e) =⇒ (c), (e) =⇒ (d): This follows by Artin-Wedderburn theorem. �

Remark B.4.20. As a special case of Corollary B.4.19 we obtain a characterization of
Leavitt path algebras over a field of characteristic 0. This is consistent with Abrams,
Aranda Pino and Siles Molina’s characterization of artinian and semisimple Leavitt
path algebras with coefficients in a field, cf. [1, 5, 2]. However, their characterization
does not require that the base field has characteristic 0. In particular, this means that
the assumption on the base ring R in Corollary B.4.19 is not a necessary condition.

Finally, we will prove Theorem B.1.4, which is a generalization of Steinberg’s char-
acterization of Leavitt path algebras (cf. [34]). We shall first show that noetherian
unital Leavitt path algebras come from finite graphs.

Lemma B.4.21. If (LR(E))0 is left (right) noetherian, then E is finite and satisfies
Condition (NE).

Proof. Assume that (LR(E))0 is left (right) noetherian. If we can prove that E
is finite, then the statement follows from Proposition B.4.7.

Suppose to get a contradiction that E is not finite. If E0 is an infinite set, we
can find an infinite sequence of pairwise orthogonal idempotents {vi}i∈N in (LR(E))0

contradicting that (LR(E))0 is left (right) noetherian. Similarly, if E1 is infinite, it is
straightforward to check that {ee∗}e∈E1 is an infinite sequence of orthogonal idempo-
tents. Hence, E is finite. �

Before finishing the proof we recall the following well-known property of group
graded rings. Let G be an arbitrary group and let S =

⊕
g∈G Sg be a G-graded ring

with principal component R. If S is semisimple, then R is semisimple.

Proof of Theorem B.1.4. (a) : Assume that LR(E) is left (right) noetherian.
By Theorem B.1.1, (LR(E))0 is left (right) noetherian and hence by Lemma B.4.21, E
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is finite and satisfies Condition (NE). Furthermore, by Corollary B.4.12, R is left (right)
noetherian. The converse follows directly from Corollary B.4.8.

(b) : Assume that LR(E) is left (right) artinian. By Theorem B.1.2, in particular,
(LR(E))0 is left (right) artinian and therefore also left (right) noetherian. By Lemma
B.4.21, E is finite and satisfies Condition (NE). This means we can apply Corollary
B.4.12 to get that R is left (right) artinian. Hence, Proposition B.4.14 proves E is
acyclic. The converse follows directly from Proposition B.4.14.

(c) : Assume that LR(E) is semisimple. This implies that (LR(E))0 is semisimple.
On the other hand, LR(E) is, in particular, left artinian, hence by (b), E is finite acyclic
and hence satisfies Condition (NE). Thus, Corollary B.4.12 implies that R is semisimple.
The converse follows directly from Corollary B.4.19. �

B.5. Applications to unital partial crossed products

Let R be an associative, non-trivial unital ring and let G be a group with neutral
element e. A unital twisted partial action of G on R (see [30, pg. 2]) is a triple,

({αg}g∈G, {Dg}g∈G, {wg,h}(g,h)∈G×G),

where for each g ∈ G, the Dg’s are unital ideals of R, αg : Dg−1 → Dg are ring iso-
morphisms and for each (g, h) ∈ G × G, wg,h is an invertible element in DgDgh. Let
1g ∈ Z(R) denote the (not necessarily non-zero) multiplicative identity of the ideal Dg.
We require that the following conditions hold for all g, h ∈ G:
(P1) αe = idR;
(P2) αg(Dg−1Dh) = DgDgh;
(P3) if r ∈ Dh−1D(gh)−1 , then αg(αh(r)) = wg,hαgh(r)w−1

g,h;
(P4) we,g = wg,e = 1g;
(P5) if r ∈ Dg−1DhDhl, then αg(rwh,l)wg,hl = αg(r)wg,hwgh,l.

Given a unital twisted partial action of G on R, we can form the unital partial
crossed product R ?wα G =

⊕
g∈GDgδg where the δg’s are formal symbols. For g, h ∈

G, r ∈ Dg and r′ ∈ Dh the multiplication is defined by the rule:

(P6) (rδg)(r
′δh) = rαg(r

′1g−1)wg,hδgh.

Directly from the definition of the multiplication it follows that 1Rδe is the multiplicative
identity of R?wαG. It can also be proved that R?wαG is an associative R-algebra (see [15,
Thm. 2.4]). Moreover, as mentioned in the introduction, Nystedt, Öinert and Pinedo
[30] shows that the natural G-grading is epsilon-strong. Furthermore, note that the
principal component of R ?ωα G can be identified with R.

Our characterization of noetherian epsilon-strongly graded rings (Theorem B.1.1)
gives the following generalization of Theorem B.1.3.

Corollary B.5.1. If G is a polycyclic-by-finite group, then R ?ωα G is left (right) noe-
therian if and only if R is left (right) noetherian.

Proof. Since R ?ωα G is epsilon-strongly G-graded (see [30]) by the polycyclic-by-
finite group G, the statement follows from Theorem B.1.1. �
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Remark B.5.2. We show that Theorem B.1.3 (cf. [11, Cor. 3.4]) follows as a special
case of Corollary B.5.1. Let α = {αg : Dg−1 → Dg}g∈G be a partial action of G on R
such that each ideal Dg of R is unital. Taking wg,h = 1g1gh it becomes a unital twisted
partial action. The above theorem yields the required statement for the skew group
ring R ?α G.

Applying our characterization of artinian epsilon-strongly graded rings (Theorem
B.1.2) we obtain the following:

Corollary B.5.3. Let G be a torsion-free group. Then R ?ωα G is left (right) artinian
if and only if R is left (rigth) artinian and Dg = {0} for all but finitely many g ∈ G.

Proof. Since R ?ωα G is epsilon-strongly G-graded (see [30]) by the torsion-free
group G, the statement follows from Theorem B.1.2. �

Remark B.5.4. Note that Passman’s example [32] of an artinian twisted group ring
by an infinite p-group shows that Corollary B.5.3 does not hold for an arbitrary group
G.
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The graded structure of algebraic Cuntz-Pimsner
rings
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Daniel Lännström

Algebraic Cuntz-Pimsner rings are naturally Z-graded rings that
generalize corner skew Laurent polynomial rings, Leavitt path al-
gebras and unperforated Z-graded Steinberg algebras. In this ar-
ticle, we characterize strongly, epsilon-strongly and nearly epsilon-
strongly Z-graded algebraic Cuntz-Pimsner rings up to graded iso-
morphism. We recover two results by Hazrat on when corner skew
Laurent polynomial rings and Leavitt path algebras are strongly
graded. As a further application, we characterize noetherian and
artinian corner skew Laurent polynomial rings.

C.1. Introduction

The Cuntz-Pimsner C∗-algebras were first introduced by Pimsner in [21] and further
studied by Katsura in [12]. The Cuntz-Pimsner algebra is constructed from a C∗-
correspondence and comes equipped with a natural gauge action. In a recent article,
Chirvasitu [7] obtained necessary and sufficient conditions for the gauge action to be
free. The (algebraic) Cuntz-Pimsner rings were introduced by Carlsen and Ortega in [5]
as algebraic analogues of the Cuntz-Pimsner algebras, and simplicity of Cuntz-Pimsner
rings were studied in [6]. These rings are interesting to us since they generalize some
very famous families of rings. Indeed, Carlsen and Ortega originally gave two important
examples of rings realizable as Cuntz-Pimsner rings: Leavitt path algebras (see [5, Expl.
5.8] and Section C.2.4) and corner skew Laurent polynomial rings (see [5, Expl. 5.7] and
Section C.2.5). Recently, Clark, Fletcher, Hazrat and Li [19] showed that unperforated
Z-graded Steinberg algebras are also realizable as Cuntz-Pimsner rings. The Cuntz-
Pimsner rings do not come with a gauge action but instead a natural Z-grading. This
grading is the main object of study in this article.
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In the case of Leavitt path algebras, the natural Z-grading was systematically in-
vestigated by Hazrat [11]. In particular, he obtained necessary and sufficient conditions
for the Leavitt path algebra of a finite graph to be strongly Z-graded (see [11, Thm.
3.15]). The class of epsilon-strongly graded rings was first introduced by Nystedt, Öinert
and Pinedo in [18] as a generalization of unital strongly graded rings. This subclass of
graded rings has been investigated further by the author in [13, 14]. Interestingly, the
Leavitt path algebra of a finite graph was proved to be epsilon-strongly Z-graded by
Nystedt and Öinert (see [17, Thm. 1.2]). Seeking to extend their result, they introduced
the notion of a nearly epsilon-strongly graded ring (see Definition C.2.2) and proved that
every Leavitt path algebra (even for infinite graphs) is nearly epsilon-strongly Z-graded
(see [17, Thm. 1.3]). In other words, there are sufficient conditions in the literature for
the natural Z-grading of a Leavitt path algebra to be strong, epsilon-strong and nearly
epsilon-strong respectively. These types of gradings have certain structural properties
that help us understand the Leavitt path algebras. The present work began as an effort
to generalize the previously mentioned results about Leavitt path algebras to a larger
class of Cuntz-Pimsner rings. It turns out that we can obtain partial characterizations of
nearly epsilon-strongly and epsilon-strongly graded Cuntz-Pimsner rings (see Theorem
C.6.1 and Theorem C.6.2). For unital strongly graded Cuntz-Pimsner rings we obtain a
complete characterization (see Theorem C.6.3). For that purpose, we obtain sufficient
conditions for a Cuntz-Pimsner ring to be strongly graded (see Corollary C.4.12). In
particular, we recover Hazrat’s results on Leavitt path algebras (see Corollary C.4.15)
and corner skew Laurent polynomial ring (see Corollary C.4.16) as special cases.

Carlsen and Ortega [5] constructed the Cuntz-Pimsner rings using a categorical
approach. Let R be an associative but not necessarily unital ring. Recall (see [5,
Def. 1.1]) that an R-system is a triple (P,Q, ψ) where P and Q are R-bimodules and
ψ : P ⊗RQ→ R is an R-bimodule homomorphism where P ⊗RQ denotes the balanced
tensor product. A technical assumption called Condition (FS) (see Definintion C.2.8)
is generally imposed on the R-system (P,Q, ψ). We will introduce two special types
of R-systems called s-unital and unital R-systems (see Definition C.3.6). Given an R-
system, Carlsen and Ortega considered representations of that system. This is the key
definition in their construction:

Definition C.1.1. ([5, Def. 1.2, Def. 3.3]) Let R be a ring and let (P,Q, ψ) be an
R-system. A covariant representation is a tuple (S, T, σ,B) such that the following
assertions hold:

(a) B is a ring;
(b) S : P → B and T : Q→ B are additive maps;
(c) σ : R→ B is a ring homomorphism;
(d) S(pr) = S(p)σ(r), S(rp) = σ(r)S(p), T (qr) = T (q)σ(r), T (rq) = σ(r)T (q) for all

r ∈ R, q ∈ Q and p ∈ P ;
(e) σ(ψ(p⊗ q)) = S(p)T (q) for all p ∈ P and q ∈ Q.

The covariant representation (S, T, σ,B) is injective if the map σ is injective. The
covariant representation (S, T, σ,B) is surjective if B is generated as a ring by σ(R) ∪
S(P ) ∪ T (Q).
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A surjective covariant representation (S, T, σ,B) is called graded if there is a Z-
grading {Bi}i∈Z of B such that σ(R) ⊆ B0, T (Q) ⊆ B1 and S(P ) ⊆ B−1.

Remark C.1.2. Let (S, T, σ,B) be a covariant representation and assume that B is
Z-graded. Note that (S, T, σ,B) is a graded covariant representation if and only if the
grading of B is compatible with the representation structure.

Carlsen and Ortega [5] then considered the category of surjective covariant represen-
tations of (P,Q, ψ) denoted by C(P,Q,ψ). The maps between (S, T, σ,B) and (S′, T ′, σ′, B′)
are ring homomorphisms φ : B → B′ such that φ ◦ S = S′, φ ◦ T = T ′ and φ ◦ σ = σ′.
We write (S, T, σ,B) ∼=r (S′, T ′, σ′, B′) if the covariant representations are isomorphic
as objects in C(P,Q,ψ). In the case when (P,Q, ψ) satisfies Condition (FS) (see Definition
C.2.8), they obtained a complete characterization of injective, graded, surjective covari-
ant representations up to isomorphism in C(P,Q,ψ) (see [5, Sect. 7]). The Cuntz-Pimsner
rings are defined as certain universal covariant representations (see Definition C.2.12).
Unlike in the C∗-setting, the Cuntz-Pimsner ring is not well-defined for all R-systems
(P,Q, ψ) (see [5, Expl. 4.11]).

Let both R and (P,Q, ψ) vary. If a Z-graded ring B shows up in a graded covariant
representation (S, T, σ,B) of some R-system (P,Q, ψ), then we call B a representation
ring. Following Clark, Fletcher, Hazrat and Li [19], we then say that B is realized by
the representation (S, T, σ,B) of the R-system (P,Q, ψ).

The key new technique of this article is to consider a special type of graded covariant
representations (cf. Section C.2.2 for notation):

Definition C.1.3. Let R be a ring, let (P,Q, ψ) be an R-system and let (S, T, σ,B)

be a graded covariant representation of (P,Q, ψ). For k ≥ 0, let I(k)
ψ,σ be the B0-ideal

generated by the set {σ(ψk(p ⊗ q)) | p ∈ P⊗k, q ∈ Q⊗k} ⊆ B0. We call (S, T, σ,B) a
semi-full covariant representation if B−kBk = I

(k)
ψ,σ for every k ≥ 0.

Remark C.1.4. A C∗-correspondence (A,E, φ) is called full if the closure of 〈x, y〉 for
x, y ∈ E spans A. One way to generalize this to the algebraic setting is to require that
ψ be surjective. Semi-fullness is a weaker condition. Indeed, if R is unital and ψ is
surjective, then every graded covariant representation of (P,Q, ψ) is semi-full.

Below is an outline of the rest of this article:
In Section C.2, we recall the definitions of nearly epsilon-strongly graded rings and

algebraic Cuntz-Pimsner rings.
In Section C.3, we prove that certain nearly epsilon-strongly Z-graded Cuntz-

Pimsner rings can be realized from semi-full covariant representations (see Corollary
C.3.12). This is based on recent work by Clark, Fletcher, Hazrat and Li [19] and is the
crucial reduction step in the characterization.

In Section C.4, we find sufficient conditions for an injective and graded covariant
representation to be strongly Z-graded (see Proposition C.4.10). Using our general
theorems, we recover two results by Hazrat as special cases (see Corollary C.4.15 and
Corollary C.4.16).

In Section C.5, we obtain sufficient conditions for an injective and semi-full co-
variant representation ring to be nearly epsilon-strongly Z-graded and epsilon-strongly
Z-graded respectively (see Proposition C.5.6 and Proposition C.5.7).
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In Section C.6, we obtain partial characterizations of nearly epsilon-strongly and
epsilon-strongly graded Cuntz-Pimsner rings (see Theorem C.6.1 and Theorem C.6.2).
For unital strongly graded Cuntz-Pimsner rings we obtain a complete characterization
(see Theorem C.6.3).

In Section C.7, we collect some important examples. Notably, we give an example
of a Leavitt path algebra realizable as a Cuntz-Pimsner ring in two different ways (see
Example C.7.3). We also give an example of a trivial Cuntz-Pimsner ring that is not
nearly epsilon-strongly Z-graded (see Example C.7.1).

In Section C.8, we apply our results to characterize noetherian and artinian corner
skew Laurent polynomial rings (see Corollary C.8.3).

C.2. Preliminaries

All rings are assumed to be associative but not necessarily equipped with a mul-
tiplicative identity element. Let R be a ring and let A ⊆ R be a subset. The R-ideal
generated by A is denoted by (A). Let RM be a left R-module and let B ⊆ M be
a subset. The R-linear span of B, denoted by SpanRB, is the R-submodule of RM
generated by B. More precisely, SpanRB =

{∑
bi +

∑
rj · bj | bi, bj ∈ B, rj ∈ R

}
,

where the sums are finite.

C.2.1. Nearly epsilon-strongly graded rings. Recall that a ring S is called
Z-graded if there exists a family of additive subsets {Si}i∈Z of S such that S =

⊕
i∈Z Si

and SmSn ⊆ Sm+n for all m,n ∈ Z. If the stronger condition SmSn = Sm+n holds
for all m,n ∈ Z, then the Z-grading {Si}i∈Z is called strong. The subsets Si are
called the homogeneous components of S. The support of S is defined to be the set
Supp(S) = {i ∈ Z | Si 6= {0}}. The component S0 is called the principal component of
S. It is straightforward to show that S0 is a subring of S. Next, let S =

⊕
i∈Z Si and

T =
⊕

i∈Z Ti be two Z-graded rings. A ring homomorphism φ : S → T is called graded
if φ(Si) ⊆ Ti for each i ∈ Z. If φ : S

∼−→ T is a graded ring isomorphism, then we write
S ∼=gr T and say that S and T are graded isomorphic.

Let R be a ring. A left (right) R-module RM is called left (right) s-unital if for
every x ∈ M there exists some rx ∈ R such that rx · x = x (x · rx = x). A left (right)
R-module RM is called left (right) unital if there exists some r ∈ R such that r · x = x
(x · r = x) for every x ∈M . Note that our definition of a unital module is stronger than
the standard definition. Let R,S be rings. A bimodule RMS is called s-unital (unital)
if RM is left s-unital (unital) and MS is right s-unital (unital). In particular, an ideal
I of R is called s-unital (unital) if RIR is s-unital (unital).

Remark C.2.1. Let R be a ring. It follows from [22, Thm. 1] that ifM is a left (right)
s-unital R-module, then for any positive integer n and elements x1, x2, . . . , xn ∈M there
exists some r ∈ R such that r · xi = xi (xi · r = xi) for all i ∈ {1, . . . , n}.

If S is a Z-graded ring, then Si is an S0-bimodule for every i ∈ Z (see [15, Rmk.
1.1.2]). Note that SiS−i is an ideal of S0 for every i ∈ Z. Hence, in particular, Si is
an SiS−i–S−iSi-bimodule for each i ∈ Z. The following definitions were introduced by
Nystedt and Öinert:
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Definition C.2.2. ([17, Def. 3.1, Def. 3.2, Def. 3.3]) Let S =
⊕

i∈Z Si be a Z-graded
ring.

(a) If Si is an s-unital SiS−i–S−iSi-bimodule for each i ∈ Z, then S is called nearly
epsilon-strongly Z-graded.

(b) If Si is a unital SiS−i–S−iSi-bimodule for each i ∈ Z, then S is called epsilon-
strongly Z-graded.

(c) (cf. [8, Def. 4.5]) If Si = SiS−iSi for every i ∈ Z, then S is called symmetrically
Z-graded.

Remark C.2.3. We make two remarks regarding Definition C.2.2.

(a) Nystedt and Öinert made these definitions for general group graded rings graded
by an arbitrary group. However, in this article we will only consider the special
case of Z-graded rings.

(b) If S is epsilon-strongly Z-graded, then S is a unital ring (see [14, Prop. 3.8]). In
other words, only unital rings admit an epsilon-strong grading.

We recall the following characterizations of nearly epsilon-strongly graded rings and
epsilon-strongly graded rings.

Proposition C.2.4. ([17, Prop. 3.1, Prop. 3.3]) Let S =
⊕

i∈Z Si be a Z-graded ring.
The following assertions hold:

(a) S is nearly epsilon-strongly Z-graded if and only if S is symmetrically Z-graded and
SiS−i is an s-unital ideal for each i ∈ Z;

(b) S is epsilon-strongly Z-graded if and only if S is symmetrically Z-graded and SiS−i
is a unital ideal for each i ∈ Z.

Moreover, the following implications hold (see [14, Rem. 3.4(a)]):

unital strongly graded ⇒ epsilon strongly graded ⇒ nearly epsilon-strongly graded. (21)

C.2.2. The Toeplitz representation. Let (P,Q, ψ) be an R-system. Put P⊗0 =
Q⊗0 = R and ψ0(r1 ⊗ r2) = r1r2. Let ψ1 = ψ. For n > 1, recursively define Q⊗n =
Q⊗n−1 ⊗Q and P⊗n = P ⊗ P⊗n−1. Let ψn : P⊗n ⊗Q⊗n → R be defined by,

ψn((p1 ⊗ p2)⊗ (q2 ⊗ q1)) = ψ(p1 · ψn−1(p2 ⊗ q2), q1),

for p1 ∈ P, p2 ∈ P⊗n−1, q1 ∈ Q, and q2 ∈ Q⊗n−1. Then, (P⊗n, Q⊗n, ψn) is an R-system
for each n ≥ 0. Furthermore, by [5, Lem. 1.5], if (S, T, σ,B) is a covariant representation
of (P,Q, ψ), then (Sn, Tn, σ, B) is a covariant representation of (P⊗n, Q⊗n, ψn) where
Sn : P⊗n → B and Tn : Q⊗n → B are maps satisfying the equations Sn(p1⊗· · ·⊗pn) =
S(p1)S(p2) . . . S(pn) and Tn(q1⊗· · ·⊗qn) = T (q1)T (q2) . . . T (qn) for qi ∈ Q and pj ∈ P .

Carlsen and Ortega proved (see [5, Thm. 1.7]) that there is an injective, surjective
and graded covariant representation that satisfies a universal property. This covariant
representation is called the Toeplitz representation and is denoted by (ιQ, ιP , ιR, T(P,Q,ψ)).
The ring T(P,Q,ψ) is called the Toeplitz ring. We recall (see [5, Thm. 1.7, Prop. 3.1]) the
canonical Z-grading of the Toeplitz ring. The ring homomorphism ιR : R→ T(P,Q,ψ) (cf.
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Definition C.1.1(c)), turns the ring T(P,Q,ψ) into an R-algebra. For every pair (m,n) of
non-negative integers, consider the following additive subset of T(P,Q,ψ),

T(m,n) = SpanR{ιQ⊗m(q)ιP⊗n(p) | q ∈ Q⊗m, p ∈ P⊗n}.

Carlsen and Ortega showed that T(P,Q,ψ) =
⊕

m,n≥0 T(m,n) is a semigroup grading of
T(P,Q,ψ) (see [5, Def. 1.6]). For every i ∈ Z, define,

Ti =
⊕
i∈Z

m−n=i

T(m,n). (22)

The canonical Z-grading of the Toeplitz ring is then given by T(P,Q,ψ) =
⊕

i∈Z Ti.
Moreover, the Toeplitz ring satisfies the following universal property:

Theorem C.2.5. ([5, Thm. 1.7, Prop. 3.2]) Let R be a ring and let (P,Q, ψ) be an
R-system. Let T(P,Q,ψ) =

⊕
i∈Z Ti be the Toeplitz ring associated to (P,Q, ψ) and let

(S, T, σ,B) be any graded covariant representation of (P,Q, ψ). Then there is a unique
Z-graded ring epimorphism η : T(P,Q,ψ) → B such that η ◦ ιR = σ, η ◦ ιQ = T, and
η ◦ ιP = S.

We relate morphisms in the category of graded covariant representations to mor-
phisms in the category of Z-graded rings:

Lemma C.2.6. Let R be a ring and let (P,Q, ψ) be an R-system. Suppose that
(S, T, σ,B) and (S′, T ′, σ′, B′) are two graded covariant representations of (P,Q, ψ). If

φ : (S, T, σ,B)→ (S′, T ′, σ′, B′)

is a morphism in the category C(P,Q,ψ) (see the introduction), then φ : B → B′ is a
Z-graded ring homomorphism.

Proof. Applying Theorem C.2.5 to (S, T, σ,B), it follows that Bi = η(Ti) and
hence, by (22),

Bi = SpanR{T (q)S(p) | q ∈ Q⊗m, p ∈ P⊗n where m− n = i},

for every i ∈ Z. Similarly, B′i = SpanR{T ′(q)S′(p) | q ∈ Q⊗m, p ∈ P⊗n where m− n =
i}, for every i ∈ Z. Since φ ◦ T = T ′ and φ ◦ S = S′ it follows that φ(Bi) ⊆ B′i. Thus,
φ is a Z-graded ring homomorphism. �

The following corollary is straightforward to prove:

Corollary C.2.7. Let R be a ring and let (P,Q, ψ) be an R-system. Suppose that
(S, T, σ,B) ∼=r (S′, T ′, σ′, B′) are two isomorphic graded covariant representations of
(P,Q, ψ). Then, we have that B ∼=gr B

′.

C.2.3. Adjointable operators, Condition (FS) and Cuntz-Pimsner rep-
resentations. Let (P,Q, ψ) be an R-system. Recall from the C∗-setting, that finite
generation of the Hilbert module E is equivalent to the ring of compact operators
B(E) = K(E) being unital. In the algebraic setting, the ring of compact opera-
tors K(E) is replaced by FP (Q) and FQ(P ) (see [5, Def. 2.1]). We will later see
that if P,Q are finitely generated, then FP (Q) and FQ(P ) are unital (see Proposition
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C.4.3). For now, we recall the definition of these rings. A right R-module homomor-
phism t : QR → QR is called adjointable if there exists a left R-module homomorphism
s : RP →R P such that ψ(p ⊗ t(q)) = ψ(s(p) ⊗ q) for all q ∈ Q and p ∈ P . The set of
adjointable homomorphisms is denoted by LP (Q) and LQ(P ). Note that LP (Q) and
LQ(P ) are subrings of End(QR) and End(RP ) respectively. Given fixed elements q ∈ Q
and p ∈ P , define θq,p : QR → QR and θp,q : RP → RP by θq,p(x) = q · ψ(p ⊗ x) and
θp,q(y) = ψ(y ⊗ q) · p for x ∈ Q and y ∈ P respectively. The R-linear span of the
homomorphisms {θq,p | q ∈ Q, p ∈ P} is denoted by FP (Q). Similarly, the R-linear
span of {θp,q | q ∈ Q, p ∈ P} is denoted by FQ(P ). It can be proved that FP (Q) and
FQ(P ) are two-sided ideals of LP (Q) and LQ(P ) respectively (see [5, Lem. 2.3]). The
following technical condition was introduced by Carlsen and Ortega:

Definition C.2.8. ([5, Def. 3.4]) Let R be a ring. An R-system (P,Q, ψ) is said to
satisfy Condition (FS) if for all finite sets {q1, q2, . . . , qn} ⊆ Q and {p1, p2, . . . , pm} ⊆ P
there exist some Θ ∈ FP (Q) and Φ ∈ FQ(P ) such that Θ(qi) = qi and Φ(pj) = pj for
all 1 ≤ i ≤ n and 1 ≤ j ≤ m.

Note that we have the following inclusion of rings:

FP (Q) ⊆ LP (Q) ⊆ End(QR),

FQ(P ) ⊆ LQ(P ) ⊆ End(RP ). (23)

Carlsen and Ortega (see [5, Def. 3.10]) defined maps ∆: R→ LP (Q) and Γ: R→
LQ(P ) by ∆(r)(q) = rq and Γ(r)(p) = pr for all r ∈ R, q ∈ Q, p ∈ P .

In the C∗-setting, it turns out that there are always injective morphisms

πn : K(E⊗n)→ TE
for each n > 0. In the algebraic setting, Carlsen and Ortega obtained something similar
under the assumption that the system satisfies Condition (FS). Another way to put it is
that if the R-system satisfies Condition (FS), then there are induced representations of
FP (Q) and FQ(P ). Recall that the opposite ring Rop of a ring R has the same additive
structure but with a new multiplication defined by a ? b = ba for all a, b ∈ R.

Proposition C.2.9. ([5, Prop. 3.11]) Let R be a ring, let (P,Q, ψ) be an R-system
satisfying Condition (FS) and let (S, T, σ,B) be a covariant representation of (P,Q, ψ).
Then there exist unique ring homomorphisms πT,S : FP (Q) → B and χT,S : FQ(P ) →
Bop such that πT,S(θq,p) = T (q)S(p) and χT,S(θp,q) = S(p) ? T (q) for all q ∈ Q, p ∈ P .
The maps satisfy the following equations for all Θ ∈ FP (Q) and Φ ∈ FQ(P ):

πT,S(∆(r)Θ) = σ(r)πT,S(Θ), πT,S(Θ∆(r)) = πT,S(Θ)σ(r)

χT,S(Γ(r)Φ) = σ(r) ? χT,S(Φ), χT,S(ΦΓ(r)) = χT,S(Φ) ? σ(r)

πT,S(Θ)T (q) = T (Θ(q)), χT,S(Φ) ? S(p) = S(Φ(p)). (24)

Moreover, πT,S(FP (Q)) = χT,S(FQ(P )) = SpanR{T (q)S(p) | q ∈ Q, p ∈ P} ⊆ B. If σ
is injective, then the maps πT,S and χT,S are also injective.

Remark C.2.10. We make two remarks regarding Proposition C.2.9.
(a) The equation χT,S(Φ) ? S(p) = S(p)χT,S(Φ) = S(Φ(p)) is misprinted in [5, Prop.

3.11].
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(b) Following Carlsen and Ortega, let π denote the map
⋃
m FP⊗m(Q⊗m)→ T(P,Q,ψ) .

We now recall the definition of the Cuntz-Pimsner invariant representations. If the
R-system (P,Q, ψ) satisfies Condition (FS), then the Cuntz-Pimsner invariant repre-
sentations exhaust all injective, surjective graded covariant representations of (P,Q, ψ)
up to isomorphism in C(P,Q,ψ) (see [5, Rem. 3.30]).

Definition C.2.11. ([5, Def. 3.15, Def. 3.16]) Let R be a ring and let (P,Q, ψ) be
an R-system satisfying Condition (FS). Let J be an ideal of R. If J ⊆ ∆−1(FP (Q)),
then the ideal J is called ψ-compatible. If ker ∆ ∩ J = {0}, then J is called faithful.
For a ψ-compatible ideal J ⊆ R, let T (J) be the ideal of T(P,Q,ψ) generated by the
set {ιR(x) − π(∆(x)) | x ∈ J}. The Cuntz-Pimsner ring relative to J is defined as the
quotient ring O(P,Q,ψ) = T(P,Q,ψ)/T (J). Let ρ : T(P,Q,ψ) → O(P,Q,ψ) be the quotient
map. Let ιJQ = ρ ◦ ιQ, ιJP = ρ ◦ ιP and ιJR = ρ ◦ ιR. The covariant representation
(ιJQ, ι

J
P , ι

J
R,O(P,Q,ψ)(J)) is called the Cuntz-Pimsner representation relative to J .

A covariant representation (S, T, σ,B) is called invariant relative to J if πT,S(∆(x)) =
σ(x) holds in B for each x ∈ J . The relative Cuntz-Pimsner representation

(ιJQ, ι
J
P , ι

J
R,O(P,Q,ψ)(J))

is invariant relative to J and satisfies a universal property among invariant represen-
tations (see [5, Thm. 3.18]). Finally, we recall the definition of the Cuntz-Pismner
ring:

Definition C.2.12. ([5, Def. 5.1]) Let R be a ring and let (P,Q, ψ) be an R-system.
Suppose that there exists a unique maximal ψ-compatible, faithful ideal J of R. The
Cuntz-Pimsner ring is defined as O(P,Q,ψ) = O(P,Q,ψ)(J) = T(P,Q,ψ)/T (J) and the
Cuntz-Pimsner representation (ιCPQ , ιCPP , ιCPR ,O(P,Q,ψ)) is defined to be

(ιJQ, ι
J
P , ι

J
R,O(P,Q,ψ)(J)).

C.2.4. Leavitt path algebras. The Leavitt path algebra associated to a directed
graph was introduced by Ara, Moreno and Pardo [4] and by Abrams and Aranda Pino
[2]. For a thorough account of the theory of Leavitt path algebras, we refer the reader
to the monograph by Abrams, Ara, and Siles Molina [1]. We now recall the realization
of Leavitt path algebras as Cuntz-Pimsner rings given by Carlsen and Ortega (see [5,
Expl. 1.10, Expl. 5.9]). They only considered Leavitt path algebras with coefficients in
a commutative unital ring, but their construction also works for non-commutative unital
rings. LetK be a unital ring that will serve as the coefficient ring. Let E = (E0, E1, s, r)
be a directed graph consisting of a vertex set E0, an edge set E1 and maps s : E1 → E0

and r : E1 → E0 specifying the source vertex s(f) and range vertex r(f) for each edge
f ∈ E1. For vertices u, v ∈ E0, let δu,v = 1 if u = v and δu,v = 0 if u 6= v. Moreover, let
{ηv | v ∈ E0} be a copy of the set E0 and similarly let {ηf | f ∈ E1} and {ηf∗ | f ∈ E1}
be copies of the set E1.

(a) Put R :=
⊕

v∈E0 Kηv. Define a multiplication on R by K-linearly extending the
rules ηuηv = δu,vηv for all u, v ∈ E0.
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(b) Put Q :=
⊕

f∈E1 Kηf . Let R act on the left of Q by K-linearly extending the rules
ηv · ηf = δv,s(f)ηf for all v ∈ E0, f ∈ E1. Let R act on the right of Q by K-linearly
extending the rules ηf · ηv = δv,r(f)ηf .

(c) Put P :=
⊕

f∈E1 Kηf∗ . Let R act on the left of P by K-linearly extending the
rules ηv · ηf∗ = δv,r(f)ηf∗ for all v ∈ E0, f ∈ E1. Let R act on the right of P by
K-linearly extending the rules ηf∗ · ηv = δv,s(f)ηf∗ for all v ∈ E0, f ∈ E1.

(d) Define an R-bimodule homomorphism ψ : P ⊗R Q → R by ηf∗ ⊗ ηf ′ 7→ δf,f ′ηr(f)

for all f, f ′ ∈ E1.
We will refer to the above R-system (P,Q, ψ) as the standard Leavitt path system
associated to the directed graph E (with coefficients in K). Carlsen and Ortega
proved (see [5, Expl. 5.8]) that (P,Q, ψ) satisfies Condition (FS), that the Cuntz-
Pimsner ring is well-defined and that O(P,Q,ψ)

∼=gr LK(E). The covariant representation
(ιCPQ , ιCPP , ιCPR ,O(P,Q,ψ)) is called the standard Leavitt path algebra covariant represen-
tation. Clark, Fletcher, Hazrat and Li also obtained these facts using more general
methods (see [19, Expl. 3.6]).

C.2.5. Corner skew Laurent polynomial rings. The general construction of
fractional skew monoid rings was introduced by Ara, Gonzalez-Barroso, Goodearl and
Pardo in [3] as algebraic analogues of certain C∗-algebras introduced by Paschke [20].
Here, we consider the special case of a fractional skew monoid ring by a corner isomor-
phism which is also called a corner skew Laurent polynomial ring. Let R be a unital
ring and let α : R → eRe be a corner ring isomorphism where e is an idempotent of
R. The corner skew Laurent polynomial ring R[t+, t−;α] is defined to be the universal
unital ring satisfying the following conditions:
(a) There is a unital ring homomorphism i : R→ R[t+, t−;α];
(b) R[t+, t−;α] is the R-algebra satisfying the following equations for every r ∈ R:

t−t+ = 1, t+t− = i(e), i(r)t− = t−i(α(r)), t+i(r) = i(α(r))t+.

Moreover, R[t+, t−;α] is Z-graded with A0 = R, Ai = Rti+ for i < 0 and Ai = ti−R for
i > 0. Note that t− ∈ A1 and t+ ∈ A−1. Carlsen and Ortega [5, Expl. 5.7] proved that
the corner skew Laurent polynomial ring R[t+, t−;α] can be realized as a Cuntz-Pimsner
ring.

C.3. Nearly epsilon-strongly Z-graded rings as Cuntz-Pimsner rings

In this section, we will see that a recent result by Clark, Fletcher, Hazrat and Li
[19] will allow us to derive necessary conditions for certain Cuntz-Pimsner rings to be
nearly epsilon-strongly Z-graded. Inspired by Exel we make the following definition:

Definition C.3.1. (cf. [9, Def. 4.9]) Let A =
⊕

i∈ZAi be a Z-graded ring. If An =
(A1)n and A−n = (A−1)n for n > 0, then A is called semi-saturated.

We show that the Toeplitz ring and any graded covariant representation is semi-
saturated.

Proposition C.3.2. Let R be a ring and let (P,Q, ψ) be an R-system.
(a) The Toeplitz ring T(P,Q,ψ) =

⊕
i∈Z Ti is semi-saturated.
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(b) Let (S, T, σ,B) be any graded covariant representation of (P,Q, ψ). Then B =⊕
i∈ZBi is semi-saturated.

Proof. (a): Take an arbitrary integer t > 0. It follows from the Z-grading that
(T1)t ⊆ Tt. We prove the reverse inclusion. Let ιQ⊗m(q)ιP⊗n(p) ∈ Tt where q ∈
Q⊗m, p ∈ P⊗n and m−n = t. We need to show that ιQ⊗m(q)ιP⊗n(p) ∈ (T1)t. Suppose
q = f1 ⊗ f2 ⊗ · · · ⊗ fn+t and p = g1 ⊗ g2 ⊗ · · · ⊗ gn. Then,
ιQ⊗m(q)ιP⊗n(p) = ιQ(f1)ιQ(f2) . . . ιQ(ft−1)ιQ⊗(n+1)(ft ⊗ ft+1 ⊗ ft ⊗ · · · ⊗ fn+t)ιP⊗n(p),

is contained in (T1)t. Hence, Tt = (T1)t for t > 0. A similar argument shows that
T−t = (T−1)t for t > 0.

(b): By Theorem C.2.5, there is a Z-graded ring epimorphism η : T(P,Q,ψ) → B.
Hence, Bn = η(Tn) = η((T1)n) = η(T1)n = (B1)n for any n > 0. Similarly, B−n =
(B−1)n for any n > 0. �

If M is a left R-module, then the left annihilator AnnR(M) = {r ∈ R | r · m =
0 ∀m ∈ M} is an ideal of R. If J is an ideal of R, then J⊥ = {r ∈ R | rx = xr =
0 ∀x ∈ J}. The following result was recently obtained by Clark, Fletcher, Hazrat and
Li. Their formulation of the theorem is weaker but they in fact prove the stronger
statement below.

Theorem C.3.3. ([19, Cor. 3.2]) Let A =
⊕

i∈ZAi be a Z-graded ring satisfying the
following assertions:
(a) A is semi-saturated;
(b) For {a1, a2, . . . , an} ⊆ A1 there is r ∈ A1A−1 such that ral = al for each 1 ≤ l ≤ n,

and for {b1, b2, . . . , bm} ⊆ A−1 there is s ∈ A1A−1 such that bls = bl for each
1 ≤ l ≤ m;

(c) AnnA0(A1) ∩AnnA0(A1)⊥ = {0}.
Let ψ : A−1⊗A1 → A0 be defined by ψ(a′⊗a) = a′a. Then the A0-system (A−1, A1, ψ)
satisfies Condition (FS). Let iA−1 : A−1 → A, iA1 : A1 → A, iA0 : A0 → A denote the
inclusion maps and let J = A1A−1. Then (iA−1 , iA1 , iA0 , A) is a surjective covariant
representation of (A−1, A1, ψ) and,

(iA−1 , iA1 , iA0 , A) ∼=r (ιJA−1
, ιJA1

, ιJA0
,O(A−1,A1,ψ′)(J)). (25)

Furthermore, J is faithfully maximal, hence,

(ιJA−1
, ιJA1

, ιJA0
,O(A−1,A1,ψ′)(J)) = (ιCPA−1

, ιCPA1
, ιCPA0

,O(A−1,A1,ψ′)).

In particular, we have that A ∼=gr O(A−1,A1,ψ′).

Proof. Note that (A−1, A1, ψ) is an A0-system. Since A is semi-saturated, it
follows that A is generated as a ring by A−1 ∪ A1 ∪ A0. Hence, (iA1 , iA−1 , iA0 , A) is
a surjective covariant representation. In the proof of [19, Thm. 3.1], they show that
(A−1, A1, ψ) satisfies Condition (FS) and that the ideal J = A1A−1 is the maximal
faithful, ψ-compatible ideal of A0. Hence, the Cuntz-Pimsner representation is well-
defined and equal to (ιJA−1

, ιJA1
, ιJA0

,O(A−1,A1,ψ′)(J)). Moreover, they show that the
graded representation (iA1 , iA−1 , iA0 , A) is Cuntz-Pimsner invariant with respect to J .
By the universal property of relative Cuntz-Pimsner rings (see [5, Thm. 3.18]), there
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exists a surjective map η : (ιCPA−1
, ιCPA1

, ιCPA0
,O(A−1,A1,ψ′))→ (iA1 , iA−1 , iA0 , A). It follows

by Lemma C.2.6, that η : O(A−1,A1,ψ) → A is Z-graded. By the graded uniqueness
theorem for Cuntz-Pimsner rings (see [5, Cor. 5.4]), it follows that η is also injective.
Thus, (25) holds. Note that A ∼=gr O(A−1,A1,ψ′)) follows from Corollary C.2.7. �

Let R be a ring, let (P,Q, ψ) be an R-system and let (S, T, σ,B) be a graded
covariant representation of (P,Q, ψ). Recall (see Definition C.1.1) that for every k ≥ 0
and q ∈ Q⊗k, p ∈ P⊗k we have that σ(ψk(p ⊗ q)) = S⊗k(p)T⊗k(q). Since S⊗k(p) ∈
B−k and T⊗k(q) ∈ Bk, it follows that, σ(ψk(p ⊗ q)) ∈ B−kBk. Moreover, since I(k)

ψ,σ

is generated as a B0-ideal by the set {σ(ψk(p ⊗ q)) | p ∈ P⊗k, q ∈ Q⊗k}, we have
that I(k)

ψ,σ ⊆ B−kBk. Recall (see Definition C.1.3) that we call (S, T, σ,B) semi-full if
I

(k)
ψ,σ = B−kBk for every k ≥ 0. The following result is one of the key insights of this
article:

Proposition C.3.4. The covariant representation

(iA−1 , iA1 , iA0 , A) ∼=r (ιJA−1
, ιJA1

, ιJA0
,O(A−1,A1,ψ′)(J)) = (ιCPA−1

, ιCPA1
, ιCPA0

,O(A−1,A1,ψ′))

in Theorem C.3.3 is a semi-full covariant representation of (A−1, A1, ψ).

Proof. Note that A comes equipped with a Z-grading which trivially satisfies
iA−1(A−1) ⊆ A−1, iA1(A1) ⊆ A1 and iA0(A0) ⊆ A0. Hence, (iA−1 , iA1 , iA0 , A) is a
graded representation of (A−1, A1, ψ). Note that I(k)

ψ,iA0
⊆ A−kAk. Recall that A is

semi-saturated by Proposition C.3.2(b). Thus, for any monomial a′a ∈ A−kAk, we
have that a′ = a′1a

′
2 . . . a

′
k and a = a1a2 . . . ak for some elements a′i ∈ A−1 and ai ∈ A1.

Next, note that by the definition,

ψk((a′1 ⊗ a′2 ⊗ · · · ⊗ a′k)⊗ (a1 ⊗ . . . ak)) = a′1a
′
2 . . . a

′
ka1 . . . ak = a′a.

Thus, A−kAk = I
(k)
ψ,iA0

. For k = 0, note that Im(ψ0) = A2
0 since ψ0(r ⊗ r′) = rr′ for all

r, r′ ∈ A0 by convention. Thus, we have that A0A0 = A2
0 = iA0(A2

0) = I
(0)
ψ,iA0

. Hence,

it follows that I(k)
ψ,iA0

= A−kAk for every integer k ≥ 0. �

Remark C.3.5. In particular, Proposition C.3.4 implies that some of the examples
Clark, Fletcher, Hazrat and Li gave in [19] are realizable from semi-full representations.
More precisely, the corner skew Laurent polynomial rings (see [19, Expl. 3.4]) and the
Steinberg algebras associated to unperforated graded groupoids (see [19, Cor. 4.6]) are
realizable as the representation ring belonging to a semi-full covariant representation.

We will see that, for our purposes, we only need to consider s-unital and unital
R-systems. In the C∗-setting, Chirvasitu [7] only considered unital C∗-correspondences
(i.e. the coefficient C∗-algebra A is unital). This assumption guarantees that the
Cuntz-Pimsner C∗-algebra is unital. We analogously introduce the following notions
for R-systems:

Definition C.3.6. Let R be a ring and let (P,Q, ψ) be an R-system. The R-system
(P,Q, ψ) is called s-unital if R is an s-unital ring and P,Q are s-unital R-bimodules. The
R-system (P,Q, ψ) is called unital if R is a unital ring and P,Q are unital R-bimodules.



114 C. THE GRADED STRUCTURE OF ALGEBRAIC CUNTZ-PIMSNER RINGS

Remark C.3.7. At this point we make two remarks.
(a) Note that we explicitly require that R is an s-unital (unital) ring for the R-system

(P,Q, ψ) to be s-unital (unital). This is needed since the trivial module {0} is a
unital R-bimodule for any ring R (cf. Example C.7.1).

(b) Let R be a unital ring, let (P,Q, ψ) be a unital R-system and let (S, T, σ,B) be a
covariant representation of (P,Q, ψ). If 1R is the multiplicative identity element of
R, then 1B = σ(1R) is the multiplicative identity element of B.

We now show that a certain type of semi-saturated, nearly epsilon-strongly Z-
graded rings can be realized as Cuntz-Pimsner rings coming from s-unital R-systems.

Definition C.3.8. If A =
⊕

i∈ZAi is a semi-saturated, nearly epsilon-strongly Z-
graded ring that satisfies AnnA0(A1) ∩ (AnnA0(A1))⊥ = {0}, then A is called pre-CP.

As a special case of Theorem C.3.3, we obtain the following:

Corollary C.3.9. Let A =
⊕

i∈ZAi be a pre-CP ring. Let ψ : A−1 ⊗ A1 → A0

be defined by a ⊗ b 7→ ab. Then (A−1, A1, ψ) is an s-unital A0-system that satisfies
Condition (FS) and

(iA−1 , iA1 , iA0 , A) ∼=r (ιCPA−1
, ιCPA1

, ιCPA0
,O(A−1,A1,ψ)). (26)

In particular, A ∼=gr O(A−1,A1,ψ). Furthermore, the covariant representation (26) is
semi-full.

Proof. Note that conditions (a) and (c) in Theorem C.3.3 are satisfied by def-
inition. Moreover, by the assumption that A is nearly epsilon-strongly Z-graded (see
Definition C.2.2), it follows that A1 is an s-unital A1A−1–A−1A1-bimodule. From this,
(b) follows directly. Furthermore, we see that (A−1, A1, ψ) is an s-unital A0-system.
The conclusion now follows by applying Theorem C.3.3 and Proposition C.3.4. �

Next, we give two sets of sufficient conditions for a ring to be pre-CP. Recall that
a ring is called semi-prime if it has no nonzero nilpotent ideals.

Lemma C.3.10. Let A =
⊕

i∈ZAi be a Z-graded ring. The following assertions hold:

(a) If A0 is semi-prime, then AnnA0(A1)∩(AnnA0(A1))⊥ = {0}. If A is semi-saturated,
nearly epsilon-strongly Z-graded and A0 is semi-prime, then A is pre-CP.

(b) If A is unital strongly Z-graded, then A is pre-CP.

Proof. (a): Note that AnnA0(A1) ∩ (AnnA0(A1))⊥ is a nilpotent ideal of A0.
(b): Since A is unital strongly Z-graded, it follows that Ai = (A1)i, A−i = (A−1)i

for i > 0. Hence, A is semi-saturated. Moreover, AnnA0(A1) ⊆ AnnA0(A1A−1) =
AnnA0(A0) = {0} since A0 is unital. It follows that AnnA0(A1)∩ (AnnA0(A1))⊥ = {0}.
Finally, recall that unital strongly Z-graded rings are nearly epsilon-strongly Z-graded
(see (21)). Thus, A is pre-CP. �

Proposition C.3.11. Let K be a unital ring and let E be any directed graph. Then
the Leavitt path algebra LK(E) is pre-CP.
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Proof. The Leavitt path algebra LK(E) is nearly epsilon-strongly Z-graded (see
[17, Thm. 1.3]). Moreover, since LK(E) can be realized as a Cuntz-Pimsner ring (see
Section C.2.4), it follows by Proposition C.3.2(b) that LK(E) is semi-saturated. Next,
we prove that,

AnnLK(E)0(LK(E)1) = SpanK{v ∈ E
0 | vE1 = {0}}. (27)

Since LK(E)1LK(E)−1 is s-unital by Proposition C.2.4(a) and,

AnnLK(E)0(LK(E)1) ⊆ AnnLK(E)0(LK(E)1LK(E)−1),

it follows that,

LK(E)1LK(E)−1∩AnnLK(E)0(LK(E)1) ⊆ AnnLK(E)1LK(E)−1
(LK(E)1LK(E)−1) = {0}.

(28)
Furthermore, recall that the natural Z-grading of LK(E) is given by,

LK(E)i = SpanK{αβ
∗ | α, β ∈ Path(E), len(α)− len(β) = i},

for all i ∈ Z. By convention, the elements v ∈ LK(E)0 are considered to be paths
of zero length. This means that LK(E)0 is generated by the sets E0 and B :=
{αβ∗ | len(α) = len(β) ≥ 1}. Any αβ∗ ∈ B can be written αβ∗ = f1α

′(β′)∗(f2)∗ ∈
LK(E)1LK(E)0LK(E)−1 = LK(E)1LK(E)−1 for some f1, f2 ∈ E1 and α, β ∈ Path(E).
Thus, B ⊆ LK(E)1LK(E)−1. By (28), it follows that AnnLK(E)0(LK(E)1) ⊆ SpanK{v ∈
E0}.

To establish (27), it remains to prove that for any v ∈ E0, we have that vLK(E)1 =
{0} if and only if vE1 = {0}. The ‘only if’ direction is clear since E1 ⊆ LK(E)1. On
the other hand, let v ∈ E0 such that vE1 = {0}. Note that any αβ∗ ∈ LK(E)1 satisfies
len(α) − len(β) = 1 which implies that len(α) ≥ 1. Hence, we can write α = f ′α′ for
some f ′ ∈ E1 and some α′ ∈ Path(E). It follows that vαβ∗ = (vf ′)α′β∗ = 0. Hence,
vLK(E)1 = {0}.

A moment’s thought yields that,

(AnnLK(E)0(LK(E)1))⊥ ∩ SpanK{v ∈ E
0} = SpanK{v ∈ E

0 | vE1 6= {0}}.

Hence, AnnLK(E)0(LK(E)1)∩(AnnLK(E)0(LK(E)1))⊥ = {0} and LK(E) is pre-CP. �

From Corollary C.3.9, we derive necessary conditions for certain Cuntz-Pimsner
rings to be nearly epsilon-strongly Z-graded.

Corollary C.3.12. Let (P,Q, ψ) be an R-system such that (i) O(P,Q,ψ) =
⊕

i∈ZOi
exists and is nearly epsilon-strongly Z-graded and (ii) AnnO0(O1) ∩ (AnnO0(O1))⊥ =
{0}.

Let ψ′ : O−1 ⊗O1 → O0 be defined by ψ′(a⊗ a′) = aa′. Then (O−1,O1, ψ
′) is an

s-unital O0-system such that,

(iO−1 , iO1 , iO0 ,O(P,Q,ψ)) ∼=r (ιCPO−1
, ιCPO1

, ιCPO0
,O(O−1,O1,ψ′)).

In particular, O(P,Q,ψ)
∼=gr O(O−1,O1,ψ′) Furthermore, the following assertions hold:

(a) (O−1,O1, ψ
′) is an s-unital O0-system that satisfies Condition (FS);

(b) (ιCPO−1
, ιCPO1

, ιCPO0
,O(O−1,O1,ψ′)) is a semi-full covariant representation of (O−1,O1, ψ

′);
(c) I(k)

ψ′,ιCPO
= O−kOk is s-unital for k ≥ 0.
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Proof. By Proposition C.3.2, O(P,Q,ψ) is semi-saturated. Hence, with (i) and (ii),
it follows that O(P,Q,ψ) is pre-CP. Thus, Corollary C.3.9 establishes the isomorphism of
covariant representations and the conclusions (a), (b). Since the covariant representa-
tion is semi-full we have that I(k)

ψ′,ιCPO
= O−kOk for each k ≥ 0. By (i) and Proposition

C.2.4(a), we see that O−kOk is s-unital for every k ≥ 0. Thus, (c) is established. �

Remark C.3.13. It is not clear to the author if the assumption (ii) in Corollary C.3.12
is needed. No examples of nearly epsilon-strongly Z-graded Cuntz-Pimsner rings that
do not satisfy AnnO0(O1)∩ (AnnO0(O1))⊥ = {0} have been found. On the other hand,
it follows from Lemma C.3.10 that condition (ii) in Corollary C.3.12 is satisfied if either
O0 is semi-prime or O(P,Q,ψ) is strongly Z-graded.

C.4. Strongly Z-graded Cuntz-Pimsner rings

In this section, we will provide sufficient conditions for the Toeplitz and Cuntz-
Pimsner rings to be strongly Z-graded. This is an algebraic analogue of recent work by
Chirvasitu [7] where he gave necessary and sufficient conditions for the gauge action of
a Cuntz-Pimsner C∗-algebra to be free. Unfortunately, his proofs rely on topological
arguments which do not seem to generalize fully to the algebraic setting.

We begin by introducing the following new condition that is stronger than Condition
(FS):

Definition C.4.1. Let R be a ring. An R-system (P,Q, ψ) is said to satisfy Condition
(FS’) if there exist some Θ ∈ FP (Q) and Φ ∈ FQ(P ) such that Θ(q) = q and Φ(p) = p
for every q ∈ Q and p ∈ P .

We will later give an example (see Example C.4.5) which shows that Condition (FS)
and Condition (FS’) are in fact different. We omit the proof of the following proposition
as it is a straightforward analogue of the corresponding statement for Condition (FS).

Proposition C.4.2. (cf. [5, Lem. 3.8]) Let R be a ring and let (P,Q, ψ) be an R-
system. If (P,Q, ψ) satisfies condition (FS’), then (P⊗n, Q⊗n, ψn) satisfies condition
(FS’) for every integer n ≥ 1.

Throughout the rest of this section, we assume that R is a unital ring and that
(P,Q, ψ) is a unital R-system. The following result characterizes Condition (FS’):

Proposition C.4.3. Let R be a unital ring and let (P,Q, ψ) be a unital R-system.
The following assertions are equivalent:
(a) (P,Q, ψ) satisfies Condition (FS’);
(b) idQ = ∆(1R) ∈ FP (Q) and idP = Γ(1R) ∈ FQ(P ). In this case, LP (Q) = FP (Q)

and LQ(P ) = FQ(P ) are unital rings;
(c) (P,Q, ψ) satisfies Condition (FS), QR is finitely generated as a right R-module and

RP is finitely generated as a left R-module.

Proof. (a) ⇔ (b): Consider the inclusions in (23). If 1R is the multiplicative
identity element of R, then idQ = ∆(1R) ∈ LP (Q) is the multiplicative identity element
for the ring LP (Q). First assume that (P,Q, ψ) satisfies Condition (FS’). Then, Θ ∈
FP (Q) is a multiplicative identity element of the ring LP (Q). Hence, Θ = ∆(1R) = idQ
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which implies that LP (Q) = FP (Q). Similarly, Φ = Γ(1R) = idP which implies that
LQ(P ) = FQ(P ). The converse statement follows by noting that ∆(1R)(q) = 1R · q = q
and Γ(1R)(p) = p · 1R = p for all q ∈ Q and p ∈ P .

(b) ⇒ (c): Assume that idP (Q) ∈ FP (Q) and idQ(P ) ∈ FQ(P ). By choosing Θ :=
idP (Q) and Φ := idQ(P ) in Definition C.2.8, we see that (P,Q, ψ) satisfies Condition
(FS). Furthermore, there are some q1, . . . , qn ∈ Q and p1, . . . , pn ∈ P such that idP (Q) =∑n
i=1 Θqi,pi . For any q

′ ∈ Q we then have that,

q′ = idP (Q)(q′) =

n∑
i=1

Θqi,pi(q
′) =

n∑
i=1

qi · ψ(pi ⊗ q′) ∈ SpanR{q1, . . . , qn}.

In other words, Q is finitely generated as a right R-module by the set {q1, . . . , qn}. A
similar argument establishes that P is finitely generated as a left R-module.

(c)⇒ (a): Assume that (P,Q, ψ) satisfies Condition (FS), Q is generated as a right
R-module by the set {q1, . . . , qn} and that P is generated as a left R-module by the set
{p1, . . . , pm} for some non-negative integers n,m and qi ∈ Q, pi ∈ P . Let Θ ∈ FP (Q)
and Φ ∈ FQ(P ) be such that Θ(qi) = qi and Φ(pj) = pj for all i ∈ {1, . . . , n}, j ∈
{1, . . . ,m}. Take an arbitrary q′ ∈ Q and note that there are some ri ∈ R such that
q′ =

∑n
i=1 qi · ri. But since Θ is a right R-module homomorphism, it follows that

Θ(q′) = Θ(
∑n
i=1 qi · ri) =

∑n
i=1 Θ(qi) · ri =

∑n
i=1 qi · ri = q′. A similar argument shows

that Φ(p′) = p′ for every p ∈ P . Thus, (P,Q, ψ) satisfies Condition (FS’). �

Remark C.4.4. At this point, we make two remarks regarding Proposition C.4.3.
(a) Note that Condition (FS) (cf. Definition C.2.8) and Condition (FS’) (cf. Definition

C.4.1) relates to each other similarly to how s-unital rings relate to unital rings.
In Section C.5, we will show that Condition (FS)/Condition (FS’) implies that the
ideals TiT−i are s-unital/unital for i ≥ 0.

(b) In the C∗-setting, finite generation of the Hilbert module E is equivalent to the ring
of compact operators B(E) = K(E) being unital. Proposition C.4.3 is the algebraic
analogue of this statement.

The following system satisfies Condition (FS) but not Condition (FS’):

Example C.4.5. Let E consist of one vertex v with countably infinitely many loops
f1, f2, . . . . This is sometimes called a rose with countably many petals.

•v

(∞)

��

The standard Leavitt path algebra system (P,Q, ψ) attached to the graph E satisfies
Condition (FS) (see [5, Expl. 5.8]). Furthermore, it is straightforward to check that
(P,Q, ψ) is a unital R-system with multiplicative identity element 1R = ηv. However,
since E contains infinitely many edges it follows that P and Q are not finitely generated
(see Section C.2.4 and Lemma C.4.14). By Proposition C.4.3(c), (P,Q, ψ) does not
satisfy Condition (FS’). In other words, (P,Q, ψ) is an example of an R-system satisfying
Condition (FS) but not Condition (FS’).
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To prove that the Toeplitz ring is strongly Z-graded, we need the following defini-
tion.

Definition C.4.6. Let R be a unital ring, let (P,Q, ψ) be an R-system satisfying
Condition (FS’) and let (S, T, σ,B) be a covariant representation of (P,Q, ψ). Then
(S, T, σ,B) is called faithful if πT,S(∆(1R)) = σ(1R).

To make sense of Definition C.4.6, note that ∆(1R) ∈ FP (Q) for every R-system
satisfying Condition (FS’) by Proposition C.4.3(b). Hence, the condition πT,S(∆(1R)) =
σ(1R) makes sense. It also follows from Proposition C.4.3(c) that if an R-system
(P,Q, ψ) admits a faithful covariant representation, then Q is finitely generated as
a right R-module and P is finitely generated as a left R-module.

Next, we will consider a graded covariant representation and derive sufficient con-
ditions for it to be strongly Z-graded.

Lemma C.4.7. Let R be a unital ring. Suppose that (P,Q, ψ) is an R-system that sat-
isfies Condition (FS’) and that (S, T, σ,B) is a graded, injective, surjective and faithful
representation of (P,Q, ψ). Then,

πT,S(∆(1R)) = σ(1R) = 1B ∈ B1B−1.

Proof. By Proposition C.4.3(b) and Condition (FS’), we have that ∆(1R) ∈
FP (Q). Furthermore, by faithfulness, πT,S(∆(1R)) = σ(1R). By Proposition C.2.9
and the assumption that the covariant representation is injective, it follows that the
map πT,S : FP (Q) → SpanR{T (q)S(p) | q ∈ Q, p ∈ P} is a ring isomorphism. Hence,
πT,S(∆(1R)) = σ(1R) = 1B =

∑
i T (qi)S(pi) ∈ B1B−1 for some qi ∈ Q, pi ∈ P . �

Lemma C.4.8. Let R be a unital ring and let (P,Q, ψ) be a unital R-system such that
the map ψ : P ⊗Q→ R is surjective. Let (S, T, σ,B) be a surjective, graded covariant
representation of (P,Q, ψ). Then, 1B ∈ B−1B1.

Proof. Since ψ is surjective, there is some p ∈ P and q ∈ Q such that ψ(p⊗ q) =
1R. This yields that 1B = σ(1R) = σ(ψ(p⊗ q)) = S(p)T (q) ∈ B−1B1. �

Finally, recall the following proposition for general Z-graded rings (see e.g. [17,
Prop. 39]):

Proposition C.4.9. Let S =
⊕

i∈Z Si be a unital Z-graded ring. Then S is strongly
Z-graded if and only if 1S ∈ S1S−1 and 1S ∈ S−1S1.

We have now found sufficient conditions for a representation ring to be strongly
Z-graded:

Proposition C.4.10. Let R be a unital ring and let (P,Q, ψ) be a unital R-system that
satisfies Condition (FS’). Let (S, T, σ,B) be an injective, surjective and graded covariant
representation of (P,Q, ψ). Furthermore, suppose that the following assertions hold:
(a) (S, T, σ,B) is a faithful representation of (P,Q, ψ);
(b) ψ is surjective.
Then B is strongly Z-graded.
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Proof. By assumption (a), it follows from Lemma C.4.7 that 1B ∈ B1B−1. By
assumption (b) and Lemma C.4.8, it follows that 1B ∈ B−1B1. Since B is a unital
Z-graded ring, it now follows from Proposition C.4.9 that B is strongly Z-graded. �

Note that since the Toeplitz representation (ιP , ιQ, ιR, T(P,Q,ψ)) is injective, sur-
jective and graded, Proposition C.4.10 gives, in particular, sufficient conditions for the
Toeplitz ring to be strongly Z-graded.

Corollary C.4.11. Let R be a unital ring and let (P,Q, ψ) be a unital R-system that
satisfies Condition (FS’). Consider the Toeplitz ring T(P,Q,ψ) =

⊕
i∈Z Ti. If π(∆(1R)) =

ιR(1R) and ψ is surjective, then T(P,Q,ψ) is strongly Z-graded.

The requirement of faithfulness is more easily formulated when considering the
relative Cuntz-Pimsner representations.

Corollary C.4.12. Let R be a unital ring and let (P,Q, ψ) be a unital R-system that
satisfies Condition (FS’). Let J ⊆ R be a ψ-compatible ideal. Furthermore, suppose
that the following assertions hold:
(a) 1R ∈ J ;
(b) ψ is surjective.
Then the relative Cuntz-Pimsner ring O(P,Q,ψ)(J) is strongly Z-graded.

Proof. Recall that the Cuntz-Pimsner representation (ιJP , ι
J
Q, ι

J
R,O(P,Q,ψ)(J)) is

injective, surjective and graded. Furthermore, note that (a) implies that the identity
ιJR(1R) = πιJ

Q
,ιJ
P

(∆(1R)) holds in the Cuntz-Pimsner ring. This implies that the repre-

sentation (ιJP , ι
J
Q, ι

J
R,O(P,Q,ψ)(J)) is faithful. By Proposition C.4.10 and (b), we have

that O(P,Q,ψ)(J) is strongly Z-graded. �

For the rest of this section, we apply the above theorems to the special cases of
Leavitt path algebras and corner skew Laurent polynomial rings. We begin by prov-
ing that the conditions in Corollary C.4.12 are satisfied for any Leavitt path algebra
associated to a finite graph without sinks.

Remark C.4.13. The Leavitt path algebra of a graph E is the Cuntz-Pimsner ring
relative to the ideal J generated by the regular vertices Reg(E) ⊆ E0. In other words,
LK(E) ∼=gr O(P,Q,ψ)(J) where (P,Q, ψ) is the standard Leavitt path algebra system
associated to E (see [5, Expl. 5.8] and Section C.2.4). Suppose that E is a finite graph
without any sinks. We now prove that the conditions (a) and (b) in Corollary C.4.12
are satisfied.
(a) Since a singular vertex (non-regular vertex) is either an infinite emitter or a sink,

by the requirements on E, it follows that Reg(E) = E0. This implies that J = R
and hence that 1R =

∑
v∈E0 ηv ∈ J .

(b) Since E does not contain any sinks, we have that for any v ∈ E0 there is some
f ∈ E1 such that r(f) = v. Thus, ηv = ηr(f) = ψ(ηf∗ ⊗ ηf ). This proves that ψ is
surjective.

Compare the following lemma with Example C.4.5:
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Lemma C.4.14. Let K be a unital ring and let E be a directed graph with finitely
many vertices. Then the standard Leavitt path algebra system (P,Q, ψ) is a unital
R-system. Furthermore, (P,Q, ψ) satisfies Condition (FS’) if and only if E has finitely
many edges.

Proof. Recall that the standard Leavitt path algebra system (see Section C.2.4)
is defined by P =

⊕
f∈E1 Kηf∗ and Q =

⊕
f∈E1 Kηf . The assumption that E has

finitely many vertices implies that R is a unital ring and that (P,Q, ψ) is a unital
R-system. By Proposition C.4.3(c), (P,Q, ψ) satisfies Condition (FS’) if and only if
(P,Q, ψ) satisfies Condition (FS), (i) Q is finitely generated as a right R-module and
(ii) P is finitely generated as a left R-module. However, the R-system (P,Q, ψ) always
satisfies Condition (FS) (see [5, Expl. 5.8]). Moreover, it follows from the definition of
P and Q that (i) and (ii) hold if and only if E has finitely many edges. �

We can now partially recover a result obtained by Hazrat on when a Leavitt path
algebra of a finite graph is strongly Z-graded (see [11, Thm. 3.15]).

Corollary C.4.15. Let K be a unital ring and let E be a finite graph without any
sinks. Then the Leavitt path algebra LK(E) is strongly Z-graded.

Proof. By Lemma C.4.14, Remark C.4.13 and Corollary C.4.12 it follows that
LK(E) ∼=gr O(P,Q,ψ)(J) is strongly Z-graded. �

We will now consider corner skew Laurent polynomial rings. Recall that we need
to specify a unital ring R, an idempotent e ∈ R and a corner isomorphism α : R→ eRe.
Moreover, recall that an idempotent e ∈ R is called full if ReR = R. Hazrat showed
(see [10, Prop. 1.6.6]) that R[t+, t−;α] is strongly Z-graded if and only if e is a full
idempotent.

Corollary C.4.16. Let R be a unital ring and let α : R→ eRe be a ring isomorphism
where e is an idempotent of R. The corner skew Laurent polynomial ring R[t+, t−;α]
is strongly Z-graded if e is a full idempotent.

Proof. Let (P,Q, ψ) denote the R-system in [5, Expl. 5.6], i.e. let,

P =
{∑

riα(r′i) | ri, r′i ∈ R
}
, Q =

{∑
α(ri)r

′
i | ri, r′i ∈ R

}
, ψ(p⊗ q) = pq,

where the left and right actions of R on P and Q are defined by r · r1α(r2) = rr1α(r2),
r1α(r2) · r = r1α(r2r), r ·α(r1)r2 = α(rr1)r2, α(r1)r2 · r = α(r1)r2r for all r, r1, r2 ∈ R.
By [5, Expl. 5.7], the R-system (P,Q, ψ) satisfies Condition (FS). Assume that e is a
full idempotent. Then,

Im(ψ) = PQ = (ReRe)(eReR) = ReR(ee)ReR = (ReR)e(ReR) = ReR = R.

Hence, ψ is surjective. Furthermore, note that RP = R(ReRe) = R(ReR)e = RRe as
left R-modules. It follows that P is finitely generated as a left R-module. Similarly,
QR = (eReR)R = eRR is finitely generated as a right R-module. By Proposition
C.4.3(c), it follows that (P,Q, ψ) satisfies Condition (FS’). Recall from [5, Expl. 5.7] that
J = R is ψ-compatible and R[t+, t−;α] ∼=gr O(P,Q,ψ)(J). By Corollary C.4.12, it follows
that O(P,Q,ψ)(J) is strongly Z-graded. Thus, R[t+, t−;α] is strongly Z-graded. �



C.5. EPSILON-STRONGLY Z-GRADED CUNTZ-PIMSNER RINGS 121

C.5. Epsilon-strongly Z-graded Cuntz-Pimsner rings

We will show that Condition (FS) and Condition (FS’) correspond to local unit
properties of the rings TiT−i for i > 0. This allows us to find sufficient conditions for
certain representation rings to be nearly epsilon-strongly and epsilon-strongly Z-graded.

Proposition C.5.1. Let R be an s-unital ring and let (P,Q, ψ) be an s-unital R-
system that satisfies Condition (FS). Consider the Toeplitz ring T(P,Q,ψ) =

⊕
i∈Z Ti.

The following assertions hold:
(a) For i ≥ 0, Ti is a left s-unital TiT−i-module;
(b) For i ≥ 0, T−i is a right s-unital TiT−i-module;
(c) TiT−i is an s-unital ring for i ≥ 0;
(d) Ti = TiT−iTi for every i ∈ Z.

Proof. (a): Take an arbitrary integer i ≥ 0 and an element s ∈ Ti. Then,
s =

∑
j ιQ⊗mj (qj)ιP⊗nj (pj) for some non-negative integers {mj}, {nj} and elements

qj ∈ Q⊗mj , pj ∈ P⊗nj . Note that mj − nj = i for all indices j. Furthermore, since i
is non-negative, we have that 0 ≤ i ≤ mj for all j. We will construct an element ε(s)
such that ε(s)s = s.

If i = 0, then by the assumption that (P,Q, ψ) is an s-unital R-system and Remark
C.2.1, we can find some element r ∈ R such that r ·qj = qj for all j. Put ε(s) := ιR(r) ∈
T0. Then,

ε(s)s = ιR(r)
∑
j

ι
Q
⊗mj (qj)ιP⊗nj (pj) =

∑
j

ι
Q
⊗mj (r · qj)ιP⊗nj (pj)

=
∑
j

ι
Q
⊗mj (qj)ιP⊗nj (pj) = s.

If i > 0, then let q′j denote the ith initial segment of qj for every j. In other
words, for every j we have that qj = q′j ⊗ q′′j where q′j ∈ Q⊗i and q′′j ∈ Q⊗(mj−i).
Since (P,Q, ψ) satisfies Condition (FS), it follows by [5, Lem. 3.8] that (P⊗i, Q⊗i, ψi)
satisfies Condition (FS). Therefore, there is some Θ ∈ FP⊗i(Q⊗i) such that Θ(q′j) = q′j
for all j. Invoking Proposition C.2.9, we put ε(s) := πι

Q⊗i ,ιP⊗i
(Θ). By Proposition

C.2.9 and (22), we have that, πι
Q⊗i ,ιP⊗i

(Θ) ∈ SpanR{ιQ⊗i(q)ιP⊗i(p) | q ∈ Q⊗i, p ∈
P⊗i} ⊆ TiT−i. Furthermore, by using the left relation of (24),

ε(s)s = π(Θ)
∑
j

ι
Q
⊗mj (qj)ιP⊗nj (pj) = π(Θ)

∑
j

ιQ⊗i(q
′
j)ιQ⊗(mj−i)(q

′′
j )ι

P
⊗nj (pj)

=
∑
j

(π(Θ)ιQ⊗i(q
′
j))ιQ⊗(mj−i)(q

′′
j )ι

P
⊗nj (pj)

=
∑
j

(ιQ⊗i(Θ(q′j)))ιQ⊗(mj−i)(q
′′
j )ι

P
⊗nj (pj)

=
∑
j

(ιQ⊗i(q
′
j))ιQ⊗(mj−i)(q

′′
j )ι

P
⊗nj (pj) =

∑
j

ι
Q
⊗mj (qj)ιP⊗nj (pj) = s.

(b): Analogous to (a)
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(c): Let i ≥ 0 be an arbitrary non-negative integer. Any element of TiT−i is a finite
sum s =

∑
j ajbj where aj ∈ Ti and bj ∈ T−i. Since Ti is a left s-unital TiT−i-module by

(a), Remark C.2.1 implies that we can find some element t1 ∈ TiT−i such that t1aj = aj
for all indices j. Similarly, (b) and Remark C.2.1 implies that there is some element
t2 ∈ TiT−i such that bjt2 = bj for all indices j. Hence, t1s = s and st2 = s. This
implies that TiT−i is a left s-unital TiT−i-module and a right s-unital TiT−i-module.
Thus, TiT−i is an s-unital ring.

(d): Take an arbitrary integer i ∈ Z. From the grading, it is clear that TiT−iTi ⊆ Ti.
It remains to show that Ti ⊆ TiT−iTi. Let s ∈ Ti be an arbitrary element. First suppose
that i ≥ 0, then by (a) there is some ε(s) ∈ TiT−i such that s = ε(s)s ∈ TiT−iTi. On the
other hand, if i < 0, then by (b) there is some ε(s) ∈ T−iTi such that s = sε(s) ∈ TiT−iTi.
Thus, Ti = TiT−iTi for every i ∈ Z. �

Recall that for idempotents e, f we define the idempotent ordering by e ≤ f ⇐⇒
ef = fe = e.

Remark C.5.2. Let A be an epsilon-strongly Z-graded ring. Let εi ∈ AiA−i denote
the multiplicative identity element of AiA−i for i ∈ Z (see Proposition C.2.4). If the
gradation on A is semi-saturated, then ε0 ≥ ε1 ≥ ε2 ≥ ε3 ≥ . . . and ε0 ≥ ε−1 ≥ ε−2 ≥
ε−3 ≥ . . ..

For the next section, let (P,Q, ψ) be a unital R-system. Suppose that (P,Q, ψ)
satisfies Condition (FS’). By Proposition C.4.3(b), this implies that ∆(1R) ∈ FP (Q)
and Γ(1R) ∈ FQ(P ). Consider the Toeplitz representation (ιQ, ιP , ιR, T(P,Q,ψ)). We
define,

ε0 := ιR(1R), εi := πι
Q⊗i ,ιP⊗i

(∆i(1R)) = χι
Q⊗i ,ιP⊗i

(Γi(1R)) ∈ TiT−i,

for i > 0.

Lemma C.5.3. The sequence {εi}i≥0 consists of idempotents such that ε0 ≥ ε1 ≥ ε2 ≥
ε3 ≥ ε4 ≥ . . . holds in the idempotent ordering.

Proof. Fix an arbitrary integer i ≥ 0. By Proposition C.2.9, we have that εi =
π(∆i(1R)) =

∑
j ιQ⊗i(qj)ιP⊗i(pj) for some qj ∈ Q⊗i and pj ∈ P⊗i. Then, by the left

relation in (24),

ε2i =
∑
j

εiιQ⊗i(qj)ιP⊗i(pj) =
∑
j

(π(∆i(1R))ιQ⊗i(qj))ιP⊗i(pj)

=
∑
j

ιQ⊗i(∆
i(1R)(qj))ιP⊗i(pj) =

∑
j

ιQ⊗i(qj)ιP⊗i(pj) = εi.

Hence, εi is an idempotent.
It is clear that ιR(1R) = ε0 ≥ ε1. Take an arbitrary integer m > 0. We will prove

that εm ≥ εm+1. This is equivalent to εm+1 = εm+1εm = εmεm+1. We first prove
that εmεm+1 = εm. Let εm+1 =

∑
j ιQ⊗m+1(qj)ιP⊗m+1(pj). Write qj = q′j ⊗ q′′j where
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q′j ∈ Q⊗m and q′′j ∈ Q. Then, by the left relation in (24),

εmεm+1 =
∑
j

εmιQ⊗m+1(qj)ιP⊗m+1(pj) =
∑
j

εmιQ⊗m(q′j)ιQ(q′′j )ιP⊗m+1(pj)

=
∑
j

ιQ⊗m(∆m(1R)(q′j))ιQ(q′′j )ιP⊗m+1(pj) =
∑
j

ιQ⊗m(q′j)ιQ(q′′j )ιP⊗m+1(pj)

=
∑
j

ιQ⊗m+1(qj)ιP⊗m+1(pj) = εm.

Again, let εm+1 =
∑
j ιQ⊗m+1(qj)ιP⊗m+1(pj). This time write pj = p′j ⊗ p′′j for

some p′j ∈ P and p′′j ∈ P⊗m. Then, by the right relation in (24),

εm+1εm =
∑
j

ιQ⊗m+1(qj)ιP⊗m+1(pj)εm =
∑
j

ιQ⊗m+1(qj)ιP (p′j)ιP⊗m(p′′j )εm

=
∑
j

ιQ⊗m+1(qj)ιP (p′j)ιP⊗m(p′′j )χ(Γm(1R))

=
∑
j

ιQ⊗m+1(qj)ιP (p′j)ιP⊗m(Γm(1R)(p′′j ))

=
∑
j

ιQ⊗m+1(qj)ιP (p′j)ιP⊗m(p′′j ) =
∑
j

ιQ⊗m+1(qj)ιP⊗m+1(pj) = εm. �

Proposition C.5.4. Let R be a unital ring and let (P,Q, ψ) be a unital R-system
that satisfies Condition (FS’). Let εi be the idempotents defined above. The following
assertions hold for every i ≥ 0:
(a) For any s ∈ Ti we have that εis = s;
(b) For any t ∈ T−i we have that tεi = t.
Consequently, TiT−i is a unital ideal with multiplicative identity element εi for every
i ≥ 0.

Proof. Note that T0 is a unital ring with multiplicative identity element ε0 =
ιR(1R). The statements are clear for i = 0.

(a): Take an arbitrary positive integer i. Consider a monomial ιQ⊗m(q)ιP⊗n(p)
where m,n are non-negative integers such that m − n = i. Then, 0 < i ≤ m. By
Lemma C.5.3, εm ≥ εi. Hence,

ιQ⊗m(q)ιP⊗n(p) = ιQ⊗m(∆m(1R)(q))ιP⊗n(p) = π(∆m(1R))ιQ⊗m(q)ιP⊗n(p)

= εmιQ⊗m(q)ιP⊗n(p) = εiεmιQ⊗m(q)ιP⊗n(p) = εiιQ⊗m(q)ιP⊗n(p).

Any element s ∈ Ti is a finite sum of elements of the above form (see (22)). Hence, it
follows that εis = s.

(b): Take an arbitrary positive integer i. Consider a monomial ιQ⊗m(q)ιP⊗n(p)
where m,n are non-negative integers such that m − n = −i. Then 0 < i ≤ n.
By Lemma C.5.3, εn ≥ εi. Hence, ιQ⊗m(q)ιP⊗n(p) = ιQ⊗m(q)ιP⊗n(Γn(1R)(p)) =
ιQ⊗m(q)ιP⊗n(p)χ(Γn(1R)) = ιQ⊗m(q)ιP⊗n(p)εn = ιQ⊗m(q)ιP⊗n(p)εnεi =
ιQ⊗m(q)ιP⊗n(p)εi. Since any element t ∈ T−i is a finite sum of elements of the above
form, it follows that tεi = t. �
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We will see that restricting our attention to semi-full covariant representations
(S, T, σ,B) makes life easier. This special type of graded covariant representations have
the property that the image of ψk is enough to generate the ideal B−kBk for k ≥ 0 (see
Definition C.1.3). We first prove that the property of being semi-full is invariant under
isomorphism in the category of surjective covariant representations C(P,Q,ψ).

Proposition C.5.5. Let R be a ring, let (P,Q, ψ) be an R-system and suppose that
(S, T, σ,B) ∼=r (S′, T ′, σ′, B′) are two isomorphic covariant representations of (P,Q, ψ).
If (S, T, σ,B) is semi-full, then (S′, T ′, σ′, B′) is semi-full.

Proof. Let φ : B → B′ be the Z-graded isomorphism coming from Lemma C.2.6.
Hence,

B′−kB
′
k = φ(B−k)φ(Bk) = φ(B−kBk) = φ(I

(k)
ψ,σ)

= ({φ ◦ σ(ψk(p⊗ q)) | p ∈ P⊗k, q ∈ Q⊗k}) = I
(k)

ψ,σ′ .

Thus, (S′, T ′, σ′, B′) is semi-full. �

We now establish sufficient conditions for a semi-full covariant representation to be
nearly epsilon-strongly Z-graded.

Proposition C.5.6. Let R be an s-unital ring and let (P,Q, ψ) be an s-unital R-system.
Suppose that (S, T, σ,B) is a semi-full covariant representation of (P,Q, ψ) and that the
following assertions hold:
(a) (P,Q, ψ) satisfies Condition (FS),
(b) I(k)

ψ,σ is s-unital for k ≥ 0.
Then, B is nearly epsilon-strongly Z-graded.

Proof. Let T(P,Q,ψ) =
⊕

i∈Z Ti be the Toeplitz ring associated to the R-system
(P,Q, ψ). By Proposition C.5.1(c), TiT−i is s-unital for every i ≥ 0. By Theo-
rem C.2.5, there is a Z-graded ring epimorphism η : T(P,Q,ψ) → B. Since the im-
age of an s-unital ring under a ring homomorphism is in turn s-unital, it follows that
BiB−i = η(Ti)η(T−i) = η(TiT−i) is s-unital for every i ≥ 0. Furthermore, by Propo-
sition C.5.1(d), we have that Ti = TiT−iTi for every i ∈ Z. Applying η to both sides
yields, Bi = BiB−iBi. Hence, B is symmetrically Z-graded.

Next, we show that BiB−i is s-unital for i < 0. Since (S, T, σ,B) is semi-full, we
have that B−kBk = I

(k)
ψ,σ for k ≥ 0. Hence, (b) implies that BiB−i is s-unital for i < 0.

Thus, we have showed that BiB−i is s-unital for i ∈ Z and that B is symmetrically Z-
graded. By Proposition C.2.4(a), it follows that B =

⊕
i∈ZBi is nearly epsilon-strongly

Z-graded. �

The proof of the following proposition is entirely analogous to the proof of Propo-
sition C.5.6.

Proposition C.5.7. Let R be a unital ring and let (P,Q, ψ) be a unital R-system.
Suppose that (S, T, σ,B) is a semi-full covariant representation of (P,Q, ψ) and that
the following assertions hold:
(a) (P,Q, ψ) satisfies Condition (FS’),
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(b) I(k)
ψ,σ is unital for k ≥ 0.

Then, B is epsilon-strongly Z-graded.

On the other hand, a covariant representation (S, T, σ,B) does not need to be
semi-full for the ring B to be epsilon-strongly Z-graded (see Example C.7.3).

C.6. Characterization up to graded isomorphism

In this section, we finally give characterizations of unital strongly, nearly epsilon-
strongly and epsilon-strongly Z-graded Cuntz-Pimsner rings up to Z-graded isomor-
phism.

Theorem C.6.1. Let O(P,Q,ψ) be a Cuntz-Pimsner ring of some system (P,Q, ψ). If
O(P,Q,ψ) is nearly epsilon-strongly Z-graded and AnnO0(O1) ∩ (AnnO0(O1))⊥ = {0},
then,

O(P,Q,ψ)
∼=gr O(P ′,Q′,ψ′),

where (P ′, Q′, ψ′) is an R′-system such that O(P ′,Q′,ψ′) is well-defined and the following
assertions hold:
(a) (P ′, Q′, ψ′) is an s-unital R′-system;
(b) (ιCPP ′ , ι

CP
Q′ , ι

CP
R′ ,O(P ′,Q′,ψ′)) is a semi-full covariant representation of (P ′, Q′, ψ′);

(c) (P ′, Q′, ψ′) satisfies Condition (FS);
(d) I(k)

ψ′,ιCPO0

is s-unital for k ≥ 0.

Conversely, if (P ′, Q′, ψ′) is an R′-system such that O(P ′,Q′,ψ′) is well-defined and (a)-
(d) hold, then O(P ′,Q′,ψ′) is nearly epsilon-strongly Z-graded.

Proof. If the Cuntz-Pimsner ring O(P,Q,ψ) is nearly epsilon-strongly Z-graded and
the condition AnnO0(O1) ∩ (AnnO0(O1))⊥ = {0} holds, then it follows from Corollary
C.3.12 that the Cuntz-Pimsner ring is graded isomorphic to O(O−1,O1,ψ′) and that (a)-
(d) are satisfied.

Conversely, let (P ′, Q′, ψ′) be an R′-system such that O(P ′,Q′,ψ′) exists and (a)-(d)
are satisfied. Applying Proposition C.5.6 to the covariant representation

(ιCPP ′ , ι
CP
Q′ , ι

CP
R′ ,O(P ′,Q′,ψ′)),

it follows that O(P ′,Q′,ψ′) is nearly epsilon-strongly Z-graded. �

For epsilon-strongly Z-graded Cuntz-Pimsner rings, we obtain the following result:

Theorem C.6.2. Let O(P,Q,ψ) be a Cuntz-Pimsner ring of some system (P,Q, ψ). If
O(P,Q,ψ) is epsilon-strongly Z-graded and AnnO0(O1) ∩ (AnnO0(O1))⊥ = {0}, then,

O(P,Q,ψ)
∼=gr O(P ′,Q′,ψ′),

where (P ′, Q′, ψ′) is an R′-system such that O(P ′,Q′,ψ′) is well-defined and the following
assertions hold:
(a) (P ′, Q′, ψ′) is a unital R′-system;
(b) (ιCPP ′ , ι

CP
Q′ , ι

CP
R′ ,O(P ′,Q′,ψ′)) is a semi-full covariant representation of (P ′, Q′, ψ′);

(c) (P ′, Q′, ψ′) satisfies Condition (FS’);
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(d) I(k)

ψ′,ιCPO0

is unital for k ≥ 0.

Conversely, if (P ′, Q′, ψ′) is an R′-system such that O(P ′,Q′,ψ′) is well-defined and (a)-
(d) hold, then O(P ′,Q′,ψ′) is epsilon-strongly Z-graded.

Proof. Assume that (P ′, Q′, ψ′) is an R′-system such that O(P ′,Q′,ψ′) exists and
the assertions in (a)-(d) hold. Then Proposition C.5.7 implies that O(P ′,Q′,ψ′) is epsilon-
strongly Z-graded.

Conversely, assume that O(P,Q,ψ) is epsilon-strongly Z-graded and AnnO0(O1) ∩
(AnnO0(O1))⊥ = {0}. Note that, in particular, O(P,Q,ψ) is nearly epsilon-strongly
Z-graded. Hence, by Theorem C.6.1, O(P,Q,ψ)

∼=gr O(O−1,O1,ψ′) where (O−1,O1, ψ
′)

is an s-unital O0-system that satisfies Condition (FS) and such that (b) is satisfied.
Furthermore (see Corollary C.3.12),

(iO−1 , iO1 , iO0 ,O(P,Q,ψ)) ∼=r (ιCPO−1
, ιCPO1

, ιCPO0
,O(O−1,O1,ψ′)). (29)

First note that since the Z-grading is assumed to be epsilon-strong it follows that Oi
is a unital OiO−i–O−iOi-bimodule for each i ∈ Z (see Definition C.2.2). This implies
that (O−1,O1, ψ

′) is a unital O0-system. Hence, (a) is satisfied.
Next, we prove that the O0-system (O−1,O1, ψ

′) satisfies Condition (FS’). Since
O(P,Q,ψ) is assumed to be epsilon-strongly Z-graded, it follows from [18, Prop. 7(iv)]
that Oi is a finitely generated O0-bimodule for every i ∈ Z. In particular, O1 and
O−1 are finitely generated O0-bimodules and it follows from Proposition C.4.3(c) that
(O−1,O1, ψ) satisfies Condition (FS’). In other words, (c) holds.

Moreover, it follows from Proposition C.2.4(b) that, in particular, O−kOk is unital
for k ≥ 0. Hence, O−kOk = I

(k)

ψ′,ιCPO0

is unital for k ≥ 0. This establishes (d). �

For unital strongly Z-graded Cuntz-Pimsner rings, we obtain the following complete
characterization:

Theorem C.6.3. Let O(P,Q,ψ) be a Cuntz-Pimsner ring of some system (P,Q, ψ).
Then, O(P,Q,ψ) is unital strongly Z-graded if and only if

O(P,Q,ψ)
∼=gr O(P ′,Q′,ψ′)

where (P ′, Q′, ψ′) is an R′-system such that O(P ′,Q′,ψ′) is well-defined and the following
assertions hold:
(a) (P ′, Q′, ψ′) is a unital R′-system;
(b) (ιCPP ′ , ι

CP
Q′ , ι

CP
R′ ,O(P ′,Q′,ψ′)) is a semi-full and faithful covariant representation of

(P ′, Q′, ψ′);
(c) ψ′ is surjective.

Proof. By Proposition C.4.10, (a) and (c) are sufficient for the ring O(P ′,Q′,ψ′) to
be strongly Z-graded.

Conversely, assume that O(P,Q,ψ) is unital strongly Z-graded. In particular,
O(P,Q,ψ) is epsilon-strongly Z-graded. Moreover, AnnO0(O1) ∩ (AnnO0(O1))⊥ = {0}
by Lemma C.3.10(b). Then, by Theorem C.6.2, O(P,Q,ψ)

∼=gr O(O−1,O1,ψ′) where
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(O−1,O1, ψ
′) satisfies Condition (FS’), (b) is satisfied and I(k)

ψ′,ιCPO0

is unital for k ≥ 0.

Since O(O−1,O1,ψ) is unital strongly Z-graded,

1O(O−1,O1,ψ
′) = ιCPO0

(1O0) ∈ O0 = O−1O1 = I
(1)

ψ′,ιCPO0

.

Since ιCPO0
is injective, we get that 1O0 ∈ Im(ψ′). Hence, ψ′ is surjective.

Furthermore, since O(O−1,O1,ψ′) is an epsilon-strongly Z-graded ring that is also
strongly Z-graded, we must have ε1 = 1 (see [18, Prop. 8]) where ε1 is the multiplicative
identity element of the ring O1O−1. By Condition (FS’) and Proposition C.4.3(b), we
have that ∆(1O) ∈ FP (Q). Then, by Proposition C.2.9, πιCPO1

,ιCPO−1

(∆(1O0)) ∈ O1O−1

is a multiplicative identity element of O1O−1. Thus, πιCPO1
,ιCPO−1

(∆(1O0)) = ε1 = 1 and

therefore (ιCPO−1
, ιCPO1

, ιCPO0
,O(O−1,O1,ψ′)) is a faithful representation of (O−1,O1, ψ

′). �

C.7. Examples

In this section, we collect some important examples.

Example C.7.1. (Non-nearly epsilon-strongly Z-graded Cuntz-Pimsner ring) Let R be
an idempotent ring that is not s-unital (see e.g. [16, Expl. 5]). Put P = Q = {0} and
let ψ ≡ 0 be the zero map. Note that (P,Q, ψ) is an R-system that satisfies Condition
(FS’) trivially. It is not hard to see that the Toeplitz ring is given by T0 = R, and
Ti = {0} for all i 6= 0. Furthermore, note that ker ∆ = R. Recall that an ideal J of
R is called faithful if J ∩ ker ∆ = {0}. Clearly, J := (0) is the maximal faithful and
ψ-compatible ideal of R. It follows that the Cuntz-Pimsner ring O(P,Q,ψ) is well-defined
and coincides with the Toeplitz ring. Since T0 = R = R2 = T0T0 is not s-unital it
follows by Proposition C.2.4(a) that the Cuntz-Pimsner ring O(P,Q,ψ) = T(P,Q,ψ) is not
nearly epsilon-strongly Z-graded. This shows that the assumption of (P,Q, ψ) being an
s-unital system in Proposition C.5.6 cannot be removed.

The following example shows that for some graphs, the standard Leavitt path
algebra covariant representation is semi-full (see Section C.2.4).

Example C.7.2.

•v1
f1 // •v2

Let K be a unital ring and let E consist of two vertices v1, v2 connected by a single
edge f . Consider the associated standard Leavitt path algebra system (P,Q, ψ) and the
standard Leavitt path algebra covariant representation (ιCPQ , ιCPP , ιCPR ,O(P,Q,ψ)). To
save space we write Ik = I

(k)

ψ,ιCP
R

for k ≥ 0. Note that I0 = ({v1, v2}), I1 = (v2) and

Ik = (0) for k > 2. Furthermore, since f1f
∗
1 = v1 we see that (LK(E))0 = I0.

Moreover, note that (LK(E))1 = SpanK{f1}, (LK(E))−1 = SpanK{f∗1 } and hence
we see that (LK(E))−1(LK(E))1 = (v2) = I1. Thus, (ιP , ιQ, ιR,O(P,Q,ψ)) is a semi-
full covariant representation of (P,Q, ψ). Furthermore, (P,Q, ψ) satisfies Condition
(FS’) since E is finite (see Lemma C.4.14) and Ik is unital for k ≥ 0. Thus, LK(E) is
epsilon-strongly Z-graded by Theorem C.6.2.
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In general, however, it is not true that the standard Leavitt path algebra covariant
representation is semi-full as the following example shows.

Example C.7.3. (cf. [17, Expl. 4.1]) Let K be a unital ring and consider the following
finite directed graph E.

•v1 •v2
f1oo f2 // •v3 •v4

f3oo •v5
f4oo

Let (P,Q, ψ) be the standard Leavitt path algebra system associated to E and consider
the standard Leavitt path algebra covariant representation,

(ιCPQ , ιCPP , ιCPR ,O(P,Q,ψ)). (30)

We write Si = (LK(E))i and Ii = I
(i)

ψ,ιCP
R

to save space. Note that,

S0 = SpanK{v1, v2, v3, v4, v5, f1f
∗
1 , f2f

∗
3 , f2f

∗
2 , f3f

∗
2 },

S1 = SpanK{f1, f2, f3, f4, f4f3f
∗
2 }, S−1 = SpanK{f

∗
1 , f

∗
2 , f

∗
3 , f

∗
4 , f2f

∗
3 f
∗
4 },

S2 = SpanK{f4f3}, S−2 = SpanK{f
∗
3 f
∗
4 }, and Sn = {0}, for |n| > 2.

Furthermore,

I0 = ({v1, v2, v3, v4, v5}), I1 = ({v1, v3, v4}),
I2 = ({v3}), Ik = (0), k > 2.

In particular, we have that S−1S1 = ({v1, v3, v4, f2f
∗
2 }) % I1 because f2f

∗
2 6∈ I1.

Hence, the standard Leavitt path algebra covariant representation is not semi-full. In
any case, however, we have that O(P,Q,ψ)

∼=gr LK(E) (see Section C.2.4). On the other
hand, by Proposition C.3.11, we have that LK(E) is pre-CP. Thus, by Corollary C.3.9,
LK(E) is realized by the Cuntz-Pimsner representation,

(ιCP(LK(E))−1
, ιCP(LK(E))1 , ι

CP
(LK(E))0 ,O((LK(E))−1,(LK(E))1,ψ′)) (31)

of the (LK(E))0-system (LK(E))−1, (LK(E))1, ψ
′). Moreover, the corollary implies that

(31) is semi-full and O((LK(E))−1,(LK(E))1,ψ′)
∼=gr LK(E). Since (30) is not semi-full and

(31) is semi-full, it follows by Proposition C.5.5 that the covariant representations (30)
and (31) cannot be isomorphic. Thus, LK(E) is realizable as a Cuntz-Pimsner ring in
two different ways.

The following example shows that (a) is crucial in Theorem C.6.2. It also gives an
example of a nearly epsilon-strongly Z-graded ring that is not epsilon-strongly Z-graded.

Example C.7.4. (cf. [14, Expl. 4.5]) Let K be a unital ring and consider the infinite
discrete graph E consisting of countably infinitely many vertices but no edges.

•v1 •v2 •v3 •v4 •v5 •v6 •v7 •v8 •v9 •v10 . . .

The standard Leavitt path algebra system is given by R =
⊕

v∈E0 ηv, P = Q = {0}.
The R-system (P,Q, ψ) trivially satisfies Condition (FS’). However, (P,Q, ψ) is not
unital as R does not have a multiplicative identity element. However, note that (P,Q, ψ)
is s-unital.
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We show that the standard Leavitt path algebra covariant representation of E is
semi-full. Since P = Q = {0} and ψ = 0 it follows that the grading is given by O0 = R

and Oi = {0} for i 6= 0 (see Example C.7.1). Furthermore, I(k)

ψ,ιCP
R

= (0) for k > 0.

Thus, the standard Leavitt path algebra covariant representation satisfies (b)-(d) in
Theorem C.6.2 but not (a). Since E contains infinitely many vertices, LK(E) is not
unital (see [1, Lem. 1.2.12]). By Remark C.2.3, LK(E) is not epsilon-strongly Z-graded
(cf. [14, Expl. 4.5]). Thus, (a) in Theorem C.6.1 cannot be removed. On the other
hand, it follows from Theorem C.6.1 that LK(E) is nearly epsilon-strongly Z-graded.

C.8. Noetherian and artinian corner skew Laurent polynomial rings

We end this article by characterizing noetherian and artinian corner skew Laurent
polynomial rings. The following proposition can be proved in a straightforward manner
using direct methods, but we show it as a special case of our results.

Proposition C.8.1. Let R be a unital ring, let e ∈ R be an idempotent and let
α : R → eRe be a corner ring isomorphism. Then the corner skew Laurent polynomial
ring R[t+, t−;α] is epsilon-strongly Z-graded.

Proof. Recall that R[t+, t−;α] =
⊕

i∈ZAi is Z-graded by putting A0 = R, Ai =

Rti+ for i < 0 and Ai = ti−R for i > 0. Let ψ′ : A−1 ⊗ A1 → A0 be the map defined by
ψ(a′ ⊗ a) = a′a for a′ ∈ A−1 and a ∈ A1. Since A0 = R is a unital ring, the A0-system
(A−1, A1, ψ

′) is unital. In [19, Expl. 3.4], it is shown that R[t+, t−;α] satisfies the
conditions in Theorem C.3.3. This implies that (A−1, A1, ψ

′) satisfies Condition (FS)
and,

(iA−1 , iA1 , iA0 , R[t+, t−;α]) ∼=r (ιCPA−1
, ιCPA1

, ιCPA0
,O(A−1,A1,ψ′)). (32)

Note that A1 = t−R is finitely generated as a right A0-module and A−1 = Rt+ is finitely
generated as a left A0-module. It follows from Proposition C.4.3, that (A−1, A1, ψ

′) sat-
isfies Condition (FS’). Furthermore, by Proposition C.3.4, the covariant representation
(32) is semi-full.

Next, we show that I(k)

ψ′,ιCP
R

= A−kAk is unital with multiplicative identity element

tk+t
k
−i = i(e) ∈ A−kAk for each k > 0. Fix a non-negative integer k > 0 and note

that any element x ∈ A−kAk = (Rtk+)(tk−iR) is a finite sum of elements of the form
rtk+t

k
−r
′ = tk+α

−k(r)tk−r
′ = rtk+α

−k(r′)tk− where r, r′ ∈ R. For any r, r′ ∈ R, we get
that,

i(e)rtk+t
k
−r
′ = (tk+t

k
−)(tk+α

−k(r)tk−r
′) = tk+(tk−t

k
+)α−k(r)tk−r

′ = tk+(1)α−k(r)tk−r
′ = rtk+t

k
−r
′.

It follows that i(e)x = x. A similar argument shows that xi(e) = x. By Theorem C.6.2,
it now follows that R[t+, t−;α] is epsilon-strongly Z-graded. �

We recall the following Hilbert basis theorem for epsilon-strongly Z-graded rings.

Theorem C.8.2. ([13, Thm. 1.1, Thm. 1.2]) Let S =
⊕

i∈Z Si be an epsilon-strongly
Z-graded ring. The following assertions hold:
(a) If S0 is left (right) noetherian, then S is left (right) noetherian;
(b) If S0 is left (right) artinian and there exists some positive integer n such that

Si = {0} for all |i| > n, then S is left (right) artinian.
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Applying Theorem C.8.2 to the special case of corner skew Laurent polynomial
rings, we obtain the following result.

Corollary C.8.3. Let R be a unital ring and let α : R → eRe be a ring isomorphism
where e is an idempotent of R. Consider the corner skew Laurent polynomial ring
R[t+, t−;α]. The following assertions hold:
(a) R[t+, t−;α] is left (right) noetherian if and only if R is left (right) noetherian;
(b) R[t+, t−;α] is neither left nor right artinian.

Proof. (a): Straightforward.
(b): By Proposition C.8.1, R[t+, t−;α] =

⊕
i∈ZAi is epsilon-strongly Z-graded

where A0 = R, Ai = Rti+ for i < 0 and Ai = ti−R for i > 0. By Theorem C.8.2(b),
R[t+, t−;α] is left (right) artinian if and only if A0 is left (right) artinian and

|Supp(R[t+, t−;α])| <∞.
However, since tn+ 6= 0 for every n > 0, it follows that A−n = Rtn+ 6= {0} for every
n > 0. Hence, Supp(R[t+, t−;α]) is infinite and R[t+, t−;α] is neither left nor right
artinian. �
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PAPER D

A characterization of graded von Neumann
regular rings with applications to Leavitt path

algebras

J. Algebra 567 (2021), 91–113.
https://doi.org/10.1016/j.jalgebra.2020.09.022

Daniel Lännström

We prove a new characterization of graded von Neumann regu-
lar rings involving the recently introduced class of nearly epsilon-
strongly graded rings. As our main application, we generalize Hazrat’s
result that Leavitt path algebras over fields are graded von Neumann
regular. More precisely, we show that a Leavitt path algebra LR(E)
with coefficients in a unital ring R is graded von Neumann regular
if and only if R is von Neumann regular. We also prove that both
Leavitt path algebras and corner skew Laurent polynomial rings
over von Neumann regular rings are semiprimitive and semiprime.
Thereby, we generalize a result by Abrams and Aranda Pino on the
semiprimitivity of Leavitt path algebras over fields.
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manuscript.

D.1. Introduction

An associative ring R is called von Neumann regular if a ∈ aRa holds for every
a ∈ R. This type of ring was first considered by von Neumann in the study of operator
algebras and has since then been extensively studied (see e.g. Goodearl’s monograph
[14]). There are several well-known equivalent statements for a unital ring to be von
Neumann regular. Notably, a unital ring R is von Neumann regular if and only if every
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finitely generated left (right) ideal of R is generated by an idempotent. Examples of von
Neumann regular rings are plentiful. For instance, any field is von Neumann regular.
On the other hand, the ring of integers Z (or any non-field integral domain) is not von
Neumann regular.

Let G be a group with neutral element e and let S =
⊕

g∈G Sg be a G-graded
ring (see Section D.2.2). The ring S is called graded von Neumann regular if, for every
g ∈ G and a ∈ Sg, the relation a ∈ aSa holds. In the case of unital rings, this notation
was introduced by Năstăsescu and van Oystaeyen [21] and has been further studied in
[9, 15, 26, 27]. In this article, we will continue the study initiated by Hazrat [16] of
non-unital graded von Neumann regular rings. There are results on the graded ideal
structure of graded von Neumann regular rings (see [16, Prop. 1-2] and Proposition
D.2.5) which make this class of rings interesting to us. For the special class of unital
strongly group graded rings, the following result highlights a connection between von
Neumann regularity and graded von Neumann regularity:

Theorem D.1.1 (Năstăsescu and van Oystaeyen [21, Cor. C.I.1.5.3]). Let S =⊕
g∈G Sg be a unital strongly G-graded ring. Then S is graded von Neumann reg-

ular if and only if Se is von Neumann regular.

Theorem D.1.1 was originally proved by Năstăsescu and van Oystaeyen using
Dade’s theorem (see e.g. [15, Thm. 1.5.1]). An elementwise proof of Theorem D.1.1
was later given by Yahya [27, Thm. 3]. In this article, we recover Theorem D.1.1 as a
special case of our characterization of general graded von Neumann regular rings (see
Theorem D.1.2).

The notion of an epsilon-strongly graded ring (see Definition D.2.6) was introduced
by Nystedt, Öinert and Pinedo [24] as a generalization of unital strongly graded rings.
This class of graded rings includes: unital partial crossed products (see [24, pg. 2]),
corner skew Laurent polynomial rings (see [20, Thm. 8.1]) and Leavitt path algebras of
finite graphs (see [23, Thm. 1.2]). The further generalization to nearly epsilon-strongly
graded rings (see Definition D.2.9) was recently introduced by Nystedt and Öinert [23].
In this article, we study the relation between these two recently introduced classes of
graded rings and the classical notion of graded von Neumann regular rings. Our main
result is the following characterization:

Theorem D.1.2. Let S =
⊕

g∈G Sg be a G-graded ring. Then S is graded von Neu-
mann regular if and only if S is nearly epsilon-strongly G-graded and Se is von Neumann
regular.

By applying Theorem D.1.2, we generalize Theorem D.1.1 to the class of epsilon-
strongly graded rings (see Corollary D.3.11). This allows us to characterize when unital
partial crossed products (see Corollary D.6.1), corner skew Laurent polynomial rings
(see Corollary D.6.2) and Leavitt path algebras over unital rings (see Theorem D.1.4)
are graded von Neumann regular.

D.1.1. Applications to Leavitt path algebras. Given a directed graph E and
a field K, the Leavitt path algebra LK(E) is an associative Z-graded K-algebra. These
algebras were introduced by Ara, Moreno and Pardo [7] and independently by Abrams
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and Aranda Pino [3]. In the 15 years since their introduction, Leavitt path algebras
have found applications in general ring theory and matured into a research topic of
their own (see e.g. [1]). There are many results in the literature relating properties of
the graph E with algebraic properties of LK(E). For instance, LK(E) is von Neumann
regular if and only if E is an acyclic directed graph (see [4]). For graded von Neumann
regularity, Hazrat has obtained the following result:

Theorem D.1.3 (Hazrat [16]). Let K be a field and let E be a directed graph. Then
the Z-graded Leavitt path algebra LK(E) is graded von Neumann regular.

Tomforde [25] introduced Leavitt path algebras over commutative unital rings and
proved that many results carry over to his generalized setting. Leavitt path algebras
over Z were considered by Johansen and Sørensen [18] in connection to the classification
program of Leavitt path algebras. In this article, we follow Hazrat [17] and consider
Leavitt path algebras LR(E) where R is a general, possibly non-commutative associative
ring. We want to relate algebraic properties of the ring R to algebraic properties of
LR(E). In that vein, we will establish the following generalization of Theorem D.1.3:

Theorem D.1.4. Let R be a unital ring and let E be a directed graph. Then the
Z-graded Leavitt path algebra LR(E) is graded von Neumann regular if and only if R
is von Neumann regular.

Remark D.1.5. The statement of Theorem D.1.4 does not hold if E is the null graph,
i.e. the graph without any vertices or edges (see Remark D.4.7).

Hazrat [16] outlines an approach where Theorem D.1.1 is used to prove Theorem
D.1.3 for the proper subclass of strongly graded Leavitt path algebras. For the general
case, however, he uses a more involved technique based on corner skew Laurent poly-
nomial rings. In this article, we employ Theorem D.1.2 together with Hazrat’s original
proof idea to establish Theorem D.1.4.

The rest of this article is organized as follows:
In Section D.2, we recall some preliminaries on non-unital von Neumann regular

rings (Section D.2.1), group graded rings (Section D.2.2), epsilon-strongly and nearly
epsilon-strongly graded rings (Section D.2.3) and direct limits of graded rings (Section
D.2.4).

In Section D.3 and Section D.4, we prove Theorem D.1.2 respectively Theorem
D.1.4.

In Section D.5, we show that a Leavitt path algebra over a von Neumann regular
ring is both semiprimitive and semiprime (see Corollary D.5.4). Our result generalizes a
well-known result by Abrams and Aranda Pino [2] for Leavitt path algebras over fields.

In Section D.6, we apply our results to unital partial crossed products (Corollary
D.6.1) and corner skew Laurent polynomial rings (Corollary D.6.2 and Corollary D.6.3).

D.2. Preliminaries

Throughout this article, all rings are assumed to be associative but not necessarily
unital.
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D.2.1. Non-unital von Neumann regular rings. A ring R is called s-unital if
x ∈ xR∩Rx for every x ∈ R. Equivalently, a ring R is s-unital if, for every x ∈ R, there
exist some e, e′ ∈ R such that x = ex = xe′. A ring is called unital if it is equipped
with a non-zero multiplicative identity element. A subset E of R is called a set of local
units for R if E consists of commuting idempotents such that for every x ∈ R there
exists some e ∈ E such that x = ex = xe. Note that a ring with a set of local units is
s-unital. For more details about s-unital rings and rings with local units, we refer the
reader to the survey article [22].

A ring R is called von Neumann regular if for every x ∈ R there is some y ∈ R
such that x = xyx. In fact, every von Neumann regular ring is s-unital:

Proposition D.2.1. (cf. [22, Prop. 20]) Let R be a ring. If R is von Neumann regular,
then R is s-unital.

Proof. Take an arbitrary x ∈ R. Then there exists some y ∈ R such that x = xyx.
Letting e := xy and e′ := yx, we see that x = xyx = ex = xe′ and hence R is
s-unital. �

One of the famous classical characterizations of von Neumann regularity for unital
rings generalizes to s-unital rings verbatim. We include parts of the proof for the
convenience of the reader:

Proposition D.2.2. Let R be an s-unital ring. Then the following assertions are
equivalent:
(a) R is von Neumann regular;
(b) every principal right (left) ideal of R is generated by an idempotent;
(c) every finitely generated right (left) ideal of R is generated by an idempotent.

Proof. (a) ⇒ (b) : Take an arbitrary x ∈ R and let y ∈ R such that x = xyx.
Consider the right ideal xR. Then xy ∈ R is an idempotent such that xR = xyR.

(b)⇒ (c) : See [14, Thm. 1.1].
(c) ⇒ (a) : Take an arbitrary x ∈ R. Then xR = fR for some idempotent f ∈ R.

Since R is s-unital, f ∈ fR = xR and hence f = xy for some y ∈ R. Similarly, x ∈ xR =
fR and hence x = fr for some r ∈ R. Then x = fr = f2r = f(fr) = fx = xyx. �

D.2.2. Group graded rings. Let G be a group with neutral element e. A G-
grading of a ring S is a collection {Sg}g∈G of additive subsets of S such that S =⊕

g∈G Sg and SgSh ⊆ Sgh for all g, h ∈ G. The ring S is then called G-graded. If
the stronger condition SgSh = Sgh holds for all g, h ∈ G, then the grading is called
strong and S is called strongly G-graded. The subsets Sg are called the homogeneous
components of S. The principal component, Se, is a subring of S. A homogeneous
element s ∈ S is an element such that s ∈ Sg for some g ∈ G. Every element of S
decomposes uniquely into a sum of homogeneous elements. A left/right/two-sided ideal
I of S is called a left/right/two-sided graded ideal of S if I =

⊕
g∈G(I ∩ Sg).

Recall that a G-graded ring S is graded von Neumann regular if and only if a ∈ aSa
for every homogeneous element a ∈ S. However, it is possible to make this condition
more precise. The following result is well-known, but we have chosen to include a proof
for the convenience of the reader.
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Proposition D.2.3. A G-graded ring S is graded von Neumann regular if and only if,
for every homogeneous a ∈ Sg there is some homogeneous b ∈ Sg−1 such that a = aba.

Proof. The ‘if’ direction is clear. Conversely, take an arbitrary homogeneous
element a ∈ Sg. By assumption, there exists some b ∈ S such that a = aba. Let
b =

∑
h∈G bh be the decomposition of b. Note that a = aba =

∑
h∈G abha. Since the

decomposition is unique, it follows that b = bg−1 ∈ Sg−1 . �

A G-graded ring that is von Neumann regular is graded von Neumann regular. On
the other hand, the following is an example of a graded von Neumann regular ring which
is not von Neumann regular:

Example D.2.4. Let K be a field and consider the Laurent polynomial ring K[x, x−1]
with its canonical Z-grading, i.e. K[x, x−1] =

⊕
i∈ZKx

i. A routine check shows that
this gives a strong Z-grading. Since K is von Neumann regular, it follows by Theorem
D.1.1 that K[x, x−1] is graded von Neumann regular. On the other hand, K[x, x−1]
is an integral domain which is not a field. Therefore, K[x, x−1] is not von Neumann
regular.

Let S =
⊕

g∈G Sg be a G-graded ring and suppose that E is a set of local units for
S. If E consists of homogeneous idempotents, then E is called a set of homogeneous
local units. Notably, every Leavitt path algebra has a set of homogeneous local units
(see Section D.5). Moreover, Hazrat has established the following ‘graded version’ of
Proposition D.2.2:

Proposition D.2.5. ([16, Prop. 1]) Let S =
⊕

g∈G Sg be a G-graded ring. Suppose
that S has a set of homogeneous local units. Then the following three assertions are
equivalent:
(a) S is graded von Neumann regular;
(b) every principal right (left) graded ideal of S is generated by a homogeneous idem-

potent;
(c) every finitely generated right (left) graded ideal of S is generated by a homogeneous

idempotent.

D.2.3. Nearly epsilon-strongly graded rings. Next, we recall two special
types of group graded rings generalizing the classical notion of unital strongly group
graded rings. Nystedt, Öinert and Pinedo [24] recently introduced the class of epsilon-
strongly G-graded rings:

Definition D.2.6. ([24, Prop. 7(iii)]) Let S =
⊕

g∈G Sg be a G-graded ring. Suppose
that for every g ∈ G there is an element εg ∈ SgSg−1 such that for every s ∈ Sg the
relations εgs = s = sεg−1 hold. Then S is called epsilon-strongly G-graded.

Remark D.2.7. Let S =
⊕

g∈G Sg be a G-graded ring. We make the following two
remarks:
(a) If S is a unital strongly G-graded ring, then 1 ∈ SgSg−1 for every g ∈ G (see e.g.

[21, Prop. 1.1.1]). In this case, S is epsilon-strongly G-graded with εg := 1 for
every g ∈ G. This proves that unital strongly G-graded rings are epsilon-strongly
G-graded.
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(b) If S is an epsilon-strongly G-graded ring, then S is a unital ring (see [19, Prop.
3.8]). In other words, only unital rings admit epsilon-strong G-gradings.

The following is an example of a Z-graded ring that is epsilon-strongly Z-graded
but not strongly Z-graded:

Example D.2.8. Let R be a unital ring and consider the following Z-grading of the
full matrix ring M2(R):

(M2(R))0 :=

(
R 0
0 R

)
, (M2(R))−1 :=

(
0 0
R 0

)
, (M2(R))1 :=

(
0 R
0 0

)
,

and (M2(R))i :=
{(

0 0
0 0

)}
for |i| > 1. Note that,

(M2(R))1(M2(R))−1 =

(
R 0
0 0

)
, (M2(R))−1(M2(R))1 =

(
0 0
0 R

)
.

A routine check shows that M2(R) is epsilon-strongly Z-graded with,

ε1 :=

(
1R 0
0 0

)
, ε−1 :=

(
0 0
0 1R

)
, ε0 :=

(
1R 0
0 1R

)
and εi :=

(
0 0
0 0

)
for |i| > 1.

However, since an epsilon-strong Z-grading is strong if and only if εi = 1 for every i ∈ Z
(see [23, Prop. 3.2]), it follows that the above Z-grading of M2(R) is not strong.

Crucial to our investigation, Nystedt and Öinert have shown that a Leavitt path
algebra associated to a finite directed graph is epsilon-strongly Z-graded (see [23, Thm.
1.2]). Seeking to generalize their result to include any Leavitt path algebra (i.e. possibly
non-finite graphs), they introduced nearly epsilon-strongly graded rings.

Definition D.2.9. ([23, Prop. 3.3]) Let S =
⊕

g∈G Sg be a G-graded ring. Suppose
that for every g ∈ G and s ∈ Sg there are elements εg(s) ∈ SgSg−1 , ε′g(s) ∈ Sg−1Sg such
that the relations εg(s)s = s = sε′g(s) hold. Then S is called nearly epsilon-strongly
G-graded.

Every Leavitt path algebra is indeed nearly epsilon-strongly Z-graded (see [23,
Thm. 1.3]). The following is a trivial example of a nearly epsilon-strongly G-graded
ring:

Example D.2.10. Let G be a group and let R be an s-unital ring that is not unital (for
instance, let R := Cc(R) with pointwise multiplication). Put Re := R and Rg := {0} for
every g 6= e. This gives a G-grading of R called the trivial G-grading. For every x ∈ R
there are some e, e′ ∈ R such that x = ex = xe′. Letting εe(x) := e ∈ R = R2 = ReRe
and ε′e(x) = e′ ∈ R = R2 = ReRe in Definition D.2.9, we see that R is nearly epsilon-
strongly G-graded. On the other hand, since R is not unital, it follows from Remark
D.2.7(b) that R cannot be epsilon-strongly G-graded.

D.2.4. Direct limits in the category of graded rings. We will recall some
properties of the category of group graded rings. Let S =

⊕
g∈G Sg and T =

⊕
g∈G Tg

be two G-graded rings. A ring homomorphism φ : S → T is called graded if φ(Sg) ⊆ Tg
for every g ∈ G. If φ : S

∼−→ T is a graded ring isomorphism, then we write S ∼=gr T and
say that S and T are graded isomorphic. Note that two graded isomorphic rings are
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also isomorphic but the reverse implication does not hold in general. If S ∼=gr T , then
S is graded von Neumann regular if and only if T is graded von Neumann regular.

The category of G-graded rings will be denoted by G-RING. The objects of this
category are pairs (S, {Sg}g∈G) where S is a ring and {Sg}g∈G is a G-grading of S.
The morphisms of G-RING are the G-graded ring homomorphisms. Next, we consider
direct limits in G-RING. Let {Ai | i ∈ I} be a directed system of G-graded rings. For
every i ∈ I, we have that Ai =

⊕
g∈G(Ai)g. Recall (see [11, II, §11.3, Rem. 3]) that

B = lim−→i∈I
Ai is a G-graded ring with homogeneous components Bg = lim−→i∈I

(Ai)g. In
other words, the category G-RING has arbitrary direct limits. The following lemma is
a graded version of a well-known result (see [10, Prop. 5.2.14]). We include a proof for
the convenience of the reader.

Lemma D.2.11. Let {Ai | i ∈ I} be a directed system of G-graded rings. Suppose
that Ai is graded von Neumann regular for every i ∈ I. Then B = lim−→i

Ai is graded
von Neumann regular.

Proof. Let (B = lim−→i
Ai, φi) be the direct limit of {Ai | i ∈ I}. Recall that the

canonical functions φi : Ai → B = lim−→i
Ai are graded ring homomorphisms. Take an

arbitrary g ∈ G and bg ∈ Bg = lim−→i∈I
(Ai)g. Then, bg = φk(ag) for some ag ∈ (Ak)g

and k ∈ I. Since Ak is graded von Neumann regular by assumption, it follows that there
is some s ∈ Ak such that ag = agsag. Applying φk to both sides yields, bg = bgφk(s)bg
for φk(s) ∈ B. Thus, B is graded von Neumann regular. �

D.3. Main result

In this section, we prove our main result: Theorem D.1.2. We first show that there
are G-graded rings S such that Se is von Neumann regular while S is not graded von
Neumann regular.

Example D.3.1. Let R be a von Neumann regular ring (e.g. a field) and consider
the polynomial ring R[x] =

⊕
i≥0 Rx

i. By putting Si := Rxi for i ≥ 0 and Si := {0}
for i < 0, we get a Z-grading of R[x]. Note that x2 6∈ (x2)R[x](x2). Hence, R[x] is
not graded von Neumann regular. This example shows that the conclusion of Theorem
D.1.1 does not hold for a general group graded ring.

We now consider necessary conditions for a ring to be graded von Neumann regular.
The following result is well-known and follows from Proposition D.2.3:

Lemma D.3.2. Let S =
⊕

g∈G Sg be a G-graded ring. If S is graded von Neumann
regular, then Se is von Neumann regular.

We show that all graded von Neumann regular rings are nearly epsilon-strongly
graded (cf. Proposition D.2.1).

Proposition D.3.3. Let S =
⊕

g∈G Sg be aG-graded ring. If S is graded von Neumann
regular, then S is nearly epsilon-strongly G-graded.

Proof. Take an arbitrary g ∈ G and s ∈ Sg. To prove that S is nearly epsilon-
strongly G-graded, we need to show that there exist elements εg(s) ∈ SgSg−1 and
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ε′g(s) ∈ Sg−1Sg such that εg(s)s = s = sε′g(s). Since S is graded von Neumann regular,
it follows by Proposition D.2.3 that there is some b ∈ Sg−1 such that s = sbs. Then,
εg(s) := sb ∈ SgSg−1 and ε′g(s) := bs ∈ Sg−1Sg satisfy the requirement. Hence, S is
nearly epsilon-strongly G-graded. �

Remark D.3.4. Theorem D.1.3 together with Proposition D.3.3 implies that every
Leavitt path algebra over a field is nearly epsilon-strongly Z-graded. The stronger
statement that every Leavitt path algebras over a general unital ring is nearly epsilon-
strongly Z-graded has been proved by Nystedt and Öinert [23, Thm. 1.3].

The following definition was introduced by Clark, Exel and Pardo [12] in the context
of Steinberg algebras:

Definition D.3.5. ([12, Def. 4.5]) Let S =
⊕

g∈G Sg be a G-graded ring. If Sg =
SgSg−1Sg for every g ∈ G, then we say that S is symmetrically G-graded.

Moreover, Nystedt and Öinert [23, Prop. 3.3] proved that every nearly epsilon-
strongly G-graded ring is symmetrically G-graded. In conclusion, the following rela-
tionship holds between the mentioned classes of group graded rings:

Remark D.3.6. The following implications hold for an arbitrary G-grading {Sg}g∈G
of S:

unital strong =⇒ epsilon-strong =⇒ nearly epsilon-strong =⇒ symmetrical

The following corollary is a direct consequence of Proposition D.3.3 and Remark
D.3.6:

Corollary D.3.7. Let S =
⊕

g∈G Sg be a G-graded ring. If S is graded von Neumann
regular, then S is symmetrically G-graded.

Remark D.3.8. By Corollary D.3.7, the elementwise condition of graded von Neumann
regularity (cf. Proposition D.2.3) implies the componentwise condition of symmetrical
gradings, that is Sg = SgSg−1Sg for every g ∈ G. However, the reverse implication does
not hold in general (see Example D.4.2(b)).

Before proving our characterization, we need the following lemma:

Lemma D.3.9. Let S =
⊕

g∈G Sg be a nearly epsilon-strongly G-graded ring and
suppose that Se is von Neumann regular. Then, for every g ∈ G and x ∈ Sg, the left
Se-ideal Sg−1x is generated by an idempotent in Se.

Proof. Take an arbitrary g ∈ G and x ∈ Sg. Since S is nearly epsilon-strongly
G-graded, there exists some εg(x) ∈ SgSg−1 such that εg(x)x = x. We can write
εg(x) =

∑k
i=1 aibi for some elements a1, a2, . . . , ak ∈ Sg and b1, b2, . . . , bk ∈ Sg−1 . Let

ci := bix ∈ Sg−1x for i ∈ {1, 2, . . . , k}. We claim that Sg−1x = Sec1 +Sec2 + · · ·+Seck.
Indeed, let sx ∈ Sg−1x be an arbitrary element. Then,

sx = s(εg(x)x) = s
( k∑
i=1

aibi
)
x =

k∑
i=1

(sai)(bix) =
k∑
i=1

(sai)ci.
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Since sai ∈ Sg−1Sg ⊆ Se, it follows that Sg−1x is finitely generated by {c1, c2, . . . , ck} as
a left Se-ideal. Moreover, since Se is von Neumann regular, Proposition D.2.1 implies
that Se is s-unital. By Proposition D.2.2, we have that Sg−1x is generated by an
idempotent in Se. �

The following proposition generalizes Yahya’s proof (see [27, Thm. 3]) of Theorem
D.1.1:

Proposition D.3.10. Let S =
⊕

g∈G Sg be a nearly epsilon-strongly G-graded ring.
If Se is von Neumann regular, then S is graded von Neumann regular.

Proof. Suppose that Se is von Neumann regular. Take an arbitrary g ∈ G and
0 6= x ∈ Sg. By Proposition D.2.3, we need to show that there exists some r ∈ Sg−1

such that x = xrx. By Lemma D.3.9, there is some idempotent y ∈ Se such that
Sg−1x = Sey. Note that y = y2 ∈ Sey = Sg−1x. Hence, there is some r ∈ Sg−1 such
that y = rx. Also note that,

SgSg−1x = Sg(Sg−1x) = Sg(Sey) = SgSey ⊆ Sgy. (33)

Since S is assumed to be nearly epsilon-strongly G-graded, there exists some εg(x) ∈
SgSg−1 such that εg(x)x = x. Now, using (33), we have that x = εg(x)x ∈ SgSg−1x ⊆
Sgy, and hence there exists some x′ ∈ Sg such that x = x′y. But then xy = (x′y)y =
x′(yy) = x′y = x. Thus, x = xy = xrx. Hence, S is graded von Neumann regular. �

Now we can prove our characterization of graded von Neumann regular rings:

Proof of Theorem 1.2. Let S =
⊕

g∈G Sg be a G-graded ring. Suppose that S
is graded von Neumann regular. Then Proposition D.3.3 and Lemma D.3.2 establish
that S is nearly epsilon-strongly G-graded and that Se is von Neumann regular, respec-
tively. Conversely, suppose that S is nearly epsilon-strongly G-graded and that Se is
von Neumann regular. Then Proposition D.3.10 implies that S is graded von Neumann
regular. �

Since epsilon-strongly G-graded rings are nearly epsilon-strongly G-graded (see
Remark D.3.6), the following result is a consequence of Theorem D.1.2.

Corollary D.3.11. Let S =
⊕

g∈G Sg be an epsilon-strongly G-graded ring. Then S
is graded von Neumann regular if and only if Se is von Neumann regular.

Remark D.3.12. The above result is a generalization of Theorem D.1.1. Indeed, by
applying Corollary D.3.11 to unital strongly group graded rings, which by Remark D.3.6
are epsilon-strongly graded, we immediately recover Theorem D.1.1.

D.4. Proof of Theorem D.1.4

In this section, we prove that a Leavitt path algebra LR(E) is graded von Neumann
regular if and only if R is von Neumann regular (see Theorem D.1.4).

Let E = (E0, E1, s, r) be a directed graph consisting of a vertex set E0, an edge set
E1 and maps s : E1 → E0 and r : E1 → E0 specifying the source vertex s(f) respectively
range vertex r(f) for each edge f ∈ E1. A directed graph E is called finite if the sets
E0 and E1 are finite. Note that we allow the null-graph which has no vertices and no
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edges. If E is not the null-graph, i.e. E0 6= ∅, then we write E 6= ∅. A sink is a vertex
v ∈ E0 such that s−1(v) = ∅. An infinite emitter is a vertex v ∈ E0 such that s−1(v)
is an infinite set. A vertex is called regular if it is neither a sink nor an infinite emitter.
The set of regular vertices of E is denoted by Reg(E).

For technical reasons we will consider a generalization of Leavitt path algebras
introduced by Ara and Goodearl [6]:

Definition D.4.1. Let R be a unital ring and let E = (E0, E1, s, r) be a directed
graph. Moreover, let X be any subset of Reg(E). The Cohn path algebra relative to X,
denoted by CXR (E), is the free R-algebra generated by the symbols,

{v | v ∈ E0} ∪ {f | f ∈ E1} ∪ {f∗ | f ∈ E1},
subject to the following relations:
(i) vv′ = δv,v′v for all v, v′ ∈ E0,
(ii) s(f)f = f = fr(f) for all f ∈ E1,
(iii) r(f)f∗ = f∗ = f∗s(f) for all f ∈ E1,
(iv) f∗f ′ = δf,f ′r(f) for all f, f ′ ∈ E1,
(v) v =

∑
f∈s−1(v) ff

∗ for all v ∈ X.
We let R commute with the generators.
Taking X = Reg(E), we obtain the Leavitt path algebra of E over R. In other words,
we have that LR(E) = C

Reg(E)
R (E).

Recall that a path is a sequence of edges α = f1f2 . . . fn such that r(fi) = s(fi+1)
for 1 ≤ i ≤ n − 1. The length of α is equal to n and we write len(α) = n. We also
write s(α) = s(f1) and r(α) = r(fn). By convention, a vertex v ∈ E0 is considered to
be a path of length 0. Moreover, there is an anti-graded involution on CXR (E) defined
by f 7→ f∗ for every f ∈ E1 and v 7→ v∗ = v for every v ∈ E0. This involution
extends to paths by putting α∗ = f∗nf

∗
n−1 . . . f

∗
1 . The element α ∈ CXR (E) is called a

real path and α∗ ∈ CXR (E) is called a ghost path. Let Path(E) be the set of paths in E.
In particular, Path(E) includes the vertices of E since they are considered zero length
paths. Elements of the form αβ∗ ∈ CXR (E) for α, β ∈ Path(E) are called monomials. It
can be shown that any element of CXR (E) can be written as a finite sum

∑
riαiβ

∗
i where

ri ∈ R and αi, βi ∈ Path(E). Furthermore, there is a natural Z-grading of relative Cohn
path algebras given by,

(CXR (E))i = SpanR{αβ
∗ | α, β ∈ Path(E), len(α)− len(β) = i}, (34)

for every i ∈ Z. This Z-grading is called the canonical Z-grading of CXR (E).
The canonical Z-grading of Leavitt path algebras was studied by Hazrat [16].

Among other results, he proved that if E is a finite graph, then LR(E) is strongly
Z-graded if and only if E has no sinks (see [16, Thm. 3.15]). Nystedt and Öinert estab-
lished that LR(E) is epsilon-strongly Z-graded if E is finite ([23, Thm. 1.2]) and that
LR(E) is nearly epsilon-strongly Z-graded for any graph E (see [23, Thm. 1.3]). For
more details about Cohn path algebras and Leavitt path algebras, we refer the reader
to the monograph by Abrams, Ara and Siles Molina [1].

We now consider graded von Neumann regular Leavitt path algebras. The following
example shows that graded von Neumann regularity of LR(E) is dependent on R. Recall



D.4. PROOF OF THEOREM D.1.4 143

that any ring S is trivially G-graded by any group G by putting Se = S and Sg = {0}
for every g 6= e.

Example D.4.2. Let R be a unital ring and consider the following directed graph:

A1 : •v
Note that since A1 does not contain any edges, we have that the canonical Z-grading
(cf. (34)) of LR(A1) is given by LR(A1)i = {0} for i 6= 0 and LR(A1)0 = SpanR{v}.
(a) The Z-graded ring LR(A1) is graded isomorphic to the coefficient ring R equipped

with the trivial Z-grading via the map defined by r 7→ rv for every r ∈ R. With
this grading, every element is homogeneous. Hence, LR(A1) is graded von Neumann
regular if and only if R is von Neumann regular.

(b) Furthermore, since A1 is a finite graph, it follows by [23, Thm. 1.2] that LR(A1)
is epsilon-strongly Z-graded and therefore, in particular, symmetrically Z-graded
(see Remark D.3.6). If R is not von Neumann regular, then LR(A1) is not graded
von Neumann regular by (a). However, LR(A1) is symmetrically Z-graded. This
shows that not all symmetrically graded rings are graded von Neumann regular (cf.
Corollary D.3.7).

Let us now briefly discuss our method for proving Theorem D.1.4. Let R be a unital
ring and let E be a directed graph. By [23, Thm. 1.3], LR(E) is nearly epsilon-strongly
Z-graded. It follows from Theorem D.1.2 that LR(E) is graded von Neumann regular
if and only if (LR(E))0 is von Neumann regular. If E is a finite graph, then we can
explicitly describe (LR(E))0 which allows us to lift von Neumann regularity from R to
(LR(E))0 (see Theorem D.4.3). However, if E is not finite, then this approach does not
seem to work.

Instead, the proof of Theorem D.1.4 proceeds as follows: We first prove the theorem
in the special case of finite graphs using Corollary D.3.11 (see Corollary D.4.6). Sec-
ondly, we reduce the general case to the finite case by writing any Leavitt path algebra
as a direct limit of Leavitt path algebras of finite graphs (see Proposition D.4.12). This
latter reduction step is similar to the technique used by Hazrat [16, Steps (II)-(IV)] to
establish Theorem D.1.3.

D.4.1. Finite graphs. Let R be a unital ring and let E be a finite graph. The
principal component (LR(E))0 is a unital subring of LR(E) with multiplicative identity
element 1(LR(E))0 =

∑
v∈E0 v (see e.g. [1, Lem. 1.2.12(iv)]). We begin by characterizing

when (LR(E))0 is von Neumann regular. This will follow from a more general structure
theorem. For Leavitt path algebras over fields, this result was showed by Ara, Moreno
and Pardo (see the proof of [7, Thm. 5.3]). However, their proof generalizes to Leavitt
path algebras over unital rings in a straightforward manner. Define a filtration of
(LR(E))0 as follows. For n ≥ 0, put,

Dn = SpanR{αβ
∗ | len(α) = len(β) ≤ n}.

It is straightforward to show that Dn is an R-subalgebra of (LR(E))0. For v ∈ E0 and
n > 0 let P (n, v) denote the set of paths γ with len(γ) = n and r(γ) = v. Let Sink(E)
denote the set of sinks in E. Moreover, recall that a matricial ring is a finite product
of full matrix rings.
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Theorem D.4.3. ([1, Cor. 2.1.16]) Let R be a unital ring and let E be a finite directed
graph. For a non-negative integer n, letMn(R) denote the full n×n-matrix ring. Then,

(LR(E))0 =
⋃
n≥0

Dn.

Moreover, we have that,
D0
∼=
∏
v∈E0

R,

Dn ∼=
∏

0≤i≤n−1
v∈Sink(E)

M|P (i,v)|(R)×
∏
v∈E0

M|P (n,v)|(R),

as R-algebras. In particular, (LR(E))0 is a direct limit of matricial rings over R (as an
object in the category of unital rings).

We can now establish the following lemma:

Lemma D.4.4. Let R be a unital ring and let E be a finite directed graph. If R is von
Neumann regular, then (LR(E))0 is von Neumann regular.

Proof. The principal component (LR(E))0 is the direct limit of matricial rings
over R by Theorem D.4.3. A full matrix ring over R is von Neumann regular if and
only if R is von Neumann regular. Moreover, recall that unital von Neumann regular
rings are closed under direct limits (see [10, Prop. 5.2.14]). It follows that (LR(E))0 is
von Neumann regular if R von Neumann is regular. �

For the converse statement, we do not need the assumption that E is a finite graph,
but E cannot be the null-graph (see Remark D.4.7).

Lemma D.4.5. Let R be a unital ring and let E 6= ∅ be a directed graph. If (LR(E))0

is von Neumann regular, then R is von Neumann regular.

Proof. Suppose that (LR(E))0 is von Neumann regular and fix an arbitrary vertex
v0 ∈ E0, whose existence is guaranteed by the assumption that E 6= ∅. Note that
R ↪−→ (LR(E))0 via the map r 7→ rv0. Take an arbitrary element 0 6= t ∈ R. By the
assumption there is some x ∈ (LR(E))0 such that tv0 = (tv0)x(tv0). Let x =

∑
i riαiβ

∗
i

for some αi, βi ∈ Path(E) satisfying len(αi) = len(βi), r(αi) = r(βi) and ri ∈ R for
each index i. Then,

tv0 = (tv0)
(∑

i

riαiβ
∗
i

)
(tv0) =

∑
j

trjtαjβ
∗
j , (35)

where the sum goes over all indices j such that s(αj) = s(βj) = v0. Consider the finite
set M = {αj} of αj ’s appearing in right hand sum of (35). Let αm be a fixed path of
maximal length appearing in M . Multiplying both sides of (35) with α∗m from the left
yields,

α∗m(tv0) = α∗m

(∑
j

trjtαjβ
∗
j

)
=
∑
j

trjtα
∗
mαjβ

∗
j =

∑
j

trjt(α
∗
mαj)β

∗
j . (36)
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Since s(αm) = v0, we have that r(α∗m) = v0 and hence α∗m(tv0) = tα∗m 6= 0. Recall (see
[1, Lem. 1.2.12(i)]) that for any paths δ, µ ∈ Path(E) we have that,

δ∗µ =


κ if µ = δκ for some κ
σ∗ if δ = µσ for some σ
0 otherwise.

(37)

Using (37) and the assumption that αm is of maximal length it follows that if αm = αjα
′
j

then α∗mαj = (α′j)
∗. Otherwise, i.e. if αj is not an initial segment of αm, we have that

α∗mαj = 0. Hence, (36) simplifies to,

0 6= tα∗m =
∑
k

trkt(β
′
k)∗,

for some paths β′k. Since ghost paths are R-linearly independent (see [25, Prop. 4.9]),
it follows that tα∗m = trktα

∗
m for some index k. Hence, t = trkt and thus R is von

Neumann regular. �

Hazrat proved that if K is a field and E a finite directed graph, then LK(E) is a
graded von Neumann regular ring (see [16, pg. 5]). His proof is based on a reduction to
corner skew Laurent polynomial rings. Here, we obtain a generalization of his result:

Corollary D.4.6. Let R be a unital ring and let E 6= ∅ be a finite directed graph.
Then LR(E) is graded von Neumann regular if and only if R is von Neumann regular.

Proof. By [23, Thm. 1.2], LR(E) is epsilon-strongly Z-graded. It follows from
Corollary D.3.11 that LR(E) is graded von Neumann regular if and only if (LR(E))0 is
von Neumann regular. By Lemma D.4.4 and Lemma D.4.5, (LR(E))0 is von Neumann
regular if and only if R is von Neumann regular. The statement now follows. �

Remark D.4.7. The null-graph is a degenerate case that needs to be excluded in
Corollary D.4.6. Let R be a unital ring and let ∅ be the null-graph, i.e. the graph
without any vertices or edges. In this case, LR(∅) is the zero ring which is trivially von
Neumann regular and hence also graded von Neumann regular. In other words, the
Leavitt path algebra LR(∅) is graded von Neumann regular for any unital ring R.

For the rest of this section, we will reduce the general case of Theorem D.1.4 to
the finite case dealt with in Corollary D.4.6. For Leavitt path algebras over a field,
it is known that any Leavitt path algebra is the direct limit of Leavitt path algebras
associated to finite graphs (see [1, Cor. 1.6.11]). We will show that this property
generalizes to Leavitt path algebras over general unital rings.

D.4.2. Cohn path algebras as Leavitt path algebras. A surprising but well-
known result is that any relative Cohn path algebra with coefficients in a field is graded
isomorphic to a Leavitt path algebra over the same field. We recall the construction from
[1, Def. 1.5.16]. Consider a pair (E,X) where X ⊆ Reg(E). Define a new graph E(X)
in the following way. Let Y := Reg(E) \ X and add new vertices Y ′ = {v′ | v ∈ Y }.
The new graph E(X) is given by:

(E(X))0 = E0 t Y ′ and (E(X))1 = E1 t {e′ | r(e) ∈ Y },
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where e′ is a new edge going from s(e) to the new vertex r(e)′.

Proposition D.4.8. (cf. [1, Thm. 1.5.18]) Let R be a unital ring and let E be a
directed graph. Let E(X) denote the directed graph defined above. Then,

CXR (E) ∼=gr LR(E(X)).

Proof. Let Y = Reg(E) \X. Define a map φ : CXR (E)→ LR(E(X)). For v ∈ E0,
let φ(v) = v + v′ if v ∈ Y and φ(v) = v otherwise. For f ∈ E1, let φ(f) = f + f ′

if r(f) ∈ Y and φ(f) = f otherwise. Moreover, let φ(f∗) = φ(f)∗ for all f ∈ E1.
Using the same arguments as in [1, Thm. 1.5.18], it follows that φ is a well-defined ring
isomorphism. Furthermore, it is clear from the definition that φ is Z-graded. �

D.4.3. The Cohn path algebra functor. Let E and F be directed graphs.
A graph homomorphism φ : E → F is a pair of maps (φ0 : E0 → F 0, φ1 : E1 → F 1)
satisfying the conditions s(φ1(f)) = φ0(s(f)) and r(φ1(f)) = φ0(r(f)) for every f ∈
E1. Recall (see [1, Def. 1.6.2]) that the category G consists of objects of the form
(E,X) where E is a directed graph and X ⊆ Reg(E) is a subset of regular vertices. If
(F, Y ), (E,X) ∈ Ob(G ), then ψ = (ψ0, ψ1) is a morphism in G if the following conditions
are satisfied:
(a) ψ : F → E is a graph homomorphism such that ψ0 and ψ1 are injective;
(b) ψ0(Y ) ⊆ X;
(c) For every v ∈ Y , the restriction ψ1 : s−1

F (v)→ s−1
E (ψ0(v)) is a bijection.

The category G has arbitrary direct limits (see [1, Prop. 1.6.4]). We will define a
functor CR from G to Z-RING for any unital ring R.

Lemma D.4.9. (cf. [1, Lem. 1.6.3]) Let ψ : (F, Y ) → (E,X) be a morphism in G .
Then there is an induced Z-graded ring homomorphism ψ̄ : CYR (F )→ CXR (E).

Proof. Put ψ̄(v) = ψ0(v), ψ̄(f) = ψ1(f) and ψ̄(f∗) = ψ1(f)∗ for all v ∈ F 0, f ∈
F 1. We show that ψ̄ respects the relations (i)-(v) in Definition D.4.1.

(i): Take arbitrary vertices u, v ∈ F 0 such that u 6= v. Then, since ψ0 is injec-
tive by (a), it follows that ψ̄(u)ψ̄(v) = ψ0(u)ψ0(v) = 0. Furthermore, ψ̄(u)ψ̄(u) =
ψ0(u)ψ0(u) = ψ0(u) = ψ̄(u). This shows that ψ̄ preserves (i).

(ii)-(iii): The assumption in (a) that ψ is a graph homomorphism implies that (ii)
and (iii) are preserved.

(iv): Follows by injectivity of ψ1 similarly to (i).
(v): Let v ∈ F 0 with s−1

F (v) 6= ∅. By (c), ψ1 maps s−1
F (v) bijectively onto

s−1
E (ψ0(v)). Hence,

ψ̄(v) = ψ0(v) =
∑

f∈s−1
E

(ψ0(v))

ff∗ =
∑

f∈s−1
F

(v)

ψ1(f)ψ1(f)∗ =
∑

f∈s−1
F

(v)

ψ̄(f)ψ̄(f).

Thus, ψ̄ extends to a well-defined ring homomorphism CYR (F )→ CXR (E). Furthermore,
it follows directly from the definition that ψ̄ is Z-graded. �

The following functor has previously only been considered in the case of coefficients
in a field. But in fact, the properties we need also hold true for arbitrary coefficient
rings.
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Definition D.4.10. Let R be a unital ring. Define the Cohn path algebra functor by,

CR : G → Z-RING,

(E,X) 7→ CXR (E)

ψ 7→ ψ̄,

for all objects (E,X) ∈ Ob(G ) and morphisms ψ in G .

Lemma D.4.11. (cf. [1, Prop. 1.6.4]) The functor CR preserves direct limits.

Proof. Let ((Ei, Xi), (φji)i,j∈I,j≥i) be a directed system in G with direct limit
((E,X), ψi). We show that (CXR (E), ψ̄i) is the direct limit of the directed system
(CXiR (Ei), φ̄ji). Let A be a Z-graded ring and γi : C

Xi
R (Ei) → A be a family of com-

patible morphisms. We need to show that there is a Z-graded ring homomorphism
γ : CXR (E)→ A making the following diagram commute:

CXiR (Ei)
φ̄ij //

ψ̄i

$$

γi

""

C
Xj
R (Ej)

ψ̄j

zz

γj

||

CXR (E)

γ

��
A

Define γ : CXR (E)→ A by,

γ(ψsi (α)) = γi(α), γ(ψsi (α)∗) = γi(α
∗),

for all α ∈ Esi , i ∈ I, and s ∈ {0, 1}. It remains to show that this gives a well-defined Z-
graded ring homomorphism. We show that γ preserves the relations (i)-(v) in Definition
D.4.1.

(i): Let u ∈ E0. Then there is some i ∈ I and u0 ∈ E0
i satisfying ψi(u0) = u.

Hence, by definition,

γ(u)2 = γ(ψ0
i (u0))2 = γi(u0)2 = γi(u

2
0) = γi(u0) = γ(u).

Let u 6= v ∈ E0 and take some i ∈ I such that u0, v0 ∈ E0
i and ψ0

i (u0) = u, ψ0
i (v0) = v.

Since u0 6= v0, it follows that γ(u)γ(v) = γi(u0)γi(v0) = γi(u0v0) = γi(0) = 0.
(ii): Let f ∈ E1. Then there is some i ∈ I such that there are f0 ∈ E1

i and v0 ∈ E0
i

satisfying ψ1
i (f0) = f and ψ0

i (v0) = s(f). By assumption (a), ψi is an injective graph
homomorphism, which implies that v0 = s(f0). Then,

γ(s(f))γ(f) = γ(ψ0
i (v0))γ(ψ1

i (f0)) = γi(v0)γi(f0) = γi(v0f0) = γi(s(f0)f0) =

= γi(f0) = γ(ψ1
i (f0)) = γ(f).

(iii): Analogous to (ii).
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(iv): Let f ∈ E1 and take i ∈ I such that there is some f0 ∈ E1
i and v0 ∈ E0

i

satisfying ψ1
i (f0) = f and ψ0

i (v0) = r(f). By assumption (a), ψi is an injective graph
homomorphism, which implies that v0 = r(f0). Then,

γ(f∗)γ(f) = γ(ψ1
i (f∗0 ))γ(ψ1

i (f0)) = γi(f
∗
0 )γi(f0) = γi(f

∗
0 f0) = γi(r(f0) =

= γi(v0) = γ(ψ0
i (v0)) = γ(v).

(v): Let v ∈ E0 and take i ∈ I such that there is some v0 ∈ E0
i satisfying ψ0

i (v0) = v.
Since, ψ1

i maps s−1
Ei

(v0) bijectively onto s−1
E (ψ0

i (v0)) = s−1
E (v), it follows that,

γ(v) = γ(ψ0
i (v0)) = γi(v0) =

∑
f∈s−1

Ei
(v0)

γi(f)γi(f
∗) =

∑
f∈s−1

Ei
(v0)

γ(ψ1
i (f))γ(ψ1

i (f∗)) =

=
∑

f ′∈S−1
E

(v)

γ(f ′)γ((f ′)∗).

Thus, γ is a well-defined ring homomorphism. Moreover, it follows directly from the
definition that it is Z-graded. Since γi and γ◦ψ̄i agree on the generators E0

i ∪E1
i ∪(E1

i )∗

of CXR (E), it follows that γi = γ◦ψ̄i. Hence, the diagram commutes and we are done. �

Proposition D.4.12. (cf. [1, Cor. 1.6.11]) Let R be a unital ring and let E be
a graph. Then there exists a directed system {(Fi, Yi) | i ∈ I} in G such that the
following assertions hold:
(a) every Fi is a finite directed graph;
(b) LR(E) ∼=gr lim−→i

CYiR (Fi) ∼=gr lim−→i
LR(Fi(Yi)).

In other words, LR(E) is graded isomorphic to the direct limit of Leavitt path algebras
associated to the finite graphs Fi(Yi).

Proof. By [1, Lem. 1.6.9], we have that (E,Reg(E)) is the direct limit of some
directed system {(Fi, Yi) | i ∈ I} where every Fi is a finite graph. Since the functor
CR preserves direct limits by Lemma D.4.11, we have that LR(E) ∼=gr lim−→i

CYiR (Fi).
By Proposition D.4.8, it follows that CYiR (Fi) ∼=gr LR(Fi(Yi)) for each i ∈ I. Hence,
lim−→i

CYiR (Fi) ∼=gr lim−→i
LR(Fi(Yi)). �

The following proposition establishes the difficult direction of Theorem D.1.4:

Proposition D.4.13. Let R be a unital ring and let E be a directed graph. If R is
von Neumann regular, then LR(E) is graded von Neumann regular.

Proof. If E = ∅ is the null-graph, then LR(E) is trivially graded von Neumann
regular (see Remark D.4.7). Next, suppose that E 6= ∅. Since R is von Neumann
regular, Corollary D.4.6 implies that LR(F ) is graded von Neumann regular for any
finite graph F . By Proposition D.4.12, LR(E) is graded isomorphic to a direct limit
of Leavitt path algebras associated to finite graphs. Thus, by Lemma D.2.11, we have
that LR(E) is graded von Neumann regular. �

We are now ready to give a complete proof of Theorem D.1.4.
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Proof of Theorem D.1.4. Let E 6= ∅ be a directed graph. First suppose that
R is von Neumann regular. Then Proposition D.4.13 implies that LR(E) is graded von
Neumann regular.

Conversely, suppose that LR(E) is graded von Neumann regular. Then, by Lemma
D.3.2, it follows that (LR(E))0 is von Neumann regular. Moreover, by Lemma D.4.5,
this implies that R is von Neumann regular. �

Remark D.4.14. Let E be an arbitrary graph. Since C is von Neumann regular
it follows from Theorem D.1.4 that LC(E) is graded von Neumann regular. On the
other hand, since Z is not von Neumann regular, we conclude that LZ(E) is not graded
von Neumann regular. Hence, Theorem D.1.4, in particular, algebraically differentiate
Leavitt path algebras with coefficients in C respectively Z. The author feels that this
differentiaton is especially interesting considering the strange behaviour of Leavitt path
algebras with coefficients in Z observed by Johansen and Sørensen [18].

D.5. Semiprime and semiprimitive Leavitt path algebras

In this section, we apply our results to obtain sufficient conditions for a Leavitt
path algebra over a unital ring to be semiprimitive and semiprime.

Abrams and Aranda Pino showed that if K is a field and E is a graph, then the
Leavitt path algebra LK(E) is both semiprime and semiprimitive (see [2, Prop. 6.1-
6.3]). However, Leavitt path algebras over non-field rings are not always semiprime nor
semiprimitive. Indeed, for the graph A1 in Example D.4.2, we have that LR(A1) ∼= R
for any unital ring R. Hence, LR(A1) is semiprime/semiprimitive if and only if R is
semiprime/semiprimitive.

Let R be a ring. Recall that an ideal I of R is called semiprime if aRa ⊆ I implies
that a ∈ I for every a ∈ R. A ring is called semiprime if its zero ideal is semiprime.
Moreover, recall that R is called semiprimitive if the Jacobson radical J(R) = 0. Let
S be a G-graded ring and recall that S is said to have homogeneous local units if there
is a set of local units E for S consisting of homogeneous idempotents. The following
lemma by Abrams and Arando Pino generalizes Bergman’s famous result that if S is a
unital Z-graded ring, then J(S) is a graded ideal of S (see [21, Cor. A.I.7.15]):

Lemma D.5.1. ([2, Lem. 6.2]) Let S be a Z-graded ring. Suppose that S has a set of
homogeneous local units. Then J(S) is a graded ideal of S.

Remark D.5.2. Let S be a unital Z-graded ring. Then E = {1S} is a set of local units
for S. Moreover, note that 1S ∈ Se is a homogeneous element. Hence, it follows from
Lemma D.5.1 that J(S) is a graded ideal of S.

We have Leavitt path algebras in mind when we state the following result, but we
will also need it in the next section.

Proposition D.5.3. (cf. [16, Prop. 2(4)], [2, Prop. 6.3]) Let S be a Z-graded ring.
Suppose that S is graded von Neumann regular and that S has a set of homogeneous
local units. Then S is semiprimitive and semiprime.

Proof. By Lemma D.5.1, J(S) is a graded ideal. Let x ∈ J(S) be a homogeneous
element and consider the graded left ideal Sx ⊆ J(S). It follows from Proposition D.2.5
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that there is some idempotent f such that Sx = Sf . Recall that the Jacobian radical
does not contain any non-zero idempotents. But f = f2 ∈ Sf = Sx ⊆ J(S), which
implies that f = 0. Since S has a set of local units, it follows that x ∈ Sx = Sf = 0
and hence x = 0. Thus, J(S) = 0 and hence S is semiprimitive.

By [16, Prop. 2(2)], every graded ideal of a non-unital graded von Neumann regular
ring is semiprime. Thus, the zero ideal of S is semiprime and hence S is semiprime. �

Finally, we prove that Leavitt path algebras with coefficients in a von Neumann
regular ring are semiprimitive and semiprime.

Corollary D.5.4. Let R be a unital ring and let E be a directed graph. If R is von
Neumann regular, then LR(E) is semiprimitive and semiprime.

Proof. Note that E = {v | v ∈ E0} is a set of local units for LR(E) consisting of
homogeneous elements. Suppose that R is von Neumann regular. Then, by Theorem
D.1.4, LR(E) is graded von Neumann regular. It follows from Proposition D.5.3 that
LR(E) is semiprimitive and semiprime. �

Remark D.5.5. Since a field is von Neumann regular, it follows that Corollary D.5.4
generalizes Abrams and Aranda Pino’s result that Leavitt path algebras over fields are
semiprimitive and semiprime (see [2, Prop. 6.1-6.3]).

D.6. More applications

In this last section, we apply our results to unital partial crossed products and
corner skew Laurent polynomial rings. Partial crossed products were introduced as
a generalization of the classical crossed products (see [13]). Among these, the unital
partial crossed products were shown to be especially well-behaved (see e.g. [8]). Let R be
a unital ring and let G be a group with neutral element e. A unital twisted partial action
of G on R (see [24, pg. 2]) is a triple ({αg}g∈G, {Dg}g∈G, {wg,h}(g,h)∈G×G) satisfying
certain technical relations. To this triple, it is possible to associate an epsilon-strongly
G-graded algebra R ?ωα G called the unital partial crossed product. The following result
shows that unital partial crossed products behave similarly to classical crossed products
with regards to graded von Neumann regularity.

Corollary D.6.1. Let G be a group, let R be a unital ring and let R ?ωα G be a unital
partial crossed product. Then the unital partial crossed product R ?ωα G is graded von
Neumann regular if and only if R is von Neumann regular.

Proof. The ring R?ωαG is epsilon-stronglyG-graded (see [24, pg. 2]) with principal
component R. The statement now follows from Corollary D.3.11. �

The general construction of fractional skew monoid rings was introduced by Ara,
Gonzalez-Barroso, Goodearl and Pardo in [5]. We consider the special case of a frac-
tional skew monoid ring by a corner isomorphism which is also called a corner skew
Laurent polynomial ring. Let R be a unital ring and let α : R → eRe be a corner ring
isomorphism where e is an idempotent of R. The corner skew Laurent polynomial ring,
denoted by R[t+, t−;α], is a unital epsilon-strongly Z-graded ring (see [20, Prop. 8.1]).
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The following result was proved by Hazrat using direct methods. We recover it as
a special case of Corollary D.3.11.

Corollary D.6.2 (cf. [16, Prop. 8]). Let R be a unital ring, let e be an idempotent of
R and let φ : R→ eRe be a corner isomorphism. The corner skew Laurent polynomial
ring R[t+, t−, φ] is graded von Neumann regular if and only if R is a von Neumann
regular ring.

Proof. By [20, Prop. 8.1], R[t+, t−, φ] is epsilon-strongly Z-graded with principal
component R. The desired conclusion now follows from Corollary D.3.11. �

We end this article by given sufficient conditions for a corner skew Laurent poly-
nomial ring to be semiprimitive and semiprime.

Corollary D.6.3. Let R be a unital ring, let e be an idempotent of R and let φ : R→
eRe be a corner isomorphism. If R is a von Neumann regular ring, then the corner skew
Laurent polynomial ring R[t+, t−, φ] is semiprimitive and semiprime.

Proof. Since R[t+, t−, φ] is a unital Z-graded ring, it follows that E = {1R} is a
set of local units (see Remark D.5.2). Suppose that R is von Neumann regular. Then,
by Corollary D.6.2, it follows that R[t+, t−, φ] is graded von Neumann regular. The
conclusion now follows by Proposition D.5.3. �
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Prime group graded rings with applications to
partial crossed products and Leavitt path algebras
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Stefan Wagner

In this article we generalize a classical result by Passman on prime-
ness of unital strongly group graded rings to the class of nearly
epsilon-strongly group graded rings which are not necessarily uni-
tal. Using this result, we obtain (i) a characterization of prime
s-unital strongly group graded rings, and, in particular, of infinite
matrix rings and of group rings over s-unital rings, thereby gen-
eralizing a well-known result by Connell; (ii) characterizations of
prime s-unital partial skew group rings and of prime unital partial
crossed products; (iii) a generalization of the well-known character-
izations of prime Leavitt path algebras, by Larki and by Abrams-
Bell-Rangaswamy.

E.1. Introduction

Let S be a ring. By this we mean that S is associative but not necessarily unital.
Unless otherwise stated, ideals of S are assumed to be two-sided. Recall that a proper
ideal P of S is called prime if for all ideals A and B of S, A ⊆ P or B ⊆ P holds
whenever AB ⊆ P . The ring S is called prime if {0} is a prime ideal of S. The class of
prime rings contains many well-known constructions, for instance left or right primitive
rings, simple rings and matrix rings over integral domains. Prime rings also generalize
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integral domains to a non-commutative setting. Indeed, a commutative ring is prime if
and only if it is an integral domain.

Throughout this article, G denotes a multiplicatively written group with neutral
element e. Recall that S is called G-graded, if for each x ∈ G there is an additive
subgroup Sx of S such that S =

⊕
x∈G Sx, as additive groups, and for all x, y ∈ G, the

inclusion SxSy ⊆ Sxy holds. If in addition, SxSy = Sxy holds for all x, y ∈ G, then S
is said to be strongly G-graded. An interesting problem, studied for the past 50 years,
concerns finding necessary and sufficient conditions for different classes of group graded
rings to be prime, see [3, 9, 10, 29, 28, 39, 40, 41, 37, 35, 36]. In the case when S is
unital and strongly G-graded, Passman has completely solved this problem by proving
the following rather involved result:

Theorem E.1.1 (Passman [36, Thm. 1.3]). Suppose that S is a unital and strongly
G-graded ring. Then S is not prime if and only if there exist:

(i) subgroups N �H ⊆ G with N finite,
(ii) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(iii) nonzero H-invariant ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN and ÃB̃ = {0}.

Let us briefly explain the notation used in the formulation of this result as well
as some technical aspects of Passman’s proof of it. Suppose that I is an ideal of the
subring Se. If x ∈ G, then Ix denotes the Se-ideal Sx−1ISx. Let H,N be subgroups
of G. The ideal I is called H-invariant if Ix ⊆ I holds for every x ∈ H; SN denotes⊕

x∈N Sx, which is clearly a subring of S. In [36] Passman provided a “combinatorial”
proof of Theorem E.1.1 by combining two main ideas. First, a coset counting method,
also known as the “∆-method”, developed by Passman [39] and Connell [10], secondly,
the “bookkeeping procedure” introduced by Passman in [37] which involves a careful
study of the action of the group G on the lattice of ideals of Se. In [36] Passman also
showed that analogous criteria exist for semiprimeness of strongly group graded rings.
In this article, however, only the concept of primeness will be studied.

In a subsequent article [35] Passman obtained an analogue of Theorem E.1.1 for
the slightly larger class of unital G-graded rings which are cancellative, that is, rings S
having the property that for all x, y ∈ G and all homogeneous subsets U, V ⊆ S, the
implication USxSyV = {0} ⇒ USxyV = {0} holds. It is clear that strongly G-graded
rings are cancellative. However, not all cancellative G-graded rings are strongly graded.
For instance, the first Weyl algebra A1(F), over a field F of characteristic zero, is a Z-
graded ring which is not strongly graded but still cancellative, since it is a domain (see
e. g. [16, Chap. 2]).

The motivation for the present article is the observation that many important
examples of group graded rings are not cancellative, but may still be prime. Indeed,
suppose that R is a unital ring and let S := Mn(R) denote the ring of n × n-matrices
with entries in R. Then it is easy to see that S is prime if and only if R is prime. On the
other hand, one can construct group gradings on S that are not cancellative. Consider
the case n = 2. Let eij denote the matrix with 1 in position ij and zeros elsewhere. If
G = Z and we put S0 := Re11 + Re22, S1 := Re12, S−1 := Re21, and Sx := {0}, for
x ∈ Z \ {0, 1,−1}, then this defines a G-grading on S satisfying S1 · S1S−1 · S0 = {0}
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but S1 · S0 · S0 = Re12 6= {0}. This shows that the grading is not cancellative. In a
similar fashion, one may define non-cancellative Z-gradings on Mn(R), for every n ≥ 2.

This phenomenon is not confined to rings of matrices. In fact, these structures can
be considered as special cases of so-called Leavitt path algebras LR(E), over a unital
ring R, defined by directed graphs E (for the details, see Section E.14). All Leavitt
path algebras carry a canonical Z-grading. One can show that with this grading, a
Leavitt path algebra defined by a finite graph E, is cancellative if and only if it is
strongly graded (see Proposition E.2.24 and Proposition E.14.4). However, it is easy to
give examples of Leavitt path algebras which are not strongly Z-graded. Nevertheless,
the question of primeness of such structures has been completely resolved in the case
when R is commutative, for any directed graph E, by Larki [25] building upon previous
work by Abrams, Bell and Rangaswamy [2, Thm. 1.4]. Their results involve a certain
“connectedness” property on the set E0 of vertices of E. Namely, a directed graph E is
said to satisfy condition (MT-3) if for all u, v ∈ E0, there exist w ∈ E0 and paths from
u to w and from v to w.

Theorem E.1.2 (Larki [25, Prop. 4.5]). Suppose that E is a directed graph and that
R is a unital commutative ring. Then LR(E) is prime if and only if R is an integral
domain and E satisfies condition (MT-3).

The purpose of the present article is to prove a primeness result (see Theorem E.1.3)
that holds for a class of group graded rings that contains all unital strongly group
graded rings as well as many types of group graded rings that are not cancellative. The
rings that we consider are the nearly epsilon-strongly group graded rings introduced by
Nystedt and Öinert in [31]. Recall that a, not necessarily unital, G-graded ring S is
called nearly epsilon-strongly G-graded if for every x ∈ G and every s ∈ Sx, there exist
εx(s) ∈ SxSx−1 and ε′x(s) ∈ Sx−1Sx such that the equalities εx(s)s = s = sε′x(s) hold.
Note that every nearly epsilon-strongly G-graded ring S is necessarily non-degenerately
G-graded, i. e. for every x ∈ G and every nonzero s ∈ Sx, we have sSx−1 6= {0} and
Sx−1s 6= {0}. In loc. cit. it is shown that every Leavitt path algebra, equipped with
its canonical Z-grading, is nearly epsilon-strongly graded. In addition, s-unital partial
skew group rings and unital partial crossed products are nearly epsilon-strongly graded
(see Section E.13).

Here is the main result of this article:

Theorem E.1.3. Suppose that G is a group and that S is a G-graded ring. Consider
the following five assertions:
(a) S is not prime.
(b) There exist:

(i) subgroups N �H ⊆ G,
(ii) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(iii) nonzero ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN and ÃSHB̃ = {0}.

(c) There exist:
(i) subgroups N �H ⊆ G with N finite,
(ii) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(iii) nonzero ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN and ÃSHB̃ = {0}.
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(d) There exist:
(i) subgroups N �H ⊆ G with N finite,
(ii) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(iii) nonzero H-invariant ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN , ÃSHB̃ = {0}.

(e) There exist:
(i) subgroups N �H ⊆ G with N finite,
(ii) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(iii) nonzero H/N-invariant ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN , ÃB̃ = {0}.

The following assertions hold:

(1) If S is non-degenerately G-graded, then (e)=⇒(d)=⇒(c)=⇒(b)=⇒(a).
(2) If S is nearly epsilon-strongly G-graded, then (a)⇐⇒(b)⇐⇒(c)⇐⇒(d)⇐⇒(e).

Let us make four remarks on Theorem E.1.3. First of all, this result is appli-
cable to rings which are not necessarily unital. Secondly, unital strongly G-graded
rings (see Lemma E.2.16) and cancellatively G-graded rings (see [35, Lem. 1.2]) satisfy
r.AnnS(Sx) = {0}, and l.AnnS(Sx) = {0}, for every x ∈ G. However, many impor-
tant classes of group graded rings rarely satisfy such annihilator conditions, for instance
Leavitt path algebras [1, 4, 2, 6, 25, 43] and partial crossed products [11, 13, 12]. Thus,
Theorem E.1.3 allows us to consider classes of rings which are unreachable by the results
of [35, 36]. Thirdly, we would like to motivate why assertions (b), (c) and (d) appear
in Theorem E.1.3. By allowing N to be infinite, assertion (b) creates more flexibility
when attempting to prove that S is non-prime. Assertion (c) is identical to the asser-
tion in [35, Thm. 2.3], and assertion (d) is essentially identical to the assertion in [36,
Thm. 1.3]. Finally, it might be possible to generalize assertion (2) of Theorem E.1.3
beyond the class of nearly epsilon-strongly graded rings (see Remark E.12.8).

Here is a detailed outline of this article.
In Section E.2, we state our conventions on groups, rings and modules. We also

provide preliminary results on different types of graded rings such as epsilon-strongly
graded rings, nearly epsilon-strongly graded rings and cancellatively graded rings. In
Section E.3, we consider H-invariant ideals and record some of their basic properties.
In Section E.4, we obtain a one-to-one correspondence between graded ideals of S and
G-invariant ideals of the principal component Se. We also give a characterization of
prime nearly epsilon-strongly G-graded rings in the case when G is an ordered group. In
Section E.5, we prove the implication (b)⇒(a) of Theorem E.1.3 for non-degenerately
G-graded rings. In Section E.6, we obtain some technical results that will be necessary
in Section E.7, where we provide the bulk of results needed to establish Theorem E.1.3.
Our approach is very much influenced by Passman [36]. In particular, we utilize a version
of the ∆-method. In Section E.8, we prove the implication (a)⇒(e) of Theorem E.1.3
for nearly epsilon-strongly graded rings. In Section E.9, the proof of Theorem E.1.3 is
finalized. We also show that Theorem E.1.1 can be recovered from Theorem E.1.3. In
Section E.10, we use Theorem E.1.3 to obtain the following generalization of a result
by Passman (see [36, Cor. 4.6]):

Theorem E.1.4. Suppose that G is torsion-free and that S is nearly epsilon-strongly
G-graded. Then S is prime if and only if Se is G-prime.
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The remaining sections are devoted to applications of our findings. In Section E.11,
we obtain an s-unital analogue of Passman’s Theorem E.1.1 (see Corollary E.11.1) and
consider Z-graded Morita context algebras and Z-graded infinite matrix rings. In Section
E.12, we apply Theorem E.1.3 to group rings. Notably, we obtain the following non-
unital generalization of Connell’s [10] classical characterization:

Theorem E.1.5. Suppose that R is an s-unital ring and that G is a group. Then
the group ring R[G] is prime if and only if R is prime and G has no non-trivial finite
normal subgroup.

In Section E.13, we apply our results to s-unital partial skew group rings (see
Theorem E.13.5 and Theorem E.13.7) and to unital partial crossed products (see The-
orem E.13.9 and Theorem E.13.10). In Section E.14, we use Theorem E.1.3 to obtain
a characterization of prime Leavitt path algebras, thereby generalizing Theorem E.1.2
by allowing the coefficient ring R to be non-commutative:

Theorem E.1.6. Suppose that E is a directed graph and that R is a unital ring. Then
the Leavitt path algebra LR(E) is prime if and only if R is prime and E satisfies con-
dition (MT-3).

E.2. Preliminaries

In this section, we recall some useful notions and conventions on groups, rings
and modules. We also provide some preliminary results on different types of graded
rings such as epsilon-strongly graded rings, nearly epsilon-strongly graded rings and
cancellatively graded rings. These results will be utilized in subsequent sections.

E.2.1. Groups. For the entirety of this article, G denotes a multiplicatively writ-
ten group with neutral element e. Let H be a subgroup of G. The index of H in G is
denoted by [G : H]. Take g ∈ G. The order of g is denoted by ord(g). The centralizer of
g in G is defined to be the subgroup CG(g) := {x ∈ G | xg = gx} of G. Recall that the
finite conjugate center of G is the subgroup ∆(G) := {g ∈ G | [G : CG(g)] < ∞} of G.
The almost centralizer of H in G is the subgroup DG(H) := {x ∈ G | [H : CH(x)] <∞}
of G. Note that DG(H)∩H = ∆(H). By the orbit-stabilizer theorem, ∆(G) can equiv-
alently be described as the set of elements of G with only finitely many conjugates in
G. If G is equipped with a total order relation ≤ such that for all a, b, x, y ∈ G the
inequality a ≤ b implies the inequality xay ≤ xby, then G is called an ordered group.

E.2.2. Rings and modules. Throughout this article, all rings are assumed to be
associative but not necessarily unital. Let R be a ring. If U and V are subsets of R,
then UV denotes the set of finite sums of elements of the form uv where u ∈ U and
v ∈ V . We say that R is unital if it has a nonzero multiplicative identity element. In
this article, we will also consider the following weaker notion of unitality. The ring R is
called s-unital if for every r ∈ R the inclusion r ∈ rR ∩Rr holds. For future reference,
we recall the following:

Proposition E.2.1 (Tominaga [30, Prop. 12], [44]). A ring R is s-unital if and only
if for any finite subset V of R there is u ∈ R such that for every v ∈ V the equalities
uv = vu = v hold.
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If M is a left R-module and U is a subset of M , then the left annihilator of U is
defined to be the set l.AnnR(U) := {r ∈ R | r ·u = 0, ∀u ∈ U}. If N is a right R-module
and V is a subset of N , then the right annihilator r.AnnR(V ) is defined analogously.

E.2.3. Group graded rings. For the rest of this article S denotes a nonzero G-
graded ring. Note that the principal component Se is a subring of S and every x ∈ G,
the set SxSx−1 is an ideal of Se. The support of S, denoted by Supp(S), is the set
of x ∈ G with Sx 6= {0}. In general, Supp(S) need not be a subgroup of G (see [32,
Rmk. 46]). Take s ∈ S. Then s =

∑
x∈G sx, for unique sx ∈ Sx, such that sx = 0 for

all but finitely many x ∈ G. The support of s, denoted by Supp(s), is the set of x ∈ G
with sx 6= 0.

Proposition E.2.2. The ring S is strongly G-graded if and only if for every x ∈ G the
equalities SxSe = SeSx = Sx and SxSx−1 = Se hold.

Proof. Suppose that for every x ∈ G the equalities SxSe = SeSx = Sx and
SxSx−1 = Se hold. Take x, y ∈ G. Then Sxy = SxySe = SxySy−1Sy ⊆ Sxyy−1Sy =
SxSy ⊆ Sxy. Thus SxSy = Sxy. The converse statement is trivial. �

Remark E.2.3. Suppose that S is unital strongly G-graded. Then, for every x ∈ G,
the relations 0 6= 1S ∈ Se = SxSx−1 hold (see e. g. [28, Prop. 1.1.1]). Therefore,
Supp(S) = G.

The following notion was first introduced by Clark, Exel and Pardo in the context
of Steinberg algebras [8, Def. 4.5]:

Definition E.2.4. The ring S is said to be symmetrically G-graded if for every x ∈ G,
the equality SxSx−1Sx = Sx holds.

Remark E.2.5. If S is symmetrically G-graded, then Supp(S)−1 = Supp(S).

Note that strongly G-graded rings are symmetrically G-graded. As the following
example shows, a grading which is not strong may fail to be symmetrical:

Example E.2.6. Let R be a unital ring and consider the standard Z-grading on the
polynomial ring R[x] =

⊕
i∈Z Si where Si := Rxi for i ≥ 0, and Si := {0} for i < 0.

Clearly, Supp(S)−1 6= Supp(S) and thus, by Remark E.2.5, it follows that the grading
is not symmetrical.

Next, we will consider another special type of grading. Passman appears to have
been the first to give the following definition (see also [9, 34]):

Definition E.2.7 ([38, p. 32]). The ring S is said to be non-degenerately G-graded if
for every x ∈ G and every nonzero s ∈ Sx, we have sSx−1 6= {0} and Sx−1s 6= {0}.

Clearly, every unital strongly G-graded ring is non-degenerately G-graded.

E.2.4. Epsilon-strongly graded rings. Now, we consider a generalization of
unital strongly graded rings, introduced by Nystedt, Öinert and Pinedo [32, Def. 4,
Prop. 7].
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Definition E.2.8. The ring S is called epsilon-strongly G-graded if for every x ∈ G
there exists εx ∈ SxSx−1 such that for all s ∈ Sx the equalities εxs = s = sεx−1 hold.

Example E.2.9. Let R be a unital ring and consider the following Z-grading on the
ring M2(R) of 2× 2-matrices with entries in R:

(M2(R))0 :=

(
R 0
0 R

)
, (M2(R))1 :=

(
0 0
R 0

)
, (M2(R))−1 :=

(
0 R
0 0

)
,

and (M2(R))i zero if |i| > 1. Clearly, this grading is not strong, but epsilon-strong with

ε1 =

(
1R 0
0 0

)
and ε−1 =

(
0 0
0 1R

)
.

Suppose that R is prime. Then M2(R) is also prime, but (M2(R))0 is not prime. This
is an example of a prime epsilon-strongly Z-graded ring whose principal component is
not prime.

Moreover, unital partial crossed products (see [32]), Leavitt path algebras of finite
graphs (see [31]), and certain Cuntz-Pimsner rings (see [23]) are classes of graded rings
that are epsilon-strongly graded. A further generalization was introduced by Nystedt
and Öinert:

Definition E.2.10 ([31, Def. 10]). The ring S is called nearly epsilon-strongly G-graded
if for every x ∈ G and every s ∈ Sx there exist εx(s) ∈ SxSx−1 and εx(s)′ ∈ Sx−1Sx
such that the equalities εx(s)s = s = sεx(s)′ hold.

Notably, every Leavitt path algebra with its natural Z-grading is nearly epsilon-
strongly Z-graded whereas only Leavitt path algebras of finite graphs are epsilon-
strongly Z-graded (cf. [31, Thm. 28, Thm. 30]).

Proposition E.2.11 ([31, Prop. 11]). The ring S is nearly epsilon-strongly G-graded
if and only if S is symmetrically G-graded and for every x ∈ G the ring SxSx−1 is
s-unital.

Remark E.2.12. The following implications hold for all G-graded rings:

unital strong =⇒ epsilon-strong =⇒ nearly epsilon-strong =⇒ symmetrical

Proposition E.2.13. Suppose that S is nearly epsilon-strongly G-graded. Then, s ∈
sSe ∩ Ses for every s ∈ S. In particular, S is s-unital and Se is an s-unital subring of
S.

Proof. Proposition E.2.11 yields, in particular, that (i) Se = SeSeSe and (ii)
SeSe = S2

e is an s-unital ring. But (i) gives that Se = S3
e ⊆ S2

e ⊆ Se. Thus, Se = S2
e is

s-unital.
Let s =

∑
y∈G sy ∈ S with sy ∈ Sy. Fix x ∈ Supp(s). By Proposition E.2.11, there

are finitely many elements ai ∈ SxSx−1 ⊆ Se, bj ∈ Sx−1Sx ⊆ Se and si, s′j ∈ Sx such
that sx =

∑
i aisi =

∑
j s
′
jbj . Now, since Se is s-unital, there is some ex ∈ Se such that

exai = ai and bjex = bj for all i, j (see Proposition E.2.1). Then, exsx = sx = sxex.
Hence, we can find such an ex ∈ Se for every x ∈ Supp(s). Since Supp(s) is a finite set,
it follows from Proposition E.2.1 that there is some es ∈ Se such that esex = ex = exes
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for every x ∈ Supp(s). Then ess =
∑
essx =

∑
es(exsx) =

∑
(esex)sx =

∑
exsx =∑

sx = s, where the sum runs over Supp(s). Similarly, ses = s. �

Not every symmetrically G-graded ring is nearly epsilon-strongly G-graded:

Example E.2.14. Let R be an idempotent ring that is not s-unital (see e. g. [30,
Expl. 2.5]). Consider the G-graded ring S defined by Se := R and Sx := {0} if x ∈
G\{e}. Clearly, S is symmetrically G-graded, but by Proposition E.2.13 S is not nearly
epsilon-strongly G-graded.

Proposition E.2.15 ([31, Prop. 3.4]). If S is nearly epsilon-strongly G-graded, then S
is non-degenerately G-graded.

Lemma E.2.16. If S is s-unital strongly G-graded, then the following assertions hold:
(a) S is nearly epsilon-strongly G-graded.
(b) s ∈ sSe ∩ Ses for every s ∈ S.
(c) r.AnnS(Sx) = {0} for every x ∈ G.

Proof. (a): Clearly, S is symmetrically G-graded. By [24, Lem. 6.8], SxSx−1 = Se
is s-unital for every x ∈ G. The desired conclusion now follows from Proposition E.2.11.

(b): This follows from (a) and Proposition E.2.13.
(c): Take x ∈ G and s ∈ r.AnnS(Sx). Then {0} = Sx−1Sxs = Ses. Thus, we get

s = 0 by (b). �

Remark E.2.17. If S is strongly G-graded, then S is s-unital if and only if Se is
s-unital.

In the rest of this article, we will freely use the fact that nearly epsilon-strongly
graded rings are symmetrically graded, non-degenerately graded, and s-unital without
further comment. For additional characterizations of (nearly) epsilon-strongly graded
rings, we refer to [27].

E.2.5. Induced gradings. Now, we recall two important functorial construc-
tions. For more details, we refer the reader to [22]. The first construction assigns a sub-
ring of S with an inherited grading. Let H be a subgroup of G and put SH :=

⊕
x∈H Sx.

Note that SH is an H-graded ring that is also a subring of S. Consider the map
πH : S → SH defined by

πH

(∑
x∈G

sx

)
=
∑
x∈H

sx.

The following result is well-known (see e. g. [33, Lem. 2.4]):

Lemma E.2.18. The map πH : S → SH is an SH-bimodule homomorphism.

We can “map down” nonzero ideals when the ring is non-degenerately G-graded:

Lemma E.2.19. Suppose that H is a subgroup of G. If A is a left (resp. right) ideal of
S, then πH(A) is a left (resp. right) ideal of SH . If, in addition, S is non-degenerately
G-graded and A is nonzero, then πH(A) is nonzero.
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Proof. The first statement immediately follows from Lemma E.2.18. For the
second statement suppose that S is non-degenerately G-graded and that A is a nonzero
left S-ideal. Pick a nonzero a ∈ A and x ∈ Supp(a). Then, since S is non-degenerately
G-graded, {0} 6= Sx−1ax = π{e}(Sx−1a) ⊆ π{e}(A) ⊆ πH(A). The case when A is a
right ideal is proved similarly. �

We now describe the second construction: Given a normal subgroup N of G, we
define the induced G/N-grading on S in the following way. For every C ∈ G/N , put
SC :=

⊕
x∈C Sx. This yields a G/N -grading on S. The following non-trivial result,

proved by Lännström, will be essential later on in this article:

Proposition E.2.20 ([22, Prop. 5.8]). Suppose that S is nearly epsilon-strongly G-
graded and that N is a normal subgroup of G. Then the induced G/N-grading on S is
nearly epsilon-strong.

We will also need the following result:

Proposition E.2.21. Suppose that S is non-degenerately G-graded and that N is a
normal subgroup of G. Then the induced G/N-grading on S is non-degenerate.

Proof. Take x ∈ G and a nonzero a ∈ SxN . Write a = axn1 + axn2 + . . . + axnk
where n1, . . . , nk ∈ N are all distinct and axni 6= 0 for every i. By non-degeneracy of
the G-grading there is some c

n−1
1 x−1 ∈ SNx−1 = Sx−1N such that c

n−1
1 x−1axn1 6= 0.

Note that

π{e}(cn−1
1 x−1a) = c

n−1
1 x−1axn1 6= 0.

Hence, c
n−1
1 x−1a 6= 0. This shows that Sx−1Na 6= {0}. Similarly, aSx−1N 6= {0}. Thus,

the induced G/N -grading on S is non-degenerate. �

E.2.6. Cancellatively graded rings. We now briefly discuss Passman’s notion
of cancellatively graded rings. We will, however, not work with this class of rings outside
of this section.

In [35] Passman extended his results from [36] to the class of cancellatively group
graded rings which generalizes the class of unital strongly group graded rings. To avoid
any confusion, we wish to point out that Passman’s [36] notion of H-stability is used
interchangeably with our notion of H-invariance. Recall from the introduction that a
unital G-graded ring S is called cancellative if for all x, y ∈ G and all homogeneous
subsets U, V ⊆ S, the implication USxSyV = {0} ⇒ USxyV = {0} holds. Clearly, all
strongly graded rings are cancellative. However, e. g. canonical Z-gradings on Leavitt
path algebras (see Section E.14) need not be cancellative.

Remark E.2.22. Lännström has observed that if S is epsilon-strongly G-graded, then
S must be unital (see [22, Prop. 3.8]). Moreover, εx is central in Se for every x ∈ G (see
[32]).

Lemma E.2.23. The following assertions hold for each x ∈ G:
(a) If S is symmetrically G-graded, then r.AnnS(Sx) = r.AnnS(Sx−1Sx).
(b) If S is epsilon-strongly G-graded, then r.AnnS(Sx) = r.AnnS(Sx−1Sx) = r.AnnS(εx−1).



164 E. PRIME GROUP GRADED RINGS

Proof. (a): Suppose that S is symmetrically G-graded. If s ∈ r.AnnS(Sx),
then Sx−1Sxs = {0}, which implies that r.AnnS(Sx) ⊆ r.AnnS(Sx−1Sx). If, con-
versely, s ∈ r.AnnS(Sx−1Sx), then Sxs = SxSx−1Sxs = {0}. Thus, r.AnnS(Sx−1Sx) ⊆
r.AnnS(Sx).

(b): Suppose that S is epsilon-strongly G-graded. Then Sx−1Sx = εx−1Se =
Seεx−1 , which entails that r.AnnS(Sx−1Sx) = r.AnnS(Seεx−1) = r.AnnS(εx−1), where
the last equality follows from the fact that 1S = 1Se . �

Proposition E.2.24. Suppose that S is epsilon-strongly G-graded. Then the following
assertions are equivalent:
(a) the grading on S is strong;
(b) for every x ∈ G, the equality r.AnnS(Sx) = {0} holds;
(c) the grading on S is cancellative.

Proof. (a)⇒(b): Take x ∈ G. For s ∈ S, we note that

Sxs = {0} =⇒ Sx−1Sxs = {0} =⇒ Ses = {0} =⇒ 1S · s = 0.

Hence, r.AnnS(Sx) = {0}.
(b)⇒(c): By [35, Lem. 1.2], S is cancellative if and only if, for every x ∈ G, (i)

SxSx−1 is a so-called middle cancellable ideal of Se and (ii) r.AnnS(Sx) = {0}. In the
special case of epsilon-strongly graded rings, (ii) actually implies (i). Let x ∈ G and
recall that SxSx−1 being middle cancellable means that USxSx−1V = {0} implies that
UV = {0} for all subsets U, V ⊆ Se. Moreover, note that SxSx−1 = εxSe for some
central element εx ∈ Se and

USxSx−1V = {0} ⇐⇒ UεxSeV = {0} ⇐⇒ εxUSeV = {0} =⇒ εxUV = {0}.
Now, note that, using Lemma E.2.23, we get

{0} = r.AnnS(Sx−1) = r.AnnS(SxSx−1) = r.AnnS(εxSe) ⊇ r.AnnS(εx).

Hence, UV = {0} whenever USxSx−1V = {0}. Thus, SxSx−1 is middle cancellable for
every x ∈ G. In other words, (ii) implies (i).

(c)⇒(a): Suppose that the grading on S is not strong. There is some x ∈ G such
that εx 6= 1S . Put U = V := {1S − εx} and note that 1− εx is an idempotent. Clearly,
UV = {1S − εx} 6= {0}, since εx 6= 1S . However, we also have that USxSx−1V =
UεxSeV = {0} which shows that SxSx−1 is not a middle cancellable ideal of Se. By
[35, Lem. 1.2] (see also the above proof of (b)⇒(c)), the grading is not cancellative. �

Proposition E.2.25. If S is unital and cancellatively G-graded, then Supp(S) = G.

Proof. Take x ∈ G. Since S is unital, we get that SeSxx−1Se = SeSeSe = Se 6=
{0}. Thus, by cancellativity, we get SeSxSx−1Se 6= {0}. Hence, Sx 6= {0}. �

Recall that a unital strongly G-graded ring S also satisfies Supp(S) = G (see
Remark E.2.3). However, Supp(S) = G need not hold, in general, for nearly epsilon-
strongly graded rings.

Remark E.2.26. Proposition E.2.24 demonstrates that epsilon-strongly graded rings
which can be reached by Passman’s “cancellative results” [35] are, in fact, unital strongly
graded. Thus, that case has already been treated by Passman in [36].
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E.3. Invariant ideals

Recall that S is a G-graded ring. If S is strongly G-graded, then there is an action
of G on the lattice of ideals of SN for any normal subgroup N of G (see [36, Sec. 5.2]).
The purpose of this section is to investigate this construction for more general classes
of G-graded rings.

Definition E.3.1. If I is a subset of S and x ∈ G, then we define Ix := Sx−1ISx.

Lemma E.3.2. If x ∈ G and I is an ideal of Se, then Ix is an ideal of Se.

Proof. Clearly, Ix is an additive subgroup of Se. Since Sx−1 and Sx are Se-
bimodules, it follows that SeIx = SeSx−1ISx ⊆ Sx−1ISx = Ix. Similarly, we have
IxSe ⊆ Ix. �

Recall that if H,K are subsets of G, then K is said to be normalized by H if
Kx = xK for every x ∈ H.

Definition E.3.3 (cf. [35, p. 406]). Suppose that H is a subgroup of G and that I is
a subset of S. Then I is called H-invariant if Ix ⊆ I for every x ∈ H. Furthermore, if
K is a subset of G which is normalized by H, then we say that I is H/K-invariant if
Sx−1KISxK ⊆ I for every x ∈ H.

In the special case of s-unital (and in particular unital) strongly G-graded rings,
our definition coincides with Passman’s notion of invariance used in [36]:

Lemma E.3.4. Suppose that H is a subgroup of G and that S is s-unital strongly
G-graded. Then a subset I of S is H-invariant if and only if Ix = I for every x ∈ H.

Proof. Suppose that I is H-invariant. Take x ∈ H. By Lemma E.2.16(b) we have

I ⊆ SeISe = (Sx−1Sx)I(Sx−1Sx) = Sx−1(SxISx−1)Sx ⊆ Sx−1ISx = Ix ⊆ I.
This shows that Ix = I. The converse statement is trivial. �

Example E.3.5. Let us again look at Example E.2.9. Let J, J ′ be nonzero R-ideals
and consider the following ideals of (M2(R))0:

I =

(
J 0
0 J

)
and I ′ =

(
J 0
0 J ′

)
.

It is easily checked that I is Z-invariant but Ix = I does not hold for every x ∈ Z.
Moreover, if J 6⊆ J ′, then a quick verification shows that I ′ is not Z-invariant. However,
I ′ is invariant with respect to any proper non-trivial subgroup of Z.

More examples of invariant ideals may be found in Example E.13.11 and Exam-
ple E.14.3. The following result is essential and will often be used implicitly in the rest
of this article:

Lemma E.3.6 (cf. [36, Lem. 5.7]). Suppose that I and J are subsets of S. Then the
following assertions hold for all x, y ∈ G:
(a) (Ix)y ⊆ Ixy
(b) IxJx ⊆ (IJ)x if I or J is an ideal of Se.
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(c) If I ⊆ J , then Ix ⊆ Jx.

Proof. (a): (Ix)y = Sy−1(Sx−1ISx)Sy = (Sy−1Sx−1)I(SxSy) ⊆ S(xy)−1ISxy =
Ixy.

(b): IxJx = Sx−1I(SxSx−1)JSx ⊆ Sx−1ISeJSx ⊆ Sx−1IJSx = (IJ)x.
(c): Ix = Sx−1ISx ⊆ Sx−1JSx = Jx. �

For unital strongly G-graded rings, the inclusions in (a) and (b) of Lemma E.3.6
are, in fact, equalities (see [36, Lem. 5.7]). However, Example E.3.15 below shows that
the inclusion in Lemma E.3.6(a) can be strict for some nearly epsilon-strongly graded
rings. We now prove that the inclusion in Lemma E.3.6(b) is actually an equality for
nearly epsilon-strongly graded rings.

Definition E.3.7. If I is a subset of S, then we say that I is ε-invariant if for every
x ∈ G, the equality SxSx−1I = ISxSx−1 holds.

Remark E.3.8. If S is epsilon-strongly G-graded, H is a subgroup of G and I is an
ideal of SH , then the statement

SxSx−1I = ISxSx−1 , ∀x ∈ G (38)

is equivalent to the statement

εxI = Iεx, ∀x ∈ G. (39)

Note that if H = {e}, then (39) (and hence also (38)) is true since the elements εx, for
x ∈ G, are central idempotents in Se (see Remark E.2.22). This justifies our usage of
the term “ε-invariant”.

Lemma E.3.9. If S is nearly epsilon-strongly G-graded, then every ideal of Se is ε-
invariant.

Proof. Take x ∈ G and let I be an ideal of Se. We prove that SxSx−1I ⊆ ISxSx−1 .
The reversed inclusion can be shown in an analogous fashion and is therefore left to
the reader. Take sx ∈ Sx, sx−1 ∈ Sx−1 and a ∈ I. Since sx−1a ∈ Sx−1 , there is
ε′x−1(sx−1a) ∈ SxSx−1 such that sx−1a = sx−1a · ε′x−1(sx−1a). Using that sxsx−1a ⊆ I,
it follows that sxsx−1a = (sxsx−1a) · ε′x−1(sx−1a) ∈ ISxSx−1 . �

Proposition E.3.10. Suppose that S is symmetrically G-graded, N is a normal sub-
group of G, and that I, J are ideals of SN . If I or J is ε-invariant, then (IJ)x = IxJx

for every x ∈ G.

Proof. Suppose that I is ε-invariant. Then, since S is symmetrically G-graded,
we get

IxJx = Sx−1ISxSx−1JSx = Sx−1SxSx−1IJSx = Sx−1IJSx = (IJ)x

for every x ∈ G. The case when J is ε-invariant can be treated analogously. �

Combining Lemma E.3.9 and Proposition E.3.10 we obtain the following result:

Corollary E.3.11. If S is nearly epsilon-strongly G-graded and I, J are ideals of Se,
then (IJ)x = IxJx for every x ∈ G.
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Proposition E.3.12. If S is nearly epsilon-strongly G-graded and I is an ideal of Se,
then the following assertions hold:
(a) ISy = SyI

y and Sy−1I = IySy−1 for every y ∈ G.
(b) If H is a subgroup of G and I is H-invariant, then ISy = SyI for every y ∈ H.

Proof. (a): Take y ∈ G. Since S is symmetrically G-graded and I is ε-invariant
by Lemma E.3.9, we have ISy = I(SySy−1Sy) = I(SySy−1)Sy = (SySy−1)ISy =
Sy(Sy−1ISy) = SyI

y. Similarly, we get that Sy−1I = (Sy−1SySy−1)I = Sy−1(SySy−1)I =
Sy−1I(SySy−1) = (Sy−1ISy)Sy−1 = IySy−1 .

(b): Take y ∈ H. By (a), we get ISy = SyI
y ⊆ SyI = Iy

−1

Sy ⊆ ISy. Thus,
SyI = ISy. �

In the following lemma we use the induced quotient grading described in Sec-
tion E.2.5.

Lemma E.3.13. Suppose that N is a normal subgroup of G. If I is a G/N-invariant
subset of SN , then I is G-invariant.

Proof. Suppose that I is G/N -invariant. Take x ∈ G. Then, we have that
Sx−1ISx ⊆ Sx−1NISxN ⊆ I. �

Remark E.3.14. In Passman’s original setting of unital strongly G-graded rings an
important property that is repeatedly used is that, for y ∈ G, SyI = ISy if and only if
Iy = I for any ideal I of SH , where H is a subgroup of G. In our generalized setting, we
will have to make do with the result in Proposition E.3.12 which only holds for ideals
of the principal component.

The identity (Ix)y = Ixy, for all x, y ∈ G, does not hold in general when working
with nearly epsilon-strongly G-graded rings. Before giving an example for which this
identity fails, note that if x 6∈ Supp(S), then Ix = {0} for every ideal I of Se.

Example E.3.15. Let R be an s-unital ring and let G be a non-trivial group. Consider
the nearly epsilon-strong G-graded ring S defined by Se := R and Sx := {0} for x ∈
G \ {e}. Now, consider the nonzero ideal R of R and let x ∈ G \ {e}. Then {0} 6= R =

Rxx
−1

6= (Rx)x
−1

= {0}, because x 6∈ Supp(S).

Lemma E.3.16. Suppose that S is nearly epsilon-strongly G-graded, K is a subgroup
of G and that I and J are ideals of Se. Then the following assertions hold:
(a) If I, J are K-invariant, then IJ is K-invariant.
(b) If I is K-invariant, then r.AnnSe(I) is K-invariant.

Proof. (a): This follows from Corollary E.3.11.
(b): Take x ∈ G. From Proposition E.3.12, it follows that

I · Sx−1(r.AnnSe(I))Sx ⊆ Sx−1I(r.AnnSe(I))Sx = Sx−1(I · r.AnnSe(I))Sx = {0}. �

Lemma E.3.17. If x ∈ G and F is a family of subsets of S, then (
∑
I∈F I)x =∑

I∈F I
x.

Proof. (
∑
I∈F I)x = Sx−1(

∑
I∈F I)Sx =

∑
I∈F Sx−1ISx =

∑
I∈F I

x. �
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Definition E.3.18. For H ⊆ G and M ⊆ S we define MH :=
∑
h∈H Sh−1MSh.

Lemma E.3.19. With the above notation the following assertions hold:
(a) If H is a subgroup of G and M ⊆ S, then MH is an H-invariant subset of S.
(b) If Se is s-unital and I is an ideal of Se, then IG is the smallest G-invariant ideal

of Se containing I.

Proof. (a): Take x ∈ H. Combining Lemma E.3.6(a) and Lemma E.3.17, we
deduce that (MH)x =

(∑
y∈HM

y
)x

=
∑
y∈H(My)x ⊆

∑
y∈HM

yx = MH .

(b): From (a), it follows that IG is G-invariant. Clearly, IG is an ideal of Se and
I = Ie ⊆ IG by s-unitality of Se. Suppose now that J is a G-invariant Se-ideal such
that I ⊆ J . Then, by Lemma E.3.6(c), Ix ⊆ Jx ⊆ J for every x ∈ G and hence we get
IG =

∑
x∈G I

x ⊆ J . �

Lemma E.3.20. The following assertions hold:
(a) Suppose that S is non-degenerately G-graded. Let I be a subset of Se and let x ∈

Supp(S) be such that I(SxSx−1) = I or (SxSx−1)I = I. If I 6= {0}, then Ix 6= {0}.
(b) Suppose that S is symmetrically G-graded. Then for every Se-ideal I and every

x ∈ G, we have Ix(Sx−1Sx) = Ix.

Proof. (a): Suppose that Ix = {0}. Since S is non-degenerately G-graded, we
have ISx = {0} or Sx−1I = {0}. Hence, {0} = ISxSx−1 = I or {0} = SxSx−1I = I.

(b): For every x ∈ G, we get Ix(Sx−1Sx) = Sx−1ISx(Sx−1Sx) = Sx−1ISx = Ix. �

Later on, we need to consider ideals I satisfying IxI = {0} for every x ∈ G \H for
some subgroup H of G. The following result will allow us to replace I with IH .

Proposition E.3.21 (cf. [36, Lem. 5.5]). Suppose that S is nearly epsilon-strongly G-
graded and that H is a subgroup of G. Let I be an ideal of Se such that IxI = {0} for
every x ∈ G \H. Then (IH)x(IH) = {0} for every x ∈ G \H.

Proof. Take x ∈ G such that (IH)xIH 6= {0}. There exist h1, h2 ∈ H such
that {0} 6= (Ih1)xIh2 ⊆ Ih1xIh2 , by Lemma E.3.6(a). By Lemma E.3.20(b), we have
Ih1x · (Ih2(Sh2

−1Sh2)) = Ih1x · (Ih2) = Ih1xIh2 . Hence, Lemma E.3.20(a) applies
to the Se-ideal Ih1xIh2 . Thus, {0} 6= (Ih1xIh2)h2

−1

⊆ Ih1xh2
−1

I. By assumption,
h1xh2

−1 ∈ H and hence x ∈ H. �

Lemma E.3.22. Suppose that S is nearly epsilon-strongly G-graded and that Se is G-
semiprime. Furthermore, let H be a subgroup of G and let I be an H-invariant ideal of
Se such that IxI = {0} for every x ∈ G \H. Then the following assertions hold:
(a) The ideal I does not contain any nonzero nilpotent H-invariant ideal.
(b) Let W be a subgroup of H of finite index. Then I does not contain any nonzero

nilpotent W -invariant ideal.

Proof. (a): Seeking a contradiction, suppose that J is a nonzero H-invariant ideal
of Se such that J2 = {0} and J ⊆ I. First we show that JxJ = {0} for every x ∈ G.
Indeed, for x ∈ H we have JxJ ⊆ J2 = {0} while for x ∈ G \H we have JxJ ⊆ IxI =
{0} by Lemma E.3.6(c). Next, note that JG =

∑
x∈G J

x is a nonzero G-invariant ideal
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of Se by Lemma E.3.19. We claim that JGJG = {0}. If we assume that the claim
holds, then we get the desired contradiction, since Se is assumed to be G-semiprime.
Now, we prove the claim. Seeking a contradiction, suppose that JGJG 6= {0}. Then
JGJG =

(∑
x∈G J

x
) (∑

y∈G J
y
)

=
∑
x,y∈G J

xJy 6= {0}. Hence there are x, y ∈ G such
that JxJy 6= {0}. By Lemma E.3.20(b), we have JxJy(Sy−1Sy) = JxJy, and therefore
Lemma E.3.20(a) implies that {0} 6= (JxJy)y

−1

. Moreover, by Corollary E.3.11, we
have {0} 6= (JxJy)y

−1

= (Jx)y
−1

(Jy)y
−1

⊆ Jxy
−1

J = {0}, which is a contradiction.
(b): Seeking a contradiction, suppose that J ⊆ I is a nonzero W -invariant ideal of

Se such that J2 = {0}. Let Wx1,Wx2, . . . ,Wxn be a set of representatives of the right
cosets of W in H and, for every i ∈ {1, . . . , n}, let JWxi :=

∑
y∈W Jyxi . We wish to

prove that J ′ := JWx1 + JWx2 + . . . + JWxn is a nonzero H-invariant nilpotent ideal
contained in I.

To begin with, note that for all y1, y2 ∈W and i ∈ {1, . . . , n} we have

Jy1xiJy2xi = S(y1xi)−1JSy1xiS(y2xi)−1JSy2xi ⊆ S(y1xi)−1JSy1y−1
2
JSy2xi .

Using that y1y
−1
2 ∈W and that J isW -invariant, Proposition E.3.12(b) yields JS

y1y
−1
2
J =

S
y1y
−1
2
JJ = {0}. Hence, Jy1xiJy2xi = {0}, and therefore it follows that

(
JWxi

)2

=

( ∑
y1∈W

Jy1xi

)( ∑
y2∈W

Jy2xi

)
=

∑
y1,y2∈W

Jy1xiJy2xi = {0}.

In other words, JWxi is a nilpotent ideal for every i ∈ {1, . . . , n}. Since J ′ is a finite
sum of nilpotent ideals, we conclude that J ′ is also a nilpotent ideal.

Next, we prove that J ′ is H-invariant. For this we repeatedly use Lemma E.3.6.
Note that for all i ∈ {1, . . . , n} and y ∈ H, we have (JWxi)y ⊆ JWxiy = JWxj for some
j ∈ {1, . . . , n} with Wxiy = Wxj . Now, by Lemma E.3.17, (J ′)y = (JWx1)y + . . . +
(JWxn)y ⊆ J ′ and hence J ′ is H-invariant. Finally, we show that J ′ ⊆ I. Note that
J ⊆ I implies Jyxi ⊆ Iyxi for every y ∈ W . In addition, we have Iyxi ⊆ I, since I is
H-invariant. It follows that JWxi ⊆ I for every i ∈ {1, . . . , n}, which gives the inclusion
J ′ ⊆ I.

Summarizing, we have established that J ′ is indeed an H-invariant nilpotent ideal
contained in I, but by virtue of (a) we must have J ′ = {0}. However, writing Wxj for
the right coset containing e, we get {0} 6= J = Je ⊆ JWxj ⊆ J ′. This contradiction
proves the assertion. �

E.4. Graded prime ideals

Recall that S is a G-graded ring. In this section, we obtain a correspondence
between graded prime ideals of S and G-prime ideals of Se, in the case when S is nearly
epsilon-strongly G-graded. Using that correspondence, we establish a primeness result
in the case when G is ordered (see Corollary E.4.14). That result will be generalized
in Section E.10, using more elaborate methods. We wish to emphasize that the rest of
this article does not depend on the results of this section.

Definition E.4.1. An ideal I of S is called graded if I =
⊕

x∈G(I ∩ Sx).
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Example E.4.2. This example illustrates that a graded ring may have infinitely many
ideals but only trivial graded ideals. Indeed, consider the complex Laurent polynomial
ring equipped with the standard Z-grading, that is, C[t, t−1] =

⊕
i∈Z Ct

i. This is clearly
a strong Z-grading and hence also nearly epsilon-strong. Every point of the circle gives
rise to a maximal ideal of C[t, t−1]. On the other hand, the only graded ideals are {0}
and C[t, t−1].

Let I be an ideal of S. Then Ie := I ∩ Se is an Se-ideal. Conversely, if J is an Se-
ideal, then SJS is a graded ideal of S. For strongly graded rings we have the following
bijection:

Proposition E.4.3 ([28, Prop. 2.11.7]). If S is unital strongly G-graded, then the map
I 7→ Ie is a bijection between the set of graded ideals of S and the set of G-invariant
ideals of Se.

We now generalize Proposition E.4.3 to nearly epsilon-strongly graded rings (see
Theorem E.4.7). To this end, we need three lemmas.

Lemma E.4.4 (cf. [36, Expl. 2.7.3]). If Se is s-unital and I is an ideal of Se, then I
is G-invariant if and only if (SIS)e = I.

Proof. Suppose that Ix = Sx−1ISx ⊆ I for every x ∈ G. Then (SIS)e =
SIS ∩ Se ⊆ I. The reversed inclusion follows since Se is s-unital. Conversely, suppose
that (SIS)e = I. Then Sx−1ISx ⊆ SIS ∩ Se = (SIS)e = I for every x ∈ G. Thus, I is
G-invariant. �

Lemma E.4.5. If I is a graded ideal of S, then Ie is a G-invariant ideal of Se.

Proof. Take x ∈ G. Then Sx−1IeSx ⊆ (Sx−1ISx)∩(Sx−1SeSx) ⊆ I∩Se = Ie. �

Lemma E.4.6 (cf. [18, Prop. 1.1.34]). Suppose that S is nearly epsilon-strongly G-
graded. If I is a graded ideal of S, then SIeS = SIe = IeS = I.

Proof. Using that S is s-unital, we get Ie ⊆ IeS and Ie ⊆ SIe. Hence, SIe ⊆
SIeS ⊆ I and similarly IeS ⊆ SIeS ⊆ I. Next, we prove that I ⊆ SIe. Since I
is graded, it is enough to show that ax ∈ SIe for every homogeneous ax ∈ I ∩ Sx.
Indeed, since S is nearly epsilon-strongly G-graded, we have ax = εx(ax) · ax for some
εx(ax) ∈ SxSx−1 . Write εx(ax) =

∑
i cibi for finitely many ci ∈ Sx and bi ∈ Sx−1 .

Then ax =
∑
i cibiax. Note that for any i we have biax ∈ Sx−1Sx ⊆ Se and biax ∈

I thus yielding ax ∈ I ∩ Se = Ie. Hence, ax =
∑
i cibiax ∈ SxIe ⊆ SIe. By an

analogous argument the inclusion I ⊆ IeS follows. We conclude that I = SIe = IeS.
Consequently, I = SIe ⊆ SIeS ⊆ I. �

Theorem E.4.7. Suppose that S is nearly epsilon-strongly G-graded. The map I 7→ Ie
is a bijection between the sets {graded ideals of S} and {G-invariant ideals of Se}. The
inverse map is given by J 7→ SJS.

Proof. Let I be a graded ideal. By Lemma E.4.5, Ie is a G-invariant ideal of Se.
In other words, the map I 7→ Ie is well-defined. Furthermore, by Lemma E.4.6, we have
SIeS = I establishing that I 7→ Ie is injective. Next, suppose that J is a G-invariant
ideal of Se. By Lemma E.4.4, (SJS)e = J proving that I 7→ Ie is surjective. �
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Later on we will apply Theorem E.4.7 to Leavitt path algebras (see Section E.14).

Definition E.4.8. A proper graded ideal P of S is called graded prime if for all graded
ideals A,B of S, we have A ⊆ P or B ⊆ P whenever AB ⊆ P . A proper G-invariant
ideal Q of Se is called G-prime if for all G-invariant ideals A,B of Se, we have A ⊆ Q
or B ⊆ Q whenever AB ⊆ Q. The ring Se is called G-prime if {0} is a G-prime ideal
of Se.

For unital strongly G-graded rings, the bijection I 7→ Ie from Theorem E.4.7 re-
stricts to a bijection between graded prime ideals of S and G-prime ideals of Se (see
[28, Prop. 2.11.7]). We proceed to show that the same holds for nearly epsilon-strongly
G-graded rings.

Lemma E.4.9. Suppose that S is nearly epsilon-strongly G-graded. If I is a graded
ideal of S such that Ie is a G-prime ideal of Se, then I is graded prime.

Proof. Suppose that A,B are graded ideals of S such that AB ⊆ I. Then AeBe ⊆
AB ∩ Se ⊆ I ∩ Se = Ie. By Theorem E.4.7, the Se-ideals Ae, Be are G-invariant. Since
Ie is G-prime, we have Ae ⊆ Ie or Be ⊆ Ie. Assume w.l.o.g. that Ae ⊆ Ie. Then
A = SAeS ⊆ SIeS = I by Theorem E.4.7. Thus, I is a graded prime ideal of S. �

Lemma E.4.10. Suppose that S is nearly epsilon-strongly G-graded. If I is a graded
prime ideal of S, then Ie is a G-prime ideal of Se.

Proof. Clearly, Ie is an ideal of Se. Suppose that A,B are G-invariant ideals of
Se such that AB ⊆ Ie. We need to show that A ⊆ Ie or B ⊆ Ie. By Theorem E.4.7,
A = (SAS)e, B = (SBS)e and S(AB)S ⊆ SIeS = I. Clearly, SAS and SBS are
graded ideals of S. By Lemma E.4.6, SASSBS = S(AB)S ⊆ I. Since I is graded
prime, we have SAS ⊆ I or SBS ⊆ I. Assume w.l.o.g. that SAS ⊆ I. Then A ⊆ Ie
and thus Ie is G-prime. �

By combining Lemma E.4.9 and Lemma E.4.10 we get the desired bijection:

Theorem E.4.11. Suppose that S is nearly epsilon-strongly G-graded. The map I 7→ Ie
restricts to a bijection between the sets {graded prime ideals of S} and {G-prime ideals
of Se}.

We now generalize a well-known result by Năstăsescu and Van Oystaeyen to the
setting of s-unital group graded rings:

Proposition E.4.12 (cf. [29, Prop. II.1.4]). Suppose that G is an ordered group and
that S is s-unital. If I is a graded ideal of S, then I is graded prime if and only if I is
prime.

Proof. Suppose that I is graded prime. For every k ≥ 0, let P (k) be the following
statement:

a, b ∈ S satisfy aSb ⊆ I and | Supp(a)|+ | Supp(b)| ≤ k =⇒ a ∈ I or b ∈ I.

We proceed by induction to show that P (k) holds for every k ≥ 0.
Base case: k = 0. If | Supp(a)|+ | Supp(b)| = 0, then a = b = 0 ∈ I.
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Inductive step: Take k ≥ 0 such that P (k) holds. Suppose that aSb ⊆ I and
| Supp(a)|+ |Supp(b)| = k + 1. Put m := | Supp(a)| and n := |Supp(b)|. Then we can
write a =

∑m
i=1 axi and b =

∑n
j=1 byj where x1, . . . , xm ∈ G and y1, . . . , yn ∈ G satisfy

x1 < · · · < xm and y1 < · · · < yn. Take z ∈ G. For any sz ∈ Sz we have aszb ∈ I.
Using that G is an ordered group and that I is a graded ideal, we get axmszbyn ∈ I.
This shows that axmSbyn ⊆ I. By graded primeness of I, and s-unitality of S, we get
axm ∈ SaxmS ⊆ I or byn ∈ SbynS ⊆ I.

Case 1: axm ∈ I. Put a′ = a− axm . Then a′Sb = aSb− axmSb ⊆ I − I = I. Since
| Supp(a′)| + | Supp(b)| < k + 1, the induction hypothesis yields that a′ ∈ I or b ∈ I,
and hence that a = a′ + axm ∈ I or b ∈ I.

Case 2: byn ∈ I. Put b′ = b − byn . Then aSb′ = aSb − aSbyn ⊆ I − I = I. Since
|Supp(a)| + |Supp(b′)| < k + 1, the induction hypothesis yields that a ∈ I or b′ ∈ I,
and hence that a ∈ I or b = b′ + byn ∈ I.

Therefore, P (k + 1) holds.
Now, let A,B be nonzero ideals of S with AB ⊆ I. Seeking a contradiction,

suppose that there are a ∈ A \ I and b ∈ B \ I. Since A and B are ideals, it follows that
aSb ⊆ AB ⊆ I. Since P (k) holds for every k ≥ 0, we get that a ∈ I or b ∈ I, which is
a contradiction.

The converse statement is trivial. �

By Proposition E.4.12, we immediately obtain the following partial generalization
of a result by Abrams and Haefner [3, Thm. 3.2]:

Corollary E.4.13. Suppose that G is an ordered group and that S is s-unital. Then S
is graded prime if and only if S is prime.

Combining the above result with Theorem E.4.11, we immediately get the following:

Corollary E.4.14. Suppose that G is an ordered group and that S is nearly epsilon-
strongly G-graded. Then S is prime if and only if Se is G-prime.

Example E.4.15. Let R be a unital ring.
(a) Consider the Laurent polynomial ring R[t, t−1] =

⊕
i∈ZRt

i equipped with its
canonical strong Z-grading. Since t is central in R[t, t−1], any ideal I of R satisfies
t−nItn = I. Thus, every ideal of R is Z-invariant. Hence, R being Z-prime is equivalent
to R being prime. Therefore, Corollary E.4.14 implies that R[t, t−1] is prime if and only
if R is prime.

(b) More generally, let G be an ordered group and consider the group ring R[G].
Note that for any ideal I of R = (R[G])e we have δx−1Iδx = δx−1δxI = I for every
x ∈ G. Thus, every ideal of R is G-invariant. By Corollary E.4.14, it follows that R[G]
is prime if and only if R is prime (see e. g. [21, Thm. 6.29]).

E.5. The “easy” direction

Recall that S is a G-graded ring. In this section, we prove the implication (b)⇒(a)
of Theorem E.1.3 for non-degenerately G-graded rings (see Proposition E.5.3).
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Lemma E.5.1 (cf. [36, Lem. 1.4]). Suppose that S is non-degenerately G-graded, that
H is a subgroup of G, and that I is an ideal of Se which satisfies IxI = {0} for every
x ∈ G \H. Then the following two assertions hold:
(a) ISxI = {0} for every x ∈ G \H.
(b) ISI ⊆ ISH ⊆ SH .

Proof. (a): Take x ∈ G\H and s ∈ ISxI. By assumption, Sx−1ISxI = IxI = {0}
and hence Sx−1s = {0}. Using that S is non-degenerately G-graded, we get that s = 0.

(b): Employing part (a), we get ISI =
⊕

x∈G ISxI =
⊕

x∈H ISxI ⊆ SH . �

Lemma E.5.2. Suppose that S is non-degenerately G-graded and that N is a subgroup
of G. If Ã is a nonzero subset of SN , then SÃS is a nonzero ideal of S.

Proof. Clearly, SÃS is an ideal of S. Choose a nonzero a ∈ Ã. Let n ∈ Supp(a) ⊆
N . By non-degeneracy of the G-grading, there is some sn−1 ∈ Sn−1 and some te ∈ Se
such that teansn−1 6= 0. Therefore, teasn−1 ∈ SÃS \ {0}. This shows that SÃS is
nonzero. �

Proposition E.5.3 (cf. [36, Thm. 1.3]). Suppose that S is non-degenerately G-graded
and that there exist
(i) subgroups N �H ⊆ G,
(ii) an H-invariant ideal I of Se such that IxI = {0} for every x ∈ G \H, and
(iii) nonzero ideals Ã, B̃ of SN such that Ã, B̃ ⊆ ISN , and ÃSHB̃ = {0}.
Then S is not prime.

Proof. If x ∈ H, then the second condition in (iii) implies that ÃSxB̃ = {0}.
If x ∈ G \H, then the first condition in (iii) implies that ÃSxB̃ ⊆ (ISN )Sx(ISN ).

Since SNSx =
⊕

n∈N SnSx ⊆
⊕

n∈N Snx and nx ∈ G \H, it follows from Lemma E.5.1
that

ISNSxI ⊆
⊕
n∈N

ISnxI = {0}.

Hence, ÃSxB̃ = {0} for every x ∈ G, and thus ÃSB̃ = {0}. Now, by (iii) and
Lemma E.5.2 it follows that A := SÃS and B := SB̃S are nonzero ideals of S sat-
isfying AB = (SÃS)(SB̃S) ⊆ S(ÃSB̃)S = {0}. This shows that S is not prime. �

Remark E.5.4. Note that N is not required to be finite in Proposition E.5.3.

In an attempt to ease the technical notation, we now introduce the following notion.

Definition E.5.5 (NP-datum). Let S be a G-graded ring. An NP-datum for S is a
quintuple (H,N, I, Ã, B̃) with the following three properties:

(NP1) H is a subgroup of G, and N is a finite normal subgroup of H,
(NP2) I is a nonzero H-invariant ideal of Se such that IxI = {0} for every x ∈ G\H,

and
(NP3) Ã, B̃ are nonzero ideals of SN such that Ã, B̃ ⊆ ISN , and ÃB̃ = {0}.

An NP-datum (H,N, I, Ã, B̃) is said to be balanced if it satisfies the following property:
(NP4) Ã, B̃ are nonzero ideals of SN such that Ã, B̃ ⊆ ISN , and ÃSHB̃ = {0}.
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Remark E.5.6. (a) If S is nearly epsilon-strongly G-graded, then (NP4) implies (NP3).
(b) Suppose that S is s-unital strongly G-graded. An NP-datum (H,N, I, Ã, B̃) for

S is necessarily balanced whenever Ã or B̃ is H-invariant. Indeed, suppose that Ã is
H-invariant. For any h ∈ H, we get that ÃShB̃ = SeÃShB̃ = ShSh−1ÃShB̃ ⊆ ShÃB̃ =

{0} by Lemma E.2.16. The proof of the case when B̃ is H-invariant is analogous.

Corollary E.5.7. Suppose that S is non-degenerately G-graded. If Se is not G-prime,
then S has a balanced NP-datum (H,N, I, Ã, B̃) for which Ã, B̃ are H/N-invariant.

Proof. If Se is not G-prime, then there are nonzero G-invariant ideals Ã, B̃ of
Se such that ÃB̃ = {0}. We claim that (G, {e}, Se, Ã, B̃) is a balanced NP-datum.
Conditions (NP1), (NP2) and (NP3) are trivially satisfied. We now check condition
(NP4). Take x ∈ G. Seeking a contradiction, suppose that ÃSxB̃ 6= {0}. Note that
ÃSxB̃ ⊆ Sx. By non-degeneracy of the G-grading, Sx−1 · ÃSxB̃ 6= {0}. Since Ã is
G-invariant, we get that Sx−1ÃSxB̃ ⊆ ÃB̃ = {0}, which is a contradiction. Note that,
trivially, Ã, B̃ are both G/{e}-invariant. �

By combining the above results we get the following.

Corollary E.5.8. Suppose that S is non-degenerately G-graded. If S is prime, then Se
is G-prime.

E.6. Passman pairs and the Passman replacement argument

In this section, we generalize a technical result by Passman [36]. Recall that S is
a G-graded ring. We are interested in pairs (J,M) where J is a nonzero ideal of Se
and M ⊆ G is a subset such that JxJ = {0} for every x ∈ G \M . Given such a pair
(J,M), where M is of a certain type, we will find another pair (K,L) where K ⊆ J is
a nonzero ideal of Se and L is a subgroup of G. Crucially, the new pair (K,L) satisfies
KxK = {0} for x ∈ G\L. Passman’s original proof relies on S being unital and strongly
G-graded, and provides a construction of the ideal K. As we will see, his main argument
generalizes to our extended setting, although we do not get an explicit description of
the ideals.

Definition E.6.1. If I is a nonzero ideal of Se and M ⊆ G is such that IxI = {0} for
every x ∈ G \M , then we call (I,M) a Passman pair.

Proposition E.6.2 (cf. [36, Lem. 2.1]). Suppose that S is nearly epsilon-strongly G-
graded and that (J,M) is a Passman pair where M =

⋃n
k=1 gkGk for some subgroups

G1, . . . , Gn of G and g1, . . . , gn ∈ G. Then there exist a nonzero ideal K ⊆ J of Se and
a subgroup L of G such that (K,L) is a Passman pair. In addition, [L : L ∩ Gk] < ∞
for some k ∈ {1, . . . , n}.

We now fix a group G and a finite family {G1, . . . , Gn} of subgroups of G. To
establish Proposition E.6.2, we need the following:

Lemma E.6.3. Suppose that S is nearly epsilon-strongly G-graded. Let B = {A1, . . . , Al}
be a family of subgroups of G such that for all i, j ∈ {1, . . . , l} there is some k ∈
{1, . . . , n} such that Aj ⊆ Gk, and Ai ∩ Aj ∈ B. Let (J,M) be a Passmain pair. Sup-
pose that M =

⋃t
k=1 gkAnk where n1, . . . , nt ∈ {1, . . . , l} and g1, . . . , gt ∈ G. Then there
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exist a nonzero ideal K ⊆ J of Se and a subgroup L of G such that (K,L) is a Passman
pair. In addition, if B is non-empty then [L : L ∩Aj ] <∞ for some j ∈ {1, . . . , l}.

Proof. The proof proceeds by induction over |B|. If |B| = 0, then the assumption
that (J, ∅) is a Passman pair implies that (J, {e}) is a Passman pair. Next, suppose
that |B| ≥ 1. Let A be a maximal element of B ordered by inclusion and note that
B′ = B \ {A} is closed under intersections. We consider the following set of Passman
pairs:

P := {(K,N) | {0} 6= K ⊆ J, N =

s⋃
j=1

gjAkj for k1, . . . , ks ∈ {1, . . . , l}, g1, . . . , gs ∈ G}

Note that P is non-empty since (J,M) ∈ P . For (K,N) ∈ P with N = ∪sj=1gjAkj , we
let Supp(K,N) be the subset {Ak1 , . . . , Aks} ⊆ B. Let deg(K,N) be the number of
times that A = Akj in the expression of N .

Now, choose (K,N) ∈ P of minimal degree. We consider two mutually exclusive
cases:

Case 1: deg(K,N) = 0. In this case Supp(K,N) ⊆ B′. Hence, the induction hy-
pothesis applies and we conclude that there exists some Passman pair (I, L) such that
{0} 6= I ⊆ K ⊆ J and L is a subgroup of G.

Case 2: deg(K,N) = m > 0. Let N = z1A∪ z2A∪ . . .∪ zmA∪T where T is a finite
union of cosets of groups in B′. Put

L :=
{
g ∈ G | g

( m⋃
i=1

ziA
)

=
m⋃
i=1

ziA
}
.

Our goal is to prove that (K,L) is a Passman pair. Note that L is the stabiliser of⋃m
i=1 ziA. Thus, L is in fact a subgroup of G. Take x ∈ G such that KxK 6= {0}. We

will show that x ∈ L. Indeed, if h = x−1h′ for some h′ ∈ G \N , then

(KxK)h(KxK) = ((Kx)hKh)(KxK) ⊆

⊆ KxhKhKxK ⊆ KxhK = Kxx−1h′K = Kh′K = {0}

where we have used Lemma E.3.2, Lemma E.3.6 and Corollary E.3.11. Similarly, if
h ∈ G \ N , then (KxK)h(KxK) ⊆ (KxhKh)(KxK) ⊆ KhK = {0}. In other words,
(KxK)h(KxK) = {0} for every h ∈ (G \ N) ∪ x−1(G \ N) = G \ (N ∩ x−1N). Thus,
(KxK,N∩x−1N) is a Passman pair. SinceKxK ⊆ K ⊆ J andN∩x−1N is a finite union
of cosets in B, it follows that (KxK,N ∩ x−1N) ∈ P . Let m′ := deg(KxK,N ∩ x−1N).
By minimality of m, we have m′ ≥ m > 0. Note that x−1N = x−1z1A ∪ x−1z2A ∪
. . . ∪ x−1zmA ∪ x−1T. Since A is maximal, the m′ cosets of A in N ∩ x−1N must come
from (∪mi=1ziA)∩ (∪mi=1x

−1ziA). Moreover, cosets are either equal or disjoint, and hence
m′ ≤ m. This shows that m′ = m and ∪mi=1ziA = x−1(∪mi=1ziA) which in turn shows
that x ∈ L. Summarizing, we have established that KxK = {0} for every x ∈ G \ L,
i. e. (K,L) is a Passman pair.

Now, suppose that B is non-empty. It remains to show that [L : L ∩ Aj ] < ∞
for some j ∈ {1, . . . , l}. Consider G acting from the left on the left cosets of A, i. e.
G y {gA | g ∈ G} by g1 · g2A = g1g2A for all g1, g2 ∈ G. Note that L acts on the
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finite set of cosets D = {z1A, z2A, . . . , zmA}. Let i ∈ {1, . . . ,m} be arbitrary. A short
computation shows that StabG(ziA) = ziAz

−1
i . Thus, StabL(ziA) = ziAz

−1
i ∩L. Hence,

by the orbit-stabilizer theorem we have |L · ziA| = [L : L ∩ ziAz−1
i ]. Using that D is a

finite set, we conclude that the orbit of ziA is finite, i. e. |L · ziA| <∞. Thus, we have
[L : L ∩ ziAz−1

i ] <∞ for every i ∈ {1, . . . ,m}.
We consider two mutually exclusive cases.
Case A: L ∩ ziA = ∅ for every i. Note thatKxK = {0} for every x ∈ G\N∪G\L =

G \ (N ∩ L). By the case assumption, we have N ∩ L = T ∩ L. We see that T ∩ L is a
finite union of cosets from the set B′′ = {A′ ∩ T | A′ ∈ B′}.

Note that |B′′| ≤ |B′| < |B|. By the induction hypothesis, it follows that there is
a Passman pair (I, L′) satisfying the required properties.

Case B: L ∩ ziA 6= ∅ for some i. Let a ∈ A be such that zia ∈ L ∩ ziA. Since
(zia)A = ziA, we may assume that zi ∈ L by choosing another representative of the
coset. It follows that L∩A ∼= L∩ ziAz−1

i via the map defined by a 7→ ziaz
−1
i for every

a ∈ A ∩ L. As noted above we have [L : L ∩ ziAz−1
i ] <∞ and hence [L : L ∩ A] <∞.

Consequently, [L : L ∩Aj ] <∞ with Aj := A as required. �

We are now ready to give a proof of Proposition E.6.2:

Proof of Proposition E.6.2. Let (J,M) be a Passman pair such that M =⋃n
k=1 gkGk for some subgroups G1, G2, . . . , Gn of G. Furthermore, let B denote the

closure of {G1, G2, . . . , Gn} with respect to intersections. Then M is a finite union
of left cosets of subgroups of B, and we may apply Lemma E.6.3. Hence, there is
a Passman pair (K,L) where L is a subgroup of G and K ⊆ J is a nonzero ideal
of Se. In addition, using that B is non-empty, we have [L : L ∩ Ai] < ∞ for some
Ai ∈ B. Since Ai ⊆ Gk for some k, it follows that L ∩ Ai ⊆ L ∩ Gk. Consequently,
[L : L ∩Gk] ≤ [L : L ∩Ai] <∞. �

The following result is a stronger version of Proposition E.6.2:

Proposition E.6.4 (cf. [36, Lem. 2.2]). Suppose that S is nearly epsilon-strongly G-
graded and that W is a subgroup of G of finite index. Let J be a nonzero ideal of Se
such that

JxJ = {0}, ∀x ∈W \
n⋃
k=1

wkHk

where H1, . . . , Hn are subgroups of W and w1, . . . , wn ∈ W . Then there is a subgroup
L of G and a nonzero ideal I ⊆ J of Se such that (I, L) is a Passman pair of S. In
other words, IxI = {0} for every x ∈ G \ L. In addition, [L : L ∩ Hk] < ∞ for some
k ∈ {1, . . . , n}.

Proof. For each positive integer m we let Am be the set consisting of all tuples
(h1, h2, . . . , hm) ∈ Gm such that

• Jh1Jh2 · · · Jhm 6= {0},
• e = hi for some i ∈ {1, . . . ,m}, and
• Whj = Whi if and only if i = j.
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By Proposition E.2.13, Se is s-unital and hence J = Je 6= {0}. This shows that e ∈ A1.
Now, by assumption [G : W ] <∞, and hence there is a greatest integer s such that As
is non-empty. Pick α = (h1, h2, . . . , hs) ∈ As and put K := Jh1Jh2 · · · Jhs . Using that
α ∈ As and that Je is an ideal of Se, we get that K ⊆ Je = J . We will construct a set
M ⊆ G such that (K,M) is a Passman pair of S where M has the required form for
Proposition E.6.2.

Take x ∈ G such that KxK 6= {0}. We begin by showing that {h1x, h2x, . . . , hsx}
represents the same set of right cosets ofW as {h1, h2, . . . , hs}. Seeking a contradiction,
suppose that there is some i ∈ {1, . . . , s} such thatWhix 6= Whj for each j ∈ {1, . . . , s}.
By Corollary E.3.11 and Lemma E.3.6(a), we get that

{0} 6= KxK ⊆ (Jh1xJh2x · · · Jhsx)(Jh1Jh2 · · · Jhs) ⊆ JhixJh1 · · · Jhs . (40)

Hence, (hix, h1, h2, . . . , hs) ∈ As+1 which contradicts the assumption on s. Thus,
{Wh1,Wh2, . . . ,Whs} = {Wh1x,Wh2x, . . . ,Whsx}. In particular, hix ∈ W for some
i ∈ {1, . . . , s}. By a computation similar to that in (40), we get that {0} 6= KxK ⊆
JhixJ . Hence, by assumption we have hix ∈

⋃n
k=1 wkHk. We have thus proved that

KxK = {0}, ∀x ∈ G \

(
n⋃
i=1

n⋃
k=1

h−1
i wkHk

)
.

By Proposition E.6.2, there is a nonzero ideal I ⊆ K ⊆ J of Se and a subgroup
L of G such that (I, L) is a Passman pair. Moreover, [L : L ∩ Hk] < ∞ for some
k ∈ {1, . . . , n}. �

Remark E.6.5. Let S be nearly epsilon-strongly G-graded and let W be a subgroup
of G. Then SW is a nearly epsilon-strongly W -graded ring and (J,

⋃n
k=1 wkHk) is a

Passman pair of SW . By Proposition E.6.2, there is a subgroup L of W and a nonzero
idealK ⊆ J of Se such that (K,L) is a Passman pair of SW . In other words, KxK = {0}
for every x ∈W \L. In contrast, note that Proposition E.6.4 gives a Passman pair (K,L)
of the larger ring S, i. e. we have KxK = {0} for every x ∈ G \ L.

E.7. Passman forms and the ∆-method

Let S be a G-graded ring. For nonzero graded ideals A,B of S, we have that
AB = {0} implies πN (A)πN (B) ⊆ AB = {0} for every normal subgroup N of G.
Moreover, if S is non-degenerately G-graded, then πN (A) 6= {0} and πN (B) 6= {0} by
Lemma E.2.19. In this section, we consider nonzero ideals A,B of S such that AB = {0}
and show that there exist a normal subgroup N of G and nonzero ideals Ã, B̃ of SN
such that ÃB̃ = {0}.

Recall that a ring is called semiprime if it contains no nonzero nilpotent ideal.
Analogously, we make the following definition:

Definition E.7.1. If for every G-invariant ideal I of Se, I2 = {0} implies I = {0},
then the ring Se is called G-semiprime.

Remark E.7.2. (a) Se is G-semiprime if and only if Se contains no nonzero nilpotent
G-invariant ideal.
(b) If Se is G-prime, then Se is G-semiprime.
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We record the following result which follows directly from Remark E.7.2(b) and
Corollary E.5.7:

Corollary E.7.3. Suppose that S is nearly epsilon-strongly G-graded. If Se is not
G-semiprime, then S has a balanced NP-datum.

Our main task for the remainder of this section is to establish Proposition E.7.4
below. Recall that, for a given group H, ∆(H) := {h ∈ H | [H : CH(h)] <∞} denotes
its finite conjugate center (cf. Section E.2).

Proposition E.7.4 (cf. [36, Prop. 3.1]). Suppose that S is nearly epsilon-strongly G-
graded and that Se is G-semiprime. Let A,B be nonzero ideals of S such that AB = {0}.
Then there exist a subgroup H of G, a nonzero H-invariant ideal I of Se and an element
β ∈ B such that the following assertions hold:
(a) IxI = {0} for every x ∈ G \H;
(b) Iπ∆(H)(A) 6= {0}, Iπ∆(H)(β) 6= {0};
(c) Iπ∆(H)(A) · Iβ = {0}.

Using Connell’s result (cf. [38, Lem. 5.2]), we show that Proposition E.7.4 holds for
the special case of group rings in the following example.

Example E.7.5. Let R be a unital semiprime ring, and consider the group ring R[G] =⊕
x∈GRδx with its natural strong G-grading. Let ∆ := ∆(G) and let a, b ∈ R[G]. The

∆-argument was used by Connell to prove that if aδxb = 0 for every x ∈ G, then
π∆(a)b = 0. We show that Proposition E.7.4 holds in this special case:

Let A,B be nonzero ideals of R[G] such that AB = {0}. Put H := G and I := R.
Since R[G] is non-degenerately G-graded, we can choose β ∈ B such that βe 6= 0. Now,
note that (a) is trivially satisfied. Moreover, (b) follows from Lemma E.2.19 and the
fact that βe 6= 0. Next, note that (c) asserts that Rπ∆(A) · Rβ = {0}. Also note
that Rπ∆(A)Rβ = Rπ∆(AR)β = Rπ∆(A)β. Now, let α ∈ A and let x ∈ G. Then
αδxβ ⊆ ASB = AB = {0}. Applying Connell’s ∆-result, we have π∆(α)β = 0, and
since α is arbitrary it follows that π∆(A)β = {0}. Thus, Rπ∆(A)β = {0} which shows
that (c) is satisfied.

Before proving Proposition E.7.4 we show that it also holds in the following special
case:

Example E.7.6. Suppose that G is an FC-group and that S is nearly epsilon-strongly
G-graded. Let A,B be nonzero ideals of S such that AB = {0}. Put H := G, I := Se
and choose a nonzero β ∈ B. Since G is an FC-group, it follows that ∆ := ∆(G) = G.
Note that (a) is trivially satisfied. Moreover, Iπ∆(A) = SeA = A 6= {0} and Iπ∆(β) =
Seβ 3 β 6= 0. Thus, (b) holds. Finally, Iπ∆(A) · Iβ = SeA · Seβ ⊆ ASeB ⊆ AB = {0}.
Hence, (c) is satisfied.

The key bookkeeping device used by Passman [36] is the notion of a form. We
extend his definition to our generalized setting:

Definition E.7.7. Let S be a G-graded ring. Suppose that A,B are nonzero ideals of
S such that AB = {0}. We say that the quadruple (H,D, I, β) is a Passman form for
(A,B) if the following conditions are satisfied:
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(a) H is a subgroup of G and D = DG(H) = {x ∈ G | [H : CH(x)] <∞};
(b) I is an H-invariant ideal of Se such that IxI = {0} for every x ∈ G \H;
(c) 0 6= β ∈ B, Iβ 6= {0}, and IA 6= {0}.
The size of a Passman form (H,D, I, β) is defined to be the number of right D-cosets
in G meeting Supp(β).

Remark E.7.8. Passman (see [36, Prop. 7.1]) only considers forms coming from unital
strongly G-graded rings. For that class of rings our definition coincides with his original
definition.

Example E.7.9. Here are two examples of Passman forms:
(a) In Example E.7.5, (G,∆(G), R, β) is a Passman form. Let g1, g2, . . . , gn ∈ G be

such that Supp(β) ⊆
⋃n
i=1 gi∆(G) is a minimal cover (meaning that it is not possible

to choose elements h1, . . . , hm ∈ G such that Supp(β) ⊆
⋃m
i=1 hi∆(G), for any m < n).

The size of the Passman form (G,∆(G), R, β) is n.
(b) In Example E.7.6, (G,G, Se, β) is a Passman form of size 1.

Later in this section we will consider Passman forms of minimal size, whose exis-
tence is guaranteed by the following:

Proposition E.7.10 (cf. [36, Lem. 7.2]). Suppose that S is nearly epsilon-strongly G-
graded. If A,B are nonzero ideals of S such that AB = {0}, then (A,B) has a Passman
form.

Proof. Put H := G,D := ∆(G), and I := Se. Note that I is G-invariant.
Furthermore, IA = SeA = A 6= {0}. Now, let β ∈ B \ {0}. It remains to show that
Iβ 6= {0}. To this end, write β =

∑
x∈G βx. Since S is nearly epsilon-strongly G-

graded, for every x ∈ Supp(β), there exists some εx(βx) ∈ SxSx−1 ⊆ Se = I such that
εx(βx)βx = βx. Moreover, there is some s ∈ Se = I such that sεx(βx) = εx(βx) for
every x ∈ Supp(β) (see Proposition E.2.13 and Proposition E.2.1). Thus,

Iβ 3 sβ = s
∑

βx =
∑

s(εx(βx)βx) =
∑

(sεx(βx))βx =
∑

εx(βx)βx = β 6= 0,

where all sums run over Supp(β). This shows that (G,∆(G), Se, β) is a Passman form.
�

Proposition E.7.11 (cf. [36, Lem. 3.3(ii)]). Suppose that S is non-degenerately G-
graded and that A,B are nonzero ideals of S such that AB = {0}. Let (H,D, I, β) be a
Passman form for (A,B). Then the following assertions hold:
(a) Iπ∆(H)(A) 6= {0}
(b) There exists a Passman form (H,D, I, β′) for (A,B) such that Iπ∆(H)(β

′) 6= {0},
and hence IπD(β′) 6= {0}. Moreover, the size of (H,D, I, β′) is not greater than the
size of (H,D, I, β).

Proof. (a): Note that IA 6= {0} is a right S-ideal. By Lemma E.2.18 and
Lemma E.2.19, we have {0} 6= π∆(H)(IA) = Iπ∆(H)(A).

(b): We construct a Passman form with the required properties. Write β =∑
x∈G βx. By assumption, Iβ 6= {0}. Hence there is some r ∈ I ⊆ Se and x ∈ G

such that rβx 6= 0. By non-degeneracy of the G-grading, we have (rβx)Sx−1 6= {0},
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i. e. there is some σx−1 ∈ Sx−1 such that rβxσx−1 6= 0. Thus, Iβxσx−1 6= {0}. Hence,
(H,D, I, β′) with β′ := βσx−1 is a Passman form for (A,B) such that Iπ∆(H)(β

′) 6= {0}.
We now show that the size of (H,D, I, β′) is less than or equal to the size of (H,D, I, β).
Suppose that (H,D, I, β) has size m and that Dg1, . . . , Dgm form a minimal set of right
D-cosets covering Supp(β). Then

Supp(βσx−1) ⊆ Supp(β)x−1 ⊆ Dg1x
−1 ∪Dg2x

−1 ∪ . . . ∪Dgmx−1

and hence the m right D-cosets {Dgix−1}mi=1 cover Supp(βσx−1). Thus, the size of
(H,D, I, β′) is less than or equal to m. Finally, since ∆(H) ⊆ D, we get {0} 6=
Iπ∆(H)(β

′) ⊆ IπD(β′). �

Lemma E.7.12. Suppose that S is nearly epsilon-strongly G-graded and that Se is
G-semiprime. For any G-invariant ideal I of Se the following assertions hold:
(a) r.AnnSe(I) = r.AnnSe(I2).
(b) r.AnnS(I) = r.AnnS(I2).

Proof. (a): Put J := r.AnnSe(I2). Clearly, r.AnnSe(I) ⊆ J . By Corollary E.3.11,
(IJ)x = IxJx for every x ∈ G, and hence IJ is aG-invariant ideal of Se by Lemma E.3.16.
Moreover, by definition I2J = {0}, and hence (IJ)2 = (IJ)(IJ) ⊆ I(IJ) = I2J = {0}.
Since Se is G-semiprime, it follows that IJ = {0}. Thus, J annihilates I, i. e. J ⊆
r.AnnSe(I).

(b): Similarly, the inclusion r.AnnS(I) ⊆ r.AnnS(I2) is immediate. We now show
the reversed inclusion. Take γ =

∑
x∈G γx ∈ r.AnnS(I2). Since I2 ⊆ Se, we have

I2γx = {0} for every x ∈ G. Next, let x ∈ G. Using (a), we obtain that γxSx−1 ⊆
r.AnnSe(I). In other words, IγxSx−1 = {0} which, by non-degeneracy of the G-grading,
yields Iγx = {0}, and hence γx ∈ r.AnnS(I). Since x ∈ G is arbitrary, it follows that
γ ∈ r.AnnS(I). �

Lemma E.7.13 (cf. [36, Lem. 3.3(iii)]). Suppose that S is nearly epsilon-strongly G-
graded and that Se is G-semiprime. Furthermore, let A,B be nonzero ideals of S such
that AB = {0}. If (H,D, I, β) is a Passman form for (A,B) of minimal size with
IπD(β) 6= {0}, then for every γ ∈ SD we have Iγβ = {0} if and only if IγπD(β) = {0}.

Proof. Suppose that Iγβ = {0}. Since πD is an SD-bimodule homomorphism by
Lemma E.2.18, it follows that {0} = πD(Iγβ) = IγπD(β).

Conversely, suppose that IγπD(β) = {0}. Take s ∈ I and note that sγβ ∈ ISDB ⊆
B. Seeking a contradiction, suppose that (H,D, I, sγβ) is a Passman form for the pair
(A,B). We show that (H,D, I, sγβ) has less than minimal size. Indeed, suppose that
n ∈ N is the size of (H,D, I, β), i. e. the minimal number such that Supp(β) ⊆

⋃n
i=1 Dgi

for some g1, . . . , gn ∈ G. Since IπD(β) 6= {0}, we have πD(β) 6= 0. Hence, we may
w.l.o.g. assume that g1 = e. Moreover, it is immediate that

Supp(sγβ) ⊆ Supp(sγ) Supp(β) ⊆ D

(
n⋃
i=1

Dgi

)
⊆

(
n⋃
i=1

Dgi

)
.

By assumption, however, 0 = sγπD(β) = πD(sγβ) which entails that Supp(sγβ) ⊆⋃n
i=2 Dgi. This is a contradiction since (H,D, I, β) is assumed to be minimal. Thus,

(H,D, I, sγβ) is not a Passman form, and hence Isγβ = {0} (cf. Definition E.7.7).
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As this holds for every s ∈ I, we have I2γβ = {0}. By Lemma E.7.12(b), this yields
Iγβ = {0}. �

E.7.1. Properties of a Passman form of minimal size. In what follows, we
fix a nearly epsilon-strongly G-graded ring S such that Se is G-semiprime, nonzero
ideals A,B of S with AB = {0}, and a Passman form (H,D, I, β) for (A,B) of minimal
size. Throughout this section we assume that Iπ∆(H)(A) · Iβ 6= {0}.

Lemma E.7.14 (cf. [36, Lem. 3.4]). The following assertions hold:
(a) There exists α ∈ A ∩ SH such that IπD(α)β 6= {0}.
(b) For every α ∈ A there is a subgroup W of H of finite index that centralizes

Supp(πD(α)) and Supp(πD(β)).

Proof. (a): By assumption, we have Iπ∆(H)(A) · Iβ 6= {0}. In other words,
π∆(H)(A) · Iβ is not contained in r.AnnS(I). Furthermore, by Lemma E.7.12(b), we
have r.AnnS(I) = r.AnnS(I2). Applying Lemma E.2.18, we get Iπ∆(H)(IAI)β =

I2π∆(H)(A) · Iβ 6= {0}. Hence, there exists some α ∈ IAI ⊆ A such that Iπ∆(H)(α)β 6=
{0}. Additionally, we have α ∈ ISI ⊆ SH by Lemma E.5.1(b). Since D ∩H = ∆(H),
we get πD(α) = π∆(H)(α) and thus IπD(α)β 6= {0}.

(b): Note that P := Supp(πD(α)) ∪ Supp(πD(β)) is a finite subset of D = DG(H)
and consider W :=

⋂
x∈P CH(x). Since P ⊆ D and [H : CH(x)] < ∞ for every x ∈ D,

we get that [H : W ] <∞. �

Lemma E.7.15 (cf. [36, Lem. 3.4]). Suppose that α ∈ A∩ SH is such that IπD(α)β 6=
{0}. Let W be given by Lemma E.7.14. Then there are d0 ∈ Supp(πD(α)) and u ∈ W
such that I(Seαd0Sd−1

0
)uπD(α)β 6= {0}.

Proof. First put γ := πD(α)β and write α =
∑
x∈G αx, β =

∑
x∈G βx, and

γ =
∑
x∈G γx. Furthermore, let J :=

∑
d∈D(SeαdSd−1)W ⊆ Se. Note that J is a W -

invariant ideal of Se. Using that S is nearly-espilon strongly G-graded, note that for all
d ∈ D, y ∈ G, we have

αdβySy−1d−1 ⊆ Seαd(Sd−1Sd)βySy−1d−1 = SeαdSd−1 ·SdβySy−1d−1 ⊆ J ·Se ⊆ J. (41)

Take x ∈ G. Then by (41), γxSx−1 ⊆ J . Seeking a contradiction, suppose that IJγ =
{0}. Then IJγxSx−1 = {0}. Hence γxSx−1 ⊆ r.AnnSe(IJ). Using that IJI ⊆ IJ , we
get

IγxSx−1 ⊆ IJ ∩ r.AnnSe(IJ). (42)

By Lemma E.3.16, we know that IJ ∩ r.AnnSe(IJ) is a W -invariant nilpotent ideal
of Se contained in I, and hence IJ ∩ r.AnnSe(IJ) = {0} by Lemma E.3.22(b). By
non-degeneracy of the G-grading, (42) implies that Iγx = {0}. Since x ∈ G is arbitrary,
this yields Iγ = {0}, i. e. IπD(α)β = {0}. This contradicts the properties of α.
Consequently, IJπD(α)β 6= {0}, i. e. there exist some d0 ∈ D and some u ∈ W such
that I(Seαd0Sd−1

0
)uπD(α)β 6= {0}. �

For the remainder of this section, we fix α ∈ A ∩ SH such that | Supp(πD(α))| is
minimal subject to IπD(α)β 6= {0}. We also fix W given by Lemma E.7.14.
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Lemma E.7.16 (cf. [36, Lem. 3.4]). For every y ∈W and every d ∈ D, we have

ISy−1αdSd−1yπD(α)πD(β) = ISy−1πD(α)Sd−1yαdπD(β).

Proof. Take y ∈ W , d ∈ D, ay−1 ∈ Sy−1 , and bd−1y ∈ Sd−1y. Note that if
d /∈ Supp(α), then the claim trivially holds. Therefore, we now suppose that d ∈
D ∩ Supp(α). Define

γ := ay−1αdbd−1yα− ay−1αbd−1yαd.

A short computation, using Lemma E.7.14(b), shows that γ ∈ A∩SH . Moreover, since
πD is an Se-bimodule homomorphism by Lemma E.2.18, we get

πD(γ) = ay−1αdbd−1yπD(α)− ay−1πD(α)bd−1yαd.

From this we get that Supp(πD(γ)) ⊆ Supp(πD(α)). We claim that the minimality
assumption on α implies that IπD(γ)πD(β) = {0}. If the claim holds, then we get that

Iay−1(αdbd−1yπD(α)− πD(α)bd−1yαd)πD(β) = {0}

and hence that

ISy−1αdSd−1yπD(α)πD(β) = ISy−1πD(α)Sd−1yαdπD(β).

Now we show the claim. Write γ =
∑
x∈G γx. By considering the cases when x ∈

Supp(α) and x /∈ Supp(α) separately, for each x ∈ G we get that

γx = ay−1αdbd−1yαx − ay−1αxbd−1yαd. (43)

Now, recall that πD(γ) =
∑
x∈D γx. However, due to (43), γd = 0, and thus we get

that | Supp(πD(γ))| < | Supp(πD(α))|, since αd 6= 0. The minimality assumption on α
therefore implies that IπD(γ)β = {0}. Applying the map πD to the former equation
yields IπD(γ)πD(β) = {0}. �

Lemma E.7.17. There are elements x1, . . . , xn ∈ W and g1, . . . , gn ∈ Supp(β) \ D
such that if Sy−1IπD(α)SyπD(β) 6= {0}, then y ∈

⋃n
k=1 xkHk whenever y ∈ W . Here,

Hk := CW (gk).

Proof. Let α̃ := α− πD(α) and let β̃ := β − πD(β). Then

Sy−1I(πD(α) + α̃)Sy(πD(β) + β̃) = Sy−1IαSyβ ⊆ Sy−1IASyB ⊆ AB = {0}.

Note that Sy−1IπD(α)Syβ̃ and Sy−1Iα̃SyπD(β) have support disjoint from D. On
the other hand, {0} 6= Sy−1IπD(α)SyπD(β) ⊆ SD. Hence, Sy−1IπD(α)SyπD(β) must
be additively cancelled out by Sy−1Iα̃Syβ̃. In particular, these two expressions must
have a support element in common, i. e. there exist a ∈ Supp(α̃), b ∈ Supp(β̃), g ∈
Supp(πD(α)), and f ∈ Supp(πD(β)) such that y−1ayb = y−1gyf . Multiplying with
y from the left and with y−1 from the right gives ayby−1 = gyfy−1 = gf , where we
have used the fact that y ∈ W commutes with both Supp(πD(α)) and Supp(πD(β)).
Consequently, yby−1 = a−1gf , and hence y ∈ xCW (b) for some fixed x depending on
a, b, g, f . Since there are only a finite number of choices for the parameters a, b, g, f and
b ∈ Supp(β̃) = Supp(β) \D, the desired conclusion follows. �
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Next, we will construct an ideal J of Se that allows us to apply the Passman
replacement argument (see Section E.6). In the following two lemmas we make use of
the notation introduced in Lemma E.7.17.

Lemma E.7.18 (cf. [36, Lem. 3.5]). For every d ∈ D,

I(SeαdSd−1)y · πD(α)β = {0}, ∀y ∈W \
n⋃
k=1

xkHk.

Proof. Take y ∈ W such that I(SeαdSd−1)y · πD(α)β 6= {0}. Expanding this
expression, we get ISy−1αdSd−1SyπD(α)β 6= {0}. Since Sy−1αdSd−1SyπD(α) ⊆ SD,
Lemma E.7.13 implies that ISy−1αdSd−1SyπD(α)πD(β) 6= {0}. As a consequence,
ISy−1αdSd−1yπD(α)πD(β) 6= {0}, since Sd−1Sy ⊆ Sd−1y. By Lemma E.7.16, we
get that ISy−1πD(α)Sd−1yαdπD(β) 6= {0} and, due to d−1yd = y, we even have
ISy−1πD(α)SyπD(β) 6= {0}. Next, note that I is also a W -invariant ideal, and thus
ISy−1 = Sy−1I by Proposition E.3.12(b). It follows that

{0} 6= ISy−1πD(α)SyπD(β) = Sy−1IπD(α)SyπD(β)

which, combined with Lemma E.7.17, yields the desired conclusion. �

Lemma E.7.19. There exists an ideal J of Se such that JyJ = {0} for every y ∈
W \

⋃n
k=1 u

−1xkHk.

Proof. Set γ := πD(α)β and write γ =
∑
x∈G γx. By Lemma E.7.15 there exist

d0 ∈ D and u ∈ W such that I(Seαd0Sd−1
0

)uγ 6= {0}. Hence, there exists x ∈ G

such that I(Seαd0Sd−1
0

)uγx 6= {0}. By non-degeneracy of the G-grading, we have
that J := I(Seαd0Sd−1

0
)uγxSx−1 6= {0} is an ideal of Se contained in I. Recall that

I is W -invariant, since W is a subgroup of H. Now, combining the fact that J ⊆
I(Seαd0Sd−1

0
)uSe = I(Seαd0Sd−1

0
)u with Lemma E.3.6, for every y ∈W we get

Ju
−1y ⊆ Iu

−1y((Seαd0Sd−1
0

)u)u
−1y ⊆ Iu

−1y(Seαd0Sd−1
0

)y ⊆ I(Seαd0Sd−1
0

)y.

By Lemma E.7.18, it follows that Ju
−1yπD(α)β = {0} for every y ∈W \

⋃n
k=1 xkHk or,

equivalently, that Jyγ = {0} for every y ∈ W \
⋃n
k=1 u

−1xkHk. In particular, we have
Jyγx = {0}, and hence, Jy(SeγxSx−1) = {0}. This shows that JyJ = {0} for every
y ∈W \

⋃n
k=1 u

−1xkHk. �

E.7.2. Establishing Proposition E.7.4. We still assume that Iπ∆(H)(A) · Iβ 6=
{0}. Combining that assumption with the following lemma, we will establish Proposi-
tion E.7.4.

Lemma E.7.20. There is a Passman form for (A,B) of size smaller than the size of
(H,D, I, β).

Proof. By Lemma E.7.14, we have [H : W ] < ∞. Let J be the ideal of Se from
Lemma E.7.19. By Proposition E.6.4 there exists a subgroup L of H and a nonzero
ideal K ⊆ J of Se such that KyK = {0} for every y ∈ H \ L. Furthermore, we have
[L : L ∩Hk] <∞ for some subgroup Hk of W . We claim that (L,DG(L),KL, πD(α)β)
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is a Passman form of size smaller than the size of (H,D, I, β). We first check that it
satisfies the conditions in Definition E.7.7.

Note that condition (a) is trivially satisfied. Moreover, it follows from Lemma E.3.19
that KL is an L-invariant ideal of Se. Since K ⊆ I, we have KxK = {0} for every
x ∈ G \ H. This shows that KxK = {0} for every x ∈ G \ L. Thus, by Proposi-
tion E.3.21, (KL)x(KL) = {0} for every x ∈ G \ L. Hence, condition (b) is satisfied.
Next, note that γ := πD(α)β ∈ B. It remains to show that KLγ 6= {0} and KLA 6= {0}.
Seeking a contradiction, suppose that KLγ = {0}. Then KLγx = {0}, and hence
KL(SeγxSx−1) = {0}. We get that KLJ = {0}. This implies that J ⊆ r.AnnSe(KL).
But since r.AnnSe(KL) is an L-invariant ideal by Lemma E.3.16, we deduce from
Lemma E.3.19 that J ⊆ JL ⊆ r.AnnSe(KL) and hence that KLJL = {0}. As K ⊆ J ,
this yields (KL)2 = {0}, which is a contradiction by Lemma E.3.22(a). Therefore,
KLπD(α)β 6= {0}. It follows that KLπD(α) 6= {0}, and hence KLA 6= {0}, by
Lemma E.2.18. Summarizing, we have shown that (L,DG(L),KL, πD(α)β) is a Pass-
man form.

To proceed, let n be the size of the Passman form (H,D, I, β), i. e. the num-
ber of cosets of D in H meeting Supp(β). Furthermore, let m denote the size of
(L,DG(L),KL, πD(α)β). We claim that m < n. To show this, first note that D =
DG(H) ⊆ DG(L) and that Supp(πD(α)β) ⊆ D · Supp(β). Hence, m ≤ n. Combin-
ing the facts that [L : L ∩ Hk] < ∞ for some Hk = CW (g) with g ∈ Supp(β) \ D
and L ∩ Hk = L ∩ CW (g) = CL(g), we infer that [L : CL(g)] < ∞ and hence that
g ∈ DG(L). This means that the two distinct D-cosets Dg and D are contained in
DG(L). Consequently, m < n, as claimed. �

We are now fully prepared to prove the following:

Proof of Proposition E.7.4. Let S be nearly epsilon-strongly G-graded such
that Se is G-semiprime. Furthermore, let A,B be nonzero ideals of S such that
AB = {0}. We now show that conditions (a)-(c) in Proposition E.7.4 are satisfied.
By Proposition E.7.10, S admits a minimal Passman form for (A,B), say (H,D, I, β).
Moreover, by Propositon E.7.11, we may assume that Iπ∆(H)(A) 6= {0} and that
Iπ∆(H)(β) 6= {0}. Hence, conditions (a) and (b) hold. Seeking a contradiction, suppose
that Iπ∆(H)(A) · Iβ 6= {0}. Then the previous results, in particular Lemma E.7.20,
yields a Passman form of size smaller than that of (H,D, I, β), which is the desired
contradiction. Hence, Iπ∆(H)(A) · Iβ = {0} which shows that condition (c) holds. �

E.8. The “hard” direction

Recall that S is a G-graded ring. In this section, we prove the implication (a)⇒(e)
of Theorem E.1.3 for nearly epsilon-strongly G-graded rings (see Proposition E.8.9). We
remind the reader that if H,K are subgroups of G, then H normalizes K if Kx = xK
for every x ∈ H. In that case it follows that H ⊆ NG(K), where NG(K) := {x ∈
G | xK = Kx} denotes the normalizer of K in G, and we allow ourselves to speak of
H/K-invariance in the sense of Definition E.3.3.

Lemma E.8.1. Suppose that H,K are subgroups of G such that H normalizes K. If
x ∈ H, k1, k2 ∈ K, r ∈ Sxk1 , α ∈ S and s ∈ Sk2x−1 , then πK(rαs) = rπK(α)s.
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Proof. Write α =
∑
y∈G αy, where αy ∈ Sy for y ∈ G. Take y ∈ G. Note

that xk1 · y · k2x
−1 ∈ K if and only if y ∈ k−1

1 x−1Kxk−1
2 = k−1

1 Kk−1
2 = K. Thus,

πK(rαs) =
∑
y∈G πK(rαys) =

∑
y∈K πK(rαys) =

∑
y∈K rαys = rπK(α)s. �

By Lemma E.8.1, with k1 = k2 = e, we get the following result (cf. [36, p. 721]).

Corollary E.8.2. Suppose that H,K are subgroups of G such that H normalizes K.
For every α ∈ S and x ∈ H, we have Sx−1πK(α)Sx = πK(Sx−1αSx).

Given ideals A,B of S such that AB = {0}, we will find new ideals A1, A2, B1, B2

of subrings of S satisfying A1B1 = {0} and A2B2 = {0}.

Lemma E.8.3. Suppose that S is nearly epsilon-strongly G-graded and that Se is G-
semiprime. If S is not prime, then there exists a subgroup H of G such that S∆(H) is
not prime. In fact, there exist nonzero H/∆(H)-invariant ideals A1, B1 of S∆(H) such
that A1, B1 ⊆ IS∆(H) and A1B1 = {0}.

Proof. Let A,B be nonzero ideals of S such that AB = {0}. By Proposition E.7.4,
there are a subgroup H of G, a nonzero H-invariant ideal I of Se, and β ∈ B such that:

(a) Iπ∆(H)(A) 6= {0};
(b) Iπ∆(H)(β) 6= {0};
(c) Iπ∆(H)(A) · Iβ = {0}.

Consider the set A1 := Iπ∆(H)(A) ⊆ IS∆(H). Clearly, A1 is nonzero by (a). Take
h ∈ H. Then Proposition E.3.12, the fact that ∆(H) ⊆ H, and Lemma E.8.1 yield

Sh−1∆(H)A1Sh∆(H) = Sh−1∆(H)Iπ∆(H)(A)Sh∆(H) = ISh−1∆(H)π∆(H)(A)Sh∆(H)

= Iπ∆(H)(Sh−1∆(H)ASh∆(H)) ⊆ Iπ∆(H)(A) = A1.

By taking h = e, the above computation yields S∆(H)A1S∆(H) ⊆ A1. Thus, A1 is an
H/∆(H)-invariant ideal of S∆(H). Next, we defineB1 :=

∑
h∈H ISh−1∆(H)π∆(H)(β)Sh∆(H).

Clearly, B1 ⊆ IS∆(H) and B1 is nonzero. Take h1 ∈ H. Using that ∆(H) is a normal
subgroup of H and that I is H-invariant, we get

S
h−1
1 ∆(H)

B1Sh1∆(H) =
∑
h∈H

S
h−1
1 ∆(H)

· ISh−1∆(H)π∆(H)(β)Sh∆(H) · Sh1∆(H)

=
∑
h∈H

IS
h−1
1 ∆(H)

Sh−1∆(H) · π∆(H)(β) · Sh∆(H)Sh1∆(H)

⊆
∑
h∈H

IS
h−1
1 h−1∆(H)

· π∆(H)(β) · Shh1∆(H) = B1.

By taking h1 = e, the above computation yields S∆(H)B1S∆(H) ⊆ B1. Thus, B1 is an
H/∆(H)-invariant ideal of S∆(H). By Proposition E.2.20, the induced H/∆(H)-grading
on SH is nearly epsilon-strong and hence Sh−1∆(H)Sh∆(H) ·π∆(H)(A) = π∆(H)(A). Using
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that I is H-invariant, it follows from Lemma E.2.18, Lemma E.8.1, and (c), that

A1B1 = Iπ∆(H)(A) ·
∑
h∈H

ISh−1∆(H)π∆(H)(β)Sh∆(H)

=
∑
h∈H

Iπ∆(H)(A)Sh−1∆(H)π∆(H)(Iβ)Sh∆(H)

=
∑
h∈H

I · Sh−1∆(H)Sh∆(H)π∆(H)(A) · Sh−1∆(H)π∆(H)(Iβ)Sh∆(H)

=
∑
h∈H

ISh−1∆(H) · π∆(H)(Sh∆(H)ASh−1∆(H)) · π∆(H)(Iβ)Sh∆(H)

⊆
∑
h∈H

ISh−1∆(H) · π∆(H)(A) · π∆(H)(Iβ)Sh∆(H)

=
∑
h∈H

Sh−1∆(H) · Iπ∆(H)(A) · π∆(H)(Iβ)Sh∆(H)

=
∑
h∈H

Sh−1∆(H) · π∆(H)

(
Iπ∆(H)(A)Iβ

)
· Sh∆(H) = {0}.

As a result, S∆(H) is not prime. �

Lemma E.8.4. Suppose that we are in the setting of Lemma E.8.3. Then there exists a
finitely generated normal subgroup W of H such that W ⊆ ∆(H). Moreover, there exist
nonzero H/W -invariant ideals A2, B2 of SW such that A2, B2 ⊆ ISW and A2B2 = {0}.

Proof. Let A1, B1 ⊆ IS∆(H) be as in Lemma E.8.3. Then there exist nonzero
elements a1 ∈ A1 and b1 ∈ B1. Putting P := Supp(a1) ∪ Supp(b1) and using that
A1, B1 are ideals of S∆(H), we see that P ⊆ ∆(H). Moreover, let W be the normal
closure of P in H. Then W is clearly a finitely generated normal subgroup of H with
W ⊆ ∆(H). Now, consider A2 := A1 ∩ SW and B2 := B1 ∩ SW . Using that A1 (resp.
B1) is H/∆(H)-invariant, we get that A1 (resp. B1) is H/W -invariant. Clearly, SW
is H/W -invariant. Thus, A2 and B2 are are nonzero H/W -invariant ideals of SW such
that A2, B2 ⊆ ISW . Furthermore, we have A2B2 ⊆ A1B1 = {0}, which completes the
proof. �

We recall the following general result regarding the finite conjugate center ∆(H) of
an arbitrary group H and include parts of the proof for the convenience of the reader.

Proposition E.8.5 ([41, Lem. II.4.1.5(iii)]). Suppose that H is a group and that W is
a finitely generated subgroup of ∆(H). Then there exists a finite characteristic subgroup
N �W such that W/N is torsion-free abelian.

Proof. Put N := {w ∈ W | ord(w) <∞}. It can be shown that the commutator
subgroup W ′ = [W,W ] is finite (see [41, Lem. II.4.1.5(ii)]). Thus W ′ ⊆ N . Moreover,
note that W/W ′ is a finitely generated abelian group. By the fundamental theorem
of finitely generated abelian groups, W/W ′ has a finite maximal torsion subgroup K,
i. e. W/W ′ ∼= Zn ⊕K for some n ≥ 0. By restricting to torsion elements, we see that
N/W ′ ∼= K. Thus, N is a finite subgroup of W . Since every automorphism of W
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preserves element order, it follows that N is a characteristic subgroup of W . We also
get that W/N is torsion-free abelian, because W ′ ⊆ N . �

Definition E.8.6 (cf. [36, p. 14]). Suppose that A is a nonzero ideal of a nearly
epsilon-strongly W -graded ring SW and that N � W . For any nonzero a ∈ A we
define meetN (a) to be the number of cosets of N in W that meet Supp(a). Define
m := min{meetN (b) | b ∈ A \ {0}}. Let minN (A) denote the additive span of all
nonzero elements a ∈ A such that meetN (a) = m.

Lemma E.8.7 (cf. [36, Lem. 4.1]). Suppose that S is nearly epsilon-strongly G-graded
and that H is a subgroup of G. Furthermore, suppose that N �W are subgroups of G
that are normalized by H and that A is a nonzero H/W -invariant ideal of SW . Then
the following assertions hold:

(a) minN (A) is a nonzero H/W -invariant ideal of SW .
(b) πN (A) is a nonzero H/W -invariant ideal of SN .

Proof. (a): Note that minN (A) is nonzero by definition. We show that minN (A)
is an ideal of SW . Let α 6= 0 be a generator of minN (A) and take w ∈ W . It is
enough to show that Swα and αSw are contained in minN (A). To this end, note that
Supp(αSw) ⊆ (Supp(α))w and that Supp(Swα) ⊆ w(Supp(α)). Since N �W , right and
left cosets of N in W coincide. Let {w1N,w2N, . . . , wmN} be a minimal set of cosets
of N that covers Supp(α). That is, Supp(α) ⊆ w1N ∪ . . . ∪ wmN = Nw1 ∪ . . . ∪Nwm
with m minimal among such covers. Hence, Supp(αSw) ⊆ Nw1w ∪ . . . ∪ Nwmw and
Supp(Swα) ⊆ ww1N ∪ . . .∪wwmN , and consequently, αSw and Swα meet less than or
exactly m cosets of N . It follows that αSw, Swα ∈ minN (A) and therefore minN (A) is
an ideal of SW .

Next, let α ∈ A be a generator of minN (A) and take h ∈ H. To show that minN (A)
is H/W -invariant, it is enough to show that Sh−1WαShW ⊆ minN (A). Take k1, k2 ∈W .
We will show that Sh−1k1

αShk2 ⊆ minN (A)
Using that A is assumed to be H/W -invariant, we have Sh−1k1

αShk2 ⊆ A. Hence,
it only remains to show that Sh−1k1

αShk2 meets a minimal number of cosets of N . As
before, let w1N ∪ . . . ∪ wmN be a minimal cover of Supp(α). Then

Supp(Sh−1k1
αShk2) ⊆ h−1k1(Supp(α))hk2

⊆ h−1k1(w1N)hk2 ∪ h−1k1(w2N)hk2 ∪ . . . ∪ h−1k1(wmN)hk2.

Since both H and W normalize N , we get that h−1k1(wiN)hk2 = (h−1k1wihk2)N .
Moreover, since H normalizes W , and k1wi ∈ W , we have h−1(k1wi)h ∈ W . Thus,
h−1k1wih · k2 ∈ W . Hence, Supp(Sh−1k1

αShk2) meets less than or exactly m cosets of
N in W . Thus, minN (A) is H/W -invariant.

(b): By Lemma E.2.19 and Proposition E.2.15, it follows that πN (A) is a nonzero
ideal of SN . Take α ∈ A and h ∈ H. Since H normalizes N , Lemma E.8.1 yields
Sh−1WπN (α)ShW = πN (Sh−1WαShW ) ⊆ πN (Sh−1WAShW ) ⊆ πN (A), where the last
inclusion follows by theH/W -invariance of A. This shows that πN (A) isH/W -invariant.

�
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Lemma E.8.8 (cf. [36, Lem. 4.2]). Suppose that S is nearly epsilon-strongly G-graded
and that H is a subgroup of G. Let N � W be subgroups of G such that N,W are
normalized by H and W/N is a unique product group. Furthermore, let A,B be nonzero
ideals of SW such that AB = {0}. Then there exist nonzero ideals A′, B′ of SN such
that A′B′ = {0}. Moreover, the following assertions hold:
(a) If A (resp. B) is H/W -invariant, then A′ (resp. B′) is H/W -invariant.
(b) If A,B ⊆ ISW for some ideal I ⊆ Se, then A′, B′ ⊆ ISN .

Proof. Put A′ := πN (minN (A)) and B′ := πN (minN (B)), and note that they are
both ideals of SN by Lemma E.8.7. Let α =

∑
x∈G αx ∈ A and β =

∑
x∈G βx ∈ B be

generators of minN (A) and minN (B), respectively.
Consider the induced W/N -grading on SW (see Section E.2.5). With this grading,

SW has principal component SN . Moreover, it follows from Proposition E.2.20 that
SW is a nearly epsilon-strongly W/N -graded ring. Thus, we may w.l.o.g. assume that
N = {e}.

Now, using the fact thatW is a unique product group, we write x0y0 for the unique
product of (Supp(α))(Supp(β)) and deduce from αβ ⊆ AB = {0} that αx0βy0 = 0, since
no cancelling can occur. But then αβy0 =

∑
x∈G αxβy0 has smaller support size than

that of α. Since α meets a minimal number of cosets of N , it follows that αβy0 = 0.
Hence, αxβy0 = 0 for every x ∈W , which in turn implies that αxβ has smaller support
size than that of β. As a result, we must have αxβ = 0. In consequence, we have
αxβy = 0 for all x, y ∈W , and hence πN (α)πN (β) = αeβe = 0. Thus, A′B′ = {0}.

Finally, we prove (a) and (b). If A isH/W -invariant, then it follows by Lemma E.8.7
that A′ is H/W -invariant. Next, suppose that A ⊆ ISW . Then, minN (A) ⊆ A ⊆ ISW .
Hence, by Lemma E.2.18, A′ = πN (minN (A)) ⊆ πN (ISW ) ⊆ ISN . The proof of the
corresponding statements for B and B′ is completely analogous. �

Proposition E.8.9. Suppose that S is nearly epsilon-strongly G-graded. If S is not
prime, then it has an NP-datum (H,N, I, Ã, B̃) for which Ã, B̃ are H/N-invariant.

Proof. If Se is not G-semiprime, then the desired conclusion follows from Corol-
lary E.7.3. Now, suppose that Se is G-semiprime. Then Proposition E.7.4 provides us
with a subgroup H of G and an H-invariant ideal I of Se such that IxI = {0} for every
x ∈ G \H. In particular, condition (NP2) holds.

To proceed, we apply Lemma E.8.3, which yields nonzero H/∆(H)-invariant ideals
A1, B1 of S∆(H) such that A1B1 = {0}. Moreover, by Lemma E.8.4 there exists a finitely
generated normal subgroupW of H withW ⊆ ∆(H) and nonzero H/W -invariant ideals
A2, B2 of SW such that A2B2 = {0}.

Next, by Proposition E.8.5 there is a finite characteristic subgroup N �W such
that W/N is torsion-free abelian. Since N is a characteristic subgroup, we get that
N �W � H. This establishes condition (NP1). Moreover, by a well-known result by
Levi [26], W/N is an ordered group, and hence a unique product group. Note that
H normalizes N and W . This means that Lemma E.8.8 is at our disposal, i. e. there
are nonzero H/W -invariant, and in particular H/N -invariant, ideals Ã, B̃ of SN such
that Ã, B̃ ⊆ ISN and ÃB̃ = {0}. Hence, condition (NP3) holds. This shows that
(H,N, I, Ã, B̃) is an NP-datum for S. �



E.10. APPLICATIONS FOR TORSION-FREE GRADING GROUPS 189

E.9. Proof of the main theorem

In this section, we finish the proof of Theorem E.1.3 and show that Passman’s
result (see Theorem E.1.1) can be recovered from it.

Proof of Theorem E.1.3. (1) Suppose that S is non-degenerately G-graded.
(e)⇒(d): Suppose that (e) holds. By Lemma E.3.13, Ã, B̃ are H-invariant. It only

remains to show that ÃSHB̃ = {0}. Take x ∈ H. Seeking a contradiction, suppose
that ÃSxN B̃ 6= {0}. Note that ÃSxN B̃ ⊆ SxN . By non-degeneracy of the G-grading
on S, it follows that SH is non-degenerately H-graded. Hence, by Proposition E.2.21,
the H/N -grading on SH is also non-degenerate. Consequently, Sx−1N ÃSxN B̃ 6= {0}.
By the H/N -invariance of Ã we get that {0} 6= Sx−1N ÃSxN B̃ ⊆ ÃB̃ = {0} which is a
contradiction. We conclude that ÃSxB̃ ⊆ ÃSxN B̃ = {0}. Thus, ÃSHB̃ = {0}.

(d)⇒(c)⇒(b): This is trivial.
(b)⇒(a): This follows from Proposition E.5.3.
(2) Suppose that S is nearly epsilon-strongly G-graded. By Proposition E.2.15, S

is non-degenerately G-graded. Hence, by (1) we get that (e)⇒(d)⇒(c)⇒(b)⇒(a). The
remaining implication, (a)⇒(e), follows from Proposition E.8.9. �

Proof of Theorem E.1.1. Let S be a unital strongly G-graded ring. The claim
of Theorem E.1.1 follows immediately from Remark E.5.6 and the equivalence (a)⇔(d)
in Theorem E.1.3. �

E.10. Applications for torsion-free grading groups

Recall that S is a G-graded ring. In this section, we pay special attention to the case
when G is torsion-free. The following result generalizes Corollary E.4.14 and establishes
Theorem E.1.4:

Theorem E.10.1 (cf. [36, Cor. 4.6]). Suppose that G is torsion-free and that S is
nearly epsilon-strongly G-graded. Then S is prime if and only if Se is G-prime.

Proof. Suppose that S is not prime. By Theorem E.1.3, there is a balanced NP-
datum
(H,N, I, Ã, B̃) for S. Using that G is torsion-free, we conclude that N = {e}. In
consequence, SN = Se and I, Ã, B̃ are all ideals of Se. Consider the sets ÃG and B̃G.
By Proposition E.3.19 they are nonzero G-invariant ideals of Se. Note that ÃSxB̃ = {0}
for every x ∈ G by the same argument as in the proof of Proposition E.5.3. Using this,
we get that ÃGB̃G = {0} and hence Se is not G-prime.

Now suppose that S is prime. By Corollary E.5.8, it follows that Se is G-prime. �

Remark E.10.2. Note that a strongly G-graded ring with local units is necessarily
nearly epsilon-strongly G-graded (see Lemma E.2.16). Hence, [3, Thm. 3.1] by Abrams
and Haefner follows from Theorem E.10.1.

The following corollary is similar to a result by Öinert [33, Thm. 4.4]:

Corollary E.10.3. Suppose that G is torsion-free and that S is nearly epsilon-strongly
G-graded. If Se is prime, then S is prime.
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Example E.10.4. Let R be a unital ring, let u be an idempotent of R, and let α : R→
uRu be a corner ring isomorphism. In this example we consider the corner skew Laurent
polynomial ring R[t+, t−, α] which was introduced by Ara, Gonzalez-Barroso, Goodearl
and Pardo in [5]. For the convenience of the reader we now briefly recall its definition:
R[t+, t−, α] is the universal unital ring satisfying the following two conditions:
(a) there is a unital ring homomorphism i : R→ R[t+, t−, α];
(b) R[t+, t−, α] is the R-algebra satisfying the following equations for every r ∈ R:

t−t+ = 1, t+t− = i(u), rt− = t−α(r), t+r = α(r)t+.

Assigning degrees −1 to t− and 1 to t+ turns R[t+, t−, α] into a Z-graded ring with
principal component R. By [23, Prop. 8.1], R[t+, t−, α] is nearly epsilon-strongly Z-
graded. Hence, if R is prime, then it follows from Corollary E.10.3 that R[t+, t−, α] is
also prime. Of course, when u = 1 and α is the identity map, then R[t+, t−, α] is the
familiar ring R[t, t−1].

E.11. Applications to s-unital strongly graded rings

In this section, we apply our results to s-unital strongly G-graded rings. Recall
that, by Lemma E.2.16, every s-unital strongly G-graded ring is nearly epsilon-strongly
G-graded. Thus, by Theorem E.1.3, we obtain the following s-unital generalization of
Passman’s Theorem E.1.1:

Corollary E.11.1. Suppose that S is an s-unital strongly G-graded ring. Then S is
not prime if and only if it has an NP-datum (H,N, I, Ã, B̃) for which Ã, B̃ are both
H-invariant.

E.11.1. Morita context algebras. Let S be an s-unital strongly G-graded ring.
For every x ∈ G the canonical multiplication map mx : Sx⊗Se Sx−1 → Se, a⊗ b 7→ ab is
an isomorphism of Se-bimodules. Indeed, mx is well-defined and surjective, using that
S is strongly G-graded. Moreover, the injectivity is a consequence of the s-unitality.
Noteworthily, by associativity of the multiplication, for every x ∈ G we also have

mx ⊗ id = id⊗mx−1 : Sx ⊗Se Sx−1 ⊗Se Sx → Sx

mx−1 ⊗ id = id⊗mx : Sx−1 ⊗Se Sx ⊗Se Sx−1 → Sx−1 .

Thus, for every x ∈ G we get a quintupel (Se, Sx, Sx−1 ,mx,mx−1) which is usually
referred to as a strict Morita context.

Next, let us consider an s-unital ringR and a strict Morita context (R,M,N, µ1, µ−1),
i. e. we have R-bimodules M,N and R-bimodule isomorphisms

µ1 : M ⊗R N → R, µ−1 : N ⊗RM → R

satisfying the mixed associativity conditions µ1⊗ id = id⊗µ−1 and µ−1⊗ id = id⊗µ1.
Furthermore, we assume that RM = MR = M and RN = NR = N . We form a
Z-graded module S by putting

Sn :=


R n = 0

M⊗
n
R n > 0

N⊗
−n
R n < 0.
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We wish to turn S into a Z-graded ring. The product of two positively graded elements
is just the usual tensor product ⊗R of tensor products ofM ’s, and similarly the product
of two negatively graded elements is just the usual tensor product of N ’s. To deal with
products of mixed elements, we repeatedly make use of the maps µ1 and µ−1. By the
mixed associativity conditions, this multiplication becomes associative, and hence S is
a Z-graded ring as desired. In addition, as the maps µ1 and µ−1 are surjective, we
may infer that S is strongly Z-graded. Clearly, S is s-unital. Finally, Theorem E.10.1
implies that if R is Z-prime, then S is prime.

E.11.2. s-unital strongly graded matrix rings. In what follows, let R be an
s-unital ring. Let MZ(R) denote the ring of infinite Z × Z-matrices with only finitely
many nonzero entries in R. For r ∈ R and i, j ∈ Z we write rei,j for the matrix in
MZ(R) with r in the ijth position and zeros elsewhere. We regardMZ(R) as a Z-graded
ring with respect to

deg(rei,j) := i− j for all i, j ∈ Z and all nonzero r ∈ R. (44)

The corresponding homogeneous components of the Z-grading are given by

(MZ(R))k =
⊕
i∈Z

Rei+k,i, k ∈ Z.

In particular, (MZ(R))0 =
⊕

i∈ZRei,i is the main diagonal.

Lemma E.11.2. The ring MZ(R) is s-unital and strongly Z-graded with respect to the
grading defined by (44).

Proof. Put S := MZ(R). By Proposition E.2.1 and s-unitality of R, it follows
that S is s-unital and that S0Sn = SnS0 = Sn, for every n ∈ Z. Take k ∈ Z. Since R is
s-unital, and hence idempotent, we get that SkS−k = (

∑
i∈ZRei+k,i)(

∑
j∈ZRej−k,j) =∑

i∈ZR
2ei+k,iei,i+k =

∑
i∈ZRei+k,i+k = S0. The claim now follows from Proposi-

tion E.2.2. �

Corollary E.11.3. The ring MZ(R) is prime if and only if R is prime.

Proof. Suppose that R is not prime, i. e. there are nonzero ideals A,B of R such
that AB = {0}. Then MZ(A) ·MZ(B) = {0} which shows that MZ(R) is not prime.
Conversely suppose that R is prime. Note that any ideal I of (MZ(R))0 is of the form
I =

⊕
i∈Z Iiei,i for some family of R-ideals Ii, i ∈ Z, and it is Z-invariant if and only

if Ii = I0 for every i ∈ Z. Next, let A,B be Z-invariant ideals of (MZ(R))0 such that
AB = {0}. There are R-ideals A0, B0 such that A =

⊕
i∈ZA0ei,i and B =

⊕
i∈ZB0ei,i.

Since AB = {0}, we see that A0B0 = {0} and thus A0 = {0} or B0 = {0} due to the
primeness of R. Hence, A = {0} or B = {0}. Consequently, (MZ(R))0 is Z-prime and
hence MZ(R) is prime by Theorem E.10.1. �

Remark E.11.4. The above result shows that primeness of the principal component
is not a necessary condition for primeness of a strongly graded ring. Nevertheless, by
Corollary E.5.8, G-primeness of Se is a necessary condition.
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Now we fix n ∈ N and consider Mn(R), the ring of n × n-matrices with entries in
R. The ring Mn(R) comes equipped with a natural Z-grading defined by

deg(rei,j) := i− j for all i, j ∈ {1, . . . , n} and all nonzero r ∈ R. (45)

Lemma E.11.5. The ring Mn(R) is nearly epsilon-strongly Z-graded with respect to
the grading defined by (45).

Proof. Put S := Mn(R). Take k ∈ Z and r ∈ R. Note that for i, j such that
i − j = k, and a, b, c ∈ R such that abc = r, we have aei,j , cei,j ∈ Sk, bej,i ∈ S−k and
aei,jbej,icei,j = rei,j . Take s ∈ Sk. Then s =

∑
i−j=k ri,jei,j ∈ Sk for some ri,j ∈ R.

By Proposition E.2.1 and s-unitality of R, there is u ∈ R such that uri,j = ri,ju = ri,j
for all i, j. Put v :=

∑
i−j=k uei,juej,i ∈ SkS−k and w :=

∑
i−j=k uej,iuei,j ∈ S−kSk.

Then vs = s and sw = s. This shows that S is nearly epsilon-strongly Z-graded. �

Note that if R is prime, then (Mn(R))0 is Z-prime. Hence, by Corollary E.4.14 and
Lemma E.11.5, we obtain the following s-unital generalization of a well-known result:

Corollary E.11.6 (cf. [21, Prop. 10.20]). The ring Mn(R) is prime if and only if R is
prime.

The Z-grading on Mn(R) defined above induces a Z/nZ-grading on Mn(R) (see
Section E.2.5). By Lemma E.11.5 and Proposition E.2.20, this turns Mn(R) into a
nearly epsilon-strongly Z/nZ-graded ring. By using an argument similar to the one in
the proof of Lemma E.11.2, it is not difficult to see that this grading is, in fact, strong.
Hence, Corollary E.11.1 is applicable but presently it is not clear to the authors how to
use it to prove Corollary E.11.6.

E.12. Applications to s-unital skew group rings

Connell [10] famously gave a characterization of when a unital group ring R[G] is
prime. In this section, we generalize and recover his result from our main theorem.
More precisely, we describe when an s-unital group ring R[G] is prime.

Let R be a (possibly non-unital) ring and let α : G→ Aut(R) be a group homomor-
phism. We define the skew group ring R ?α G as the set of all formal sums

∑
x∈G rxδx

where δx is a symbol for each x ∈ G and rx ∈ R is zero for all but finitely many x ∈ G.
Addition on R?αG is defined in the natural way and multiplication is defined by linearly
extending the rules rδxr′δy = rαx(r′)δxy, for all r, r′ ∈ R and x, y ∈ G. This yields an
associative ring structure on R ?α G. Moreover, S = R ?α G is canonically G-graded by
putting Sx := Rδx for every x ∈ G. If αx = idR for every x ∈ G, then we simply write
R[G] for R ?α G and call it a group ring. Note that R ?α G is a so-called partial skew
group ring (see Section E.13).

Proposition E.12.1. Suppose that R is a ring and that α : G → Aut(R) is a group
homomorphism. The following assertions are equivalent:
(a) R is idempotent;
(b) R ?α G is strongly G-graded;
(c) R ?α G is symmetrically G-graded.
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Proof. (a)⇒(b): Suppose that R is idempotent, i. e. R2 = R. Then for all
x, y ∈ G we have (Rδx)(Rδy) = Rαx(R)δxy = Rδxy. In other words, R ?α G is strongly
G-graded.

(b)⇒(c): This holds in general for strongly G-graded rings (see [24, Prop. 4.45]).
(c)⇒(a): This holds in general for symmetricallyG-graded rings (see [24, Prop. 4.47]).

�

Proposition E.12.2. Suppose that R is a ring and that α : G → Aut(R) is a group
homomorphism. The following assertions are equivalent:
(a) R is s-unital;
(b) R ?α G is s-unital strongly G-graded;
(c) R ?α G is nearly epsilon-strongly G-graded.

Proof. (a)⇒(b): Suppose that R is s-unital. In particular, R is idempotent.
Hence, R?αG is strongly G-graded by Proposition E.12.1. It is easy to see that R?αG
is s-unital.

(b)⇒(c): This follows from Lemma E.2.16.
(c)⇒(a): This holds for any nearly epsilon-strongly graded ring (see Proposi-

tion E.2.13). �

Example E.12.3. In this example we consider the s-unital ring MN(R) of N × N-
matrices with only finitely many nonzero entries in R. Recall that the group SO3(R) of
rotations in R3 contains a subgroup F isomorphic to free group of rank 2 (see e. g. [17,
42]). For every x ∈ F ⊆ SO3(R) we may define a diagonal matrix diag(x, x, x, . . .) which
is row-finite and column-finite but does not belong to MN(R). We thus obtain a group
homomorphism α : F → Aut

(
MN(R)

)
by putting

αx(a) := diag(x, x, x, . . .) a diag(x−1, x−1, x−1, . . .)

for x ∈ F and a ∈ MN(R). Since MN(R) is simple and F is torsion-free, it follows from
Corollary E.10.3 that the s-unital skew group ring MN(R) ?α F is prime.

We proceed to prove Theorem E.1.5 by using our main theorem:

Theorem E.12.4. Suppose that R is an s-unital ring. Then the group ring R[G] is
prime if and only if R is prime and G has no non-trivial finite normal subgroup.

Proof. We prove the converse statement: R[G] is not prime if and only if R is not
prime or G has a non-trivial finite normal subgroup. By Proposition E.12.2, (a)⇔(c)
in Theorem E.1.3 holds for S = R[G]. In other words, the group ring R[G] is not prime
if and only if it has a balanced NP-datum. We prove that the G-graded ring R[G] has
a balanced NP-datum if and only if R is not prime or G has a non-trivial finite normal
subgroup. First note that for any ideal I of R we have Ix = Rδx−1IRδx = RIRδe = Iδe
for every x ∈ G. In particular, every ideal of R is G-invariant.

Suppose that (H,N, I, Ã, B̃) is a balanced NP-datum for R[G].
Case 1: H = G. Note that N �H = G is a finite normal subgroup of G. Condition

(NP4) proves that R[N ] is not prime. Then either N = {e} and R is not prime or there
exists a non-trivial finite normal subgroup N of G.
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Case 2: H $ G. Note that condition (NP2) implies that there is a nonzero ideal I
of R such that I2 = {0}. Thus R is not prime.

Now we prove the converse statement.
Case I: R is not prime. There are nonzero ideals Ã, B̃ of R such that ÃB̃ = {0}.

This implies that ÃRδxB̃ = RδxÃB̃ = {0} for every x ∈ G. Therefore, Ã·R[G]·B̃ = {0}.
We note that (G, {e}, R, Ã, B̃) is a balanced NP-datum.

Case II: there exists a non-trivial finite normal subgroup N of G.
Consider H := G and I := R. Pick a nonzero a ∈ R. Let Ã be the ideal of SN

generated by the element
∑
n∈N aδn and let B̃ be the ideal of SN generated by the set

{rδn − rδe | n ∈ N, r ∈ R}. Since N is non-trivial, it follows that Ã and B̃ are nonzero
ideals of SN . Next, let t ∈ R, x ∈ G and n1 ∈ N . Then, since N is finite and normal in
G, (∑

n∈N

aδn

)
tδx(rδn1 − rδe) =

(∑
n∈N

atδnx

)
(rδn1 − rδe) =

=

(∑
n∈N

atδxn

)
(rδn1 − rδe) =

= aδx

(∑
n∈N

tδn

)
(rδn1 − rδe) =

= aδx

(∑
n∈N

trδnn1 −
∑
n∈N

trδne

)
=

= aδx

(∑
n∈N

trδn −
∑
n∈N

trδn

)
=

= 0.

This shows that Ã ·R[G] · B̃ = {0}. Hence, (H,N, I, Ã, B̃) is a balanced NP-datum. �

Remark E.12.5. Note that Theorem E.12.4 applies to s-unital group rings R[G] which
are not necessarily unital. Hence, this application shows that our results indeed reach
farther than Passman’s results [37, 35, 36] which are only concerned with unital rings.

Remark E.12.6. The above result can not be generalized to s-unital (unital) skew
group rings. Indeed, neither primeness of R nor the non-existence of non-trivial finite
normal subroups of G are necessary conditions for primeness of an s-unital skew group
ring R ?α G. To see this, consider the matrix algebra M4(R) ∼= R4 ?α Z/4Z as a unital
skew group ring. It is well-known that M4(R) is prime, but R4 is not prime and Z/4Z
contains a non-trivial finite normal subgroup. Note, however, that in this case R4 is
actually Z/4Z-prime.

Example E.12.7. Suppose that G is torsion-free and let F (G,C) be the algebra of
all complex-valued functions on G with finite support, under pointwise addition and
multiplication. Note that F (G,C) is s-unital. We define a map α : G→ Aut

(
F (G,C)

)
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by putting αx(f)(y) := f(x−1y) for all x, y ∈ G and f ∈ F (G,C). Clearly, F (G,C) is
G-prime. Using Theorem E.10.1, we get that F (G,C) ?α G is prime.

Remark E.12.8. Consider the non-unital group ring R[G] where R := 2Z and G := Z.
Note that R is not s-unital and hence R[G] is not nearly epsilon-strongly G-graded (see
Proposition E.2.13). It is, however, non-degenerately G-graded. In fact, it is not difficult
to see that R[G] is a domain and hence prime. From this and the fact that G is torsion-
free, we easily see that the equivalences (a)⇔(b)⇔(c)⇔(d)⇔(e) in Theorem E.1.3 hold
for R[G]. This example suggests that it might be possible to generalize Theorem E.1.3.

E.13. Applications to crossed products defined by partial actions

A significant development in the study of C∗-algebras was the introduction of the
notion of a partial action by Exel [14]. Various algebraic analogues of this notion were
developed and studied during the last two decades (see e. g. [7, 13, 12]).

In this section, we apply our main theorem to obtain results on primeness of s-unital
partial skew group rings (see Section E.13.1) and of unital partial crossed products (see
Section E.13.2). We also apply our results to some particular examples of partial skew
group rings associated with partial dynamical systems (see Section E.13.3).

E.13.1. Partial skew group rings. Recall that a partial action of G on an s-
unital ring R (see [13, p. 1932]) is a pair ({αg}g∈G, {Dg}g∈G), where for all g, h ∈ G,
Dg is a (possibly zero) s-unital ideal of R, αg : Dg−1 → Dg is a ring isomorphism. We
require that the following conditions hold for all g, h ∈ G:
(P1) αe = idR;
(P2) αg(Dg−1Dh) = DgDgh;
(P3) if r ∈ Dh−1D(gh)−1 , then αg(αh(r)) = αgh(r).
Given a partial action of G on R, we can form the s-unital partial skew group ring
R ?α G :=

⊕
g∈GDgδg where the δg’s are formal symbols. For g, h ∈ G, r ∈ Dg and

r′ ∈ Dh the multiplication is defined by the rule:

(rδg)(r
′δh) = αg(αg−1(r)r′)δgh

It can be shown that R ?α G is an associative ring (see e. g. [13, Cor. 3.2]). Moreover,
S := R ?α G is canonically G-graded by putting Sg := Dgδg for every g ∈ G.

Proposition E.13.1. The canonical G-grading on R ?α G is nearly epsilon-strong.

Proof. Take g ∈ G. Note that

SgSg−1 = DgδgDg−1δg−1 = αg(αg−1(Dg)Dg−1)δe =

= αg(Dg−1Dg−1)δe = αg(Dg−1)δe = Dgδe

and hence

SgSg−1Sg = (SgSg−1)Sg = DgδeDgδg = D2
gδg = Dgδg = Sg.

This shows that the G-grading is symmetrical and that SgSg−1 is s-unital for every
g ∈ G. By Proposition E.2.11 the desired conclusion follows. �

Remark E.13.2. We will identify R with Rδe via the canonical isomorphism.
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Definition E.13.3. Let H be a subgroup of G. An ideal I of R is called H-invariant
if αh(IDh−1) ⊆ I for every h ∈ H. The ring R is called G-prime if for all G-invariant
ideals I, J of R, we have I = {0} or J = {0}, whenever IJ = {0}.

Remark E.13.4. Consider S := R ?α G with its canonical G-grading.
(a) Let H be a subgroup of G. Note that, for h ∈ H, we have

Ih ⊆ I ⇐⇒ Dh−1δh−1 · I ·Dhδh ⊆ Iδe ⇐⇒ αh−1(αh(Dh−1)IDh)δe ⊆ Iδe
⇐⇒ αh−1(DhIDh)δe ⊆ Iδe ⇐⇒ αh−1(DhIDh) ⊆ I ⇐⇒ αh−1(IDh) ⊆ I.

This shows that G-invariance in the sense of Definition E.13.3 is equivalent to G-
invariance defined by the G-grading (see Definition E.3.3).
(b) By (a) we note that R is G-prime if and only if Se is G-prime.

Theorem E.13.5. Suppose that G is torsion-free and that R?αG is an s-unital partial
skew group ring. Then R ?α G is prime if and only if R is G-prime.

Proof. This follows from Proposition E.13.1, Theorem E.10.1 and Remark E.13.4(b).
�

We proceed to characterize prime s-unital partial skew group rings for general
groups.

Lemma E.13.6. Suppose that ({αg}g∈G, {Dg}g∈G) is a partial action of G on R, and
that I is an ideal of R. For any subgroup H of G, the following holds:

αh(IDh−1) ⊆ I, ∀h ∈ H ⇐⇒ αh(IDh−1) = IDh, ∀h ∈ H

Proof. Take h ∈ G.
(⇐): Clear, since IDh ⊆ I.
(⇒): Note that I ∩ Dh = I · Dh, by s-unitality of Dh. Thus, αh(IDh−1) ⊆ I

implies αh(IDh−1) ⊆ I ∩Dh = IDh. By applying αh−1 to both sides, and using that h
is arbitrary, we get IDh−1 ⊆ αh−1(IDh) ⊆ IDh−1 . Hence, αh−1(IDh) = IDh−1 . �

Theorem E.13.7. The s-unital partial skew group ring R?αG is not prime if and only
if there are:
(i) subgroups N �H ⊆ G with N finite,
(ii) an ideal I of R such that

• αh(IDh−1) = IDh for every h ∈ H,
• IDg · αg(IDg−1) = {0} for every g ∈ G \H, and

(iii) nonzero ideals Ã, B̃ of R?αN such that Ã, B̃ ⊆ Iδe(R?αN) and Ã ·Dhδh ·B̃ = {0}
for every h ∈ H.

Proof. By Proposition E.13.1, we may apply Theorem E.1.3 to S := R ?α G. For
g ∈ G, we get

Ig · I = {0} ⇐⇒ Dg−1δg−1 · I ·Dgδg · Iδe = {0} ⇐⇒ αg−1(αg(Dg−1) · IDg)δe · Iδe = {0}
⇐⇒ (αg−1(Dg · IDg) · I)δe = {0} ⇐⇒ αg−1(DgIDg) · I = {0}
⇐⇒ αg−1(DgIDg) · IDg−1 = {0} ⇐⇒ DgIDg · αg(IDg−1) = {0}.
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Using that I,Dg are ideals of R and that Dg is s-unital, we get that DgIDg ⊆ IDg ⊆
Dg(IDg). Hence, DgIDg = IDg. We conclude that Ig · I = {0} if and only if
IDg · αg(IDg−1) = {0}. The desired conclusion now follows by Remark E.13.4(a)
and Lemma E.13.6. �

E.13.2. Unital partial crossed products. Recall that a unital twisted partial
action of G on a unital ring R (see [32, p. 2]) is a triple

({αg}g∈G, {Dg}g∈G, {wg,h}(g,h)∈G×G),

where for all g, h ∈ G, Dg is a unital ideal of R, αg : Dg−1 → Dg is a ring isomorphism
and wg,h is an invertible element in DgDgh. Let 1g ∈ Z(R) denote the (not necessarily
nonzero) multiplicative identity element of the ideal Dg. We require that the following
conditions hold for all g, h ∈ G:
(UP1) αe = idR;
(UP2) αg(Dg−1Dh) = DgDgh;
(UP3) if r ∈ Dh−1D(gh)−1 , then αg(αh(r)) = wg,hαgh(r)w−1

g,h;
(UP4) we,g = wg,e = 1g;
(UP5) if r ∈ Dg−1DhDhl, then αg(rwh,l)wg,hl = αg(r)wg,hwgh,l.

Given a unital twisted partial action of G on R, we can form the unital partial
crossed product R ?wα G :=

⊕
g∈GDgδg where the δg’s are formal symbols. For g, h ∈

G, r ∈ Dg and r′ ∈ Dh the multiplication is defined by the rule:

(rδg)(r
′δh) = rαg(r

′1g−1)wg,hδgh

It can be shown that R ?wα G is an associative ring (see e. g. [12, Thm. 2.4]). Moreover,
Nystedt, Öinert and Pinedo established in [32, Thm. 35] that its natural G-grading is
epsilon-strong, and in particular nearly epsilon-strong. Thus, Theorem E.1.3 is appli-
cable.

Remark E.13.8. (a) Let H be a subgroup of G. Note that an ideal I of R is H-
invariant (in the sense of Definition E.13.3) if and only if αh(I1h−1) ⊆ I for every
h ∈ H.
(b) We also define G-primeness of R according to Definition E.13.3. By a computation,
similar to the one in Remark E.13.4, we note that G-primeness of R is equivalent to
G-primeness of Se.

The next result partially generalizes Theorem E.13.5.

Theorem E.13.9. Suppose that G is torsion-free and that R ?wα G is a unital partial
crossed product. Then R ?wα G is prime if and only if R is G-prime.

Proof. Using the fact that unital partial crossed products are epsilon-strongly
graded (see [32, Thm. 35]), the desired conclusion follows from Theorem E.10.1 and
Remark E.13.8(b). �

The proof of the following result is similar to the proof of Theorem E.13.5 and is
therefore omitted.

Theorem E.13.10. The unital partial crossed product R?wα G is not prime if and only
if there are:
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(i) subgroups N �H ⊆ G with N finite,
(ii) an ideal I of R such that

• αh(I1h−1) = I1h for every h ∈ H,
• I · αg(I1g−1) = {0} for every g ∈ G \H, and

(iii) nonzero ideals Ã, B̃ of R?wα N such that Ã, B̃ ⊆ I · (R?wα N) and Ã ·1hδh · B̃ = {0}
for every h ∈ H.

E.13.3. Partial dynamical systems. In this section we consider several exam-
ples of partial skew group rings coming from a particular type of partial dynamical
system (cf. [15]).

LetX be a topological space and let A1, A2, B1, B2 be subspaces ofX. Furthermore,
let h1 : A1 → B1 and h2 : A2 → B2 be homeomorphisms. For the remainder of this
section, G denotes the free group F2 = 〈g1, g2〉. For g ∈ G we define,

θg =


hj if g = gj
h−1
j if g = g−1

j

θ±1
gk1
◦ · · · ◦ θ±1

gkm
if g = g±k1 · · · g

±
km

is in reduced form,

where ◦ denotes partial function composition. Moreover, we let Xg denote the domain
of the function θg−1 . We thus obtain a partial action of G on the space X which we
denote by ({θg}g∈G, {Xg}g∈G). This induces a partial action of G on the s-unital ring
R := Cc(X), of continuous compactly supported complex-valued functions on X, by
putting Dg := Cc(Xg) and defining αg : Dg−1 → Dg by αg(f) := f ◦ θg−1 for every
g ∈ G. Therefore, we may define the s-unital partial skew group ring S := R ?α G.

Example E.13.11. (a) First, we consider X = R with
• h1 : [0,∞)→ (−∞, 0], t 7→ −t, and
• h2 : R→ R, t 7→ t+ 1.

It is not difficult to see that R = Cc(R) is not G-prime. Hence, by Theorem E.13.10,
Cc(R) ?α G is not prime.
(b) Now we consider X = R with

• h1 : [0,∞)→ [0,∞), t 7→ 2t, and
• h2 : R→ R, t 7→ t+ 1.

It is not difficult to see that R = Cc(R) is G-prime. Hence, by Theorem E.13.10,
Cc(R) ?α G is prime.

Example E.13.12. Now we consider X with its discrete topology.
(a) Consider X = {x1, x2, x3, x4} with

• h1 : {x1, x2} → {x3, x4} given by h1(x1) = x3 and h1(x2) = x4, and
• h2 : {x1, x3} → {x2, x4} given by h2(x1) = x2 and h2(x3) = x4.

Note that the ideals of Cc(X) ∼= C4 correspond bijectively to the 24 subsets of X. For
arbitrary elements x, y ∈ X there is g ∈ G such that θg(x) = y. From this we conclude
that R = Cc(X) is G-prime. Hence, by Theorem E.13.10, Cc(X) ?α G is prime.
(b) Consider X = {x1, x2, x3, x4, x5, x6} with

• h1 : {x1, x2} → {x3, x4} given by h1(x1) = x3 and h1(x2) = x4, and
• h2 : {x1, x3} → {x2, x4} given by h2(x1) = x2 and h2(x3) = x4.
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The nonzero ideals J1 := Cc({x5}) and J2 := Cc({x6}) of Cc(X) are G-invariant.
Clearly, J1J2 = {0} and hence R = Cc(X) is not G-prime. By Theorem E.13.10,
Cc(X) ?α G is not prime.

E.14. Applications to Leavitt path algebras

In this section, we use our main theorem to obtain a characterization of prime
Leavitt path algebras with coefficients in an arbitrary, possibly non-commutative, unital
ring (see Theorem E.14.12). Our result generalizes previous results by Abrams, Bell and
Rangaswamy [2, Thm. 1.4], and Larki [25, Prop. 4.5].

The Leavitt path algebra LK(E) over a field K associated with a directed graph E
was introduced by Ara, Moreno and Pardo in [6] and independently by Abrams and
Aranda Pino in [4]. These algebras are algebraic analogues of graph C∗-algebras. For a
thorough account of the history and theory of Leavitt path algebras, we refer the reader
to the excellent monograph [1]. Recall that a directed graph E is a tuple (E0, E1, s, r)
where E0 is the set of vertices, E1 is the set of edges and s : E1 → E0 and r : E1 → E0

are maps specifying the source respectively range of each edge. For an arbitrary v ∈ E0,
the set s−1(v) = {e ∈ E1 | s(e) = v} is the set of edges emitted from v. If s−1(v) = ∅,
then v is called a sink. If s−1(v) is an infinite set, then v is called an infinite emitter.
A vertex that is neither a sink nor an infinite emitter is called regular. A path in E is
a series of edges α := f1f2 . . . fn such that r(fi) = s(fi+1) for i ∈ {1, . . . , n − 1}, and
such a path has length n which we denote by |α|. By convention, we consider a vertex
to be a path of length zero. The set of all paths in E is denoted by E∗.

Leavitt path algebras with coefficients in a commutative unital ring was introduced
by Tomforde [43] and further studied in [20]. A further generalization was studied by
Hazrat [19], and Nystedt and Öinert [31]. Following their lead, we consider Leavitt path
algebras with coefficients in a general (possibly non-commutative) unital ring:

Definition E.14.1. Let E be a directed graph and let R be a unital ring. The Leavitt
path algebra of the graph E with coefficients in R, denoted by LR(E), is the free asso-
ciative R-algebra generated by the symbols {v | v ∈ E0}∪ {f | f ∈ E1}∪ {f∗ | f ∈ E1}
subject to the following relations:
(a) vw = δv,wv for all v, w ∈ E0;
(b) s(f)f = fr(f) = f for every f ∈ E1;
(c) r(f)f∗ = f∗s(f) = f∗ for every f ∈ E1;
(d) f∗f ′ = δf,f ′r(f) for all f, f ′ ∈ E1;
(e)

∑
f∈E1,s(f)=v ff

∗ = v for every v ∈ E0 for which 0 < |s−1(v)| <∞.
We let every element of R commute with the generators.

Remark E.14.2. By (a), {v | v ∈ E0} is a set of pairwise orthogonal idempotents in
LR(E).

In the following example, we use Theorem E.4.7 to describe the Z-invariant ideals
of LK(E).

Example E.14.3. LetK be a field and let E be a row-finite directed graph. Recall that
there exists a bijection between graded ideals of the Leavitt path algebra LK(E) and
hereditary subsets of E0 (see [1, Thm. 2.5.9]). Furthermore, since LK(E) is naturally
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nearly epsilon-strongly Z-graded (see [31, Thm. 30]), we can apply Theorem E.4.7 to
infer that there is a bijection between hereditary subsets of E0 and Z-invariant ideals of
(LK(E))0. More precisely, we obtain the following explicit description of the Z-invariant
ideals of (LK(E))0:

{I(H) | H ⊆ E0 hereditary vertex set},

where I(H) denotes the ideal of (LK(E))0 generated by the elements v ∈ H.

Recall that LR(E) comes equipped with a canonical Z-grading defined by deg(f) :=
1 and deg(f∗) := −1 for every f ∈ E1, and deg(v) := 0 for every v ∈ E0 (cf. [1,
Cor. 2.1.5]). In the sequel, the following result will become useful:

Proposition E.14.4 (Nystedt and Öinert [31]). Suppose that E is a directed graph and
that R is a unital ring. Consider LR(E) with its canonical Z-grading.
(a) LR(E) is nearly epsilon-strongly Z-graded.
(b) If E is finite, then LR(E) is epsilon-strongly Z-graded.

In order to begin understanding when a Leavitt path algebra is prime, we consider
a few examples.

Example E.14.5. Let R be a unital ring and let E1 be the directed graph below:

E1 : •v

In this case, LR(E1) = vR ∼= R is prime if and only if R is prime.

Example E.14.6. Let R be a unital ring and let E2 be the directed graph below:

E2 : •v1 •v2

We have LR(E2) = v1R + v2R ∼= R ⊕ R. Note that v1R, v2R are nonzero ideals of
LR(E2) such that (v1R)(v2R) = {0}. Thus, LR(E2) is never prime, for any ring R.

From the above examples, it is clear that a criterion for primeness of LR(E) must
depend on properties of both the coefficient ring R and the graph E. To describe such
a criterion, we need to introduce a preorder ≥ on the set of vertices E0 of the directed
graph E in the following way: We write u ≥ v if there is a path (possibly of length
zero) from u to v. Note that v ≥ v for every v ∈ E0, i. e. the preorder is reflexive.
Transitivity of the preorder follows by concatenating the paths.

Definition E.14.7. A directed graph E is said to satisfy condition (MT-3) if the above
defined preorder ≥ is downward directed, i. e. if for every pair of vertices u, v ∈ E0, there
is some w ∈ E0 such that u ≥ w and v ≥ w.

The graph E2 in Example E.14.6 does not satisfy condition (MT-3) since there is
no vertex u such that v1 ≥ u and v2 ≥ u. The next example shows a graph satisfying
condition (MT-3):

Example E.14.8. Let R be a unital ring and let E3 be the directed graph below:

E3 : •v1 // •v2
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E3 satisfies condition (MT-3). Indeed for v1, v2 we have v1 ≥ v2 and v2 ≥ v2. A
computation yields LR(E3) ∼= M2(R) (see [23, Expl. 2.6]). By Corollary E.11.6, it
follows that LR(E3) is prime if and only if R is prime.

In the case when K is a field, Abrams, Bell and Rangaswamy have shown that
LK(E) is prime if and only if E satisfies condition (MT-3) (see [2, Thm. 1.4]). For
Leavitt path algebras with coefficients in a commutative unital ring, the following gen-
eralization was proved by Larki [25, Prop. 4.5]:

Proposition E.14.9. Suppose that E is a directed graph and that R is a unital commu-
tative ring. Then LR(E) is prime if and only if R is an integral domain and E satisfies
condition (MT-3).

We aim to generalize Proposition E.14.9 to Leavitt path algebras with coefficients
in a general (possibly non-commutative) unital ring. Since Leavitt path algebras are
nearly epsilon-strongly Z-graded (see Proposition E.14.4), we will be able to obtain this
generalization as a corollary to Theorem E.1.3. We begin with the following result:

Proposition E.14.10. Suppose that E is a directed graph and that R is a unital ring.
Consider the Leavitt path algebra S = LR(E). The following assertions hold:

(a) There exist v, w ∈ E0 such that SvSwS = {0} if and only if E does not satisfy
condition (MT-3).

(b) If R is prime and there exist nonzero r, s ∈ R and v, w ∈ E0 such that SrvSswS =
{0}, then E does not satisfy condition (MT-3).

Proof. (a): Suppose that E does not satisfy condition (MT-3). There exist v, w ∈
E0 such that for every y ∈ E0 we have v � y or w � y. Take a monomial rαβ∗ in LR(E).
From the properties of v and w, it follows that vrαβ∗w = 0. Therefore SvSwS = {0}.

Now suppose that E satisfies condition (MT-3). Take v, w ∈ E0. There exist
y ∈ E0 and paths α, β from v to y and from w to y, respectively. Then SvSwS 3
v · v · αβ∗ · w · w = αβ∗ 6= 0.

(b): Suppose that R is prime and that there exist nonzero r, s ∈ R and v, w ∈ E0

such that SrvSswS = {0}. Let P = RrR and Q = RsR. Then P and Q are nonzero
ideals of R. Hence, from primeness of R it follows that PQ is a nonzero ideal of R. Take
pi ∈ P and qi ∈ Q, for i ∈ {1, . . . , n}, such that

∑n
i=1 piqi 6= 0. Seeking a contradiction,

suppose that E satisfies condition (MT-3). There exist y ∈ E0 and paths α, β from v to
y and from w to y, respectively. We get {0} = SrvSswS ⊇ S · (RrR)v ·S · (RsR)w ·S 3∑n
i=1 v · piv · αβ

∗ · qiw · w =
∑n
i=1 piqiαβ

∗ 6= 0, which is a contradiction. �

The following result is a special case of [1, Thm. 2.2.11]. Tomforde [43] established
this result for Leavitt path algebras with coefficients in a commutative unital ring. His
proof generalizes verbatim to Leavitt path algebras with coefficients in a general unital
ring. For the convenience of the reader, we include a full proof:

Proposition E.14.11 (cf. [43, Lem. 5.2]). Suppose that E is a directed graph and that
R is a unital ring. If a ∈ (LR(E))0 is nonzero, then there exist α, β ∈ E∗, v ∈ E0 and
a nonzero t ∈ R such that α∗aβ = tv.
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Proof. If we for every N ∈ N put GN := SpanR{αβ∗ | α, β ∈ E∗, |α| = |β| ≤ N},
then (LR(E))0 =

⋃∞
N=0 GN . The proof proceeds by induction over N . Base case:

N = 0. Take a nonzero a ∈ G0. Then 0 6= a =
∑n
i=1 rivi for some nonzero ri ∈ R and

distinct vertices vi ∈ E0. If we put α = β := v1, then α∗aβ = r1v1.
Inductive step: suppose that N > 0 and that the statement of the proposition holds

for every nonzero element in GN−1. Take a nonzero a ∈ GN . Then a =
∑M
i=1 riαiβ

∗
i +∑M′

j=1 sjvj , where αi, βi ∈ E∗ with |αi| = |βi| ≥ 1 and vj 6= vj′ for all j 6= j′. We
consider two mutually exclusive cases.

Case 1: some vj is not regular. If vj is an infinite emitter, then there is some edge
f ∈ E1 with s(f) = vj such that f is not included in any path αi, βi. Put α = β := f .
Then α∗aβ = 0 + f∗sjvjf = sjvj . If vj is a sink, then put α = β := vj and note that
α∗aβ = sjvj .

Case 2: every vj is regular. Then vj =
∑
s(f)=vj

ff∗ for every j. Hence, we may

write a =
∑M′′

i=1 riγiδ
∗
i where γi, δi ∈ E∗ with |γi| = |δi| ≥ 1. By regrouping the

elements of the sum, we may rewrite it as a =
∑P
i=1

∑Q
j=1 eixi,jf

∗
j , where

• ei, fi ∈ E1 with ei 6= ei′ for i 6= i′ and fj 6= fj′ for j 6= j′, and
• xi,j ∈ GN−1 with eixi,jf∗j 6= 0 for all i, j.

Note that e1x1,1f
∗
1 6= 0 implies r(e1)x1,1r(f1) 6= 0. By the induction hypothesis, there

are α′, β′ ∈ E∗ such that (α′)∗r(e1)x1,1r(f1)β′ = tv for some v ∈ E0 and t ∈ R.
Put α := e1α

′ and β := f1β
′. Then α∗aβ = (α′)∗e∗1af1β

′ = (α′)∗e∗1e1x1,1f
∗
1 f1β

′ =
(α′)∗r(e1)x1,1r(f1)β′ = tv. �

We can now establish Theorem E.1.6:

Theorem E.14.12. Suppose that E is a directed graph and that R is a unital ring.
The Leavitt path algebra LR(E) is prime if and only if R is prime and E satisfies
condition (MT-3).

Proof. Put S := LR(E). Suppose that R is not prime. There exist nonzero ideals
I, J of R such that IJ = {0}. Let A and B be the nonzero ideals in S consisting of
sums of monomials with coefficients in I and J , respectively. Then AB = {0} which
implies that S is not prime. Suppose now that E0 does not satisfy condition (MT-3).
By Proposition E.14.10(a), there exist v, w ∈ E0 such that SvSwS = {0}. Consider the
nonzero ideals C := SvS and D := SwS of S. Then CD = SvSSwS ⊆ SvSwS = {0}
which shows that S is not prime.

Suppose that S is not prime and that R is prime. By Proposition E.14.4, S is nearly
epsilon-strongly Z-graded. Theorem E.1.3 implies that there exist nonzero ideals Ã, B̃
of S0 such that ÃSB̃ = {0}. Take a ∈ Ã \ {0} and b ∈ B̃ \ {0}. By Propostion E.14.11,
there exist v, w ∈ E0, r, s ∈ R \ {0} and α, β, γ, δ ∈ E∗ such that α∗aβ = rv and
γ∗bδ = sw. Now, SrvSswS ⊆ SÃSB̃S = {0} and hence SrvSswS = {0}. Employing
Proposition E.14.10(b), we conclude that E does not satisfy condition (MT-3). �
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graded isomorphism. 

In Paper D, we give a complete characterization of 
group graded rings that are graded von Neumann 
regular.

Finally, in Paper E, written in collaboration with 
Lundström, Öinert and Wagner, we consider 
prime nearly epsilon-strongly graded rings. Gen-
eralizing Passman’s work from the 1980s, we give 
necessary and sufficient conditions for a nearly ep-
silon-strongly graded ring to be prime. 
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