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Abstract

Background: Heterogeneous parallel computing systems utilize the combination
of different resources CPUs and GPUs to achieve high performance and, reduced
latency and energy consumption. Programming applications that target various pro-
cessing units requires employing different tools and programming models/languages.
Furthermore, selecting the most optimal implementation, which may either target
different processing units (i.e. CPU or GPU) or implement the various algorithms,
is not trivial for a given context. In this thesis, we investigate the use of machine
learning to address the selection problem of various implementation variants for an
application running on a heterogeneous system.

Objectives: This study is focused on providing an approach for optimization of
heterogeneous parallel computing systems at runtime by building the most efficient
machine learning model to predict the optimal implementation variant of an appli-
cation.

Methods: The six machine learning models KNN, XGBoost, DTC, Random Forest
Classifier, LightGBM, and SVM are trained and tested using stratified k-fold on the
dataset generated from the matrix multiplication application for square matrix input
dimension ranging from 16x16 to 10992x10992.

Results: The results of each machine learning algorithm’s finding are presented
through accuracy, confusion matrix, classification report for parameters precision,
recall, and F-1 score, and a comparison between the machine learning models in
terms of accuracy, run-time training, and run-time prediction are provided to deter-
mine the best model.

Conclusions: The XGBoost, DTC, SVM algorithms achieved 100% accuracy. In
comparison to the other machine learning models, the DTC is found to be the most
suitable due to its low time required for training and prediction in predicting the
optimal implementation variant of the heterogeneous system application. Hence the
DTC is the best suitable algorithm for the optimization of heterogeneous parallel
computing.

Keywords: Application, Heterogeneous systems, Parallel computing, Machine
learning, Optimization
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Chapter 1
Introduction

The interest in parallel computing has grown steadily over the last several decades.
Parallel computation is the parallel usage of multiple computing units (cores or com-
puters) to perform concurrent calculations. The primary intention of parallel comput-
ing is to increase computation speed. Parallel computing systems have traditionally
been used for technical and scientific computing [1]. In the early days, computing
systems only had central processing units(CPUs) that were intended to perform gen-
eral programming tasks. Over the last decade, modern parallel computing systems
have evolved rapidly because of the advent of GPU-CPU heterogeneous architectures,
which contributed to a significant paradigm change in parallel computing [2].

A heterogeneous system is a combination of CPUs and GPUs that reduces com-
munication latency, energy consumption, and increased performance by running mul-
tiple devices in parallel mode. It utilizes and combines the different types of resources
available in our computer system. The transition from homogeneous to heterogeneous
systems is a pivotal event in the evolution of high-performance computing. Homoge-
neous computation executes an application or program on one or more processors of
the same architecture. Heterogeneous computation, on the other hand, executes an
application using a variety of processor architectures, assigning tasks to architectures
that are best suited for them, resulting in improved performance [1].

Programming applications running on heterogeneous parallel computing plat-
forms target various processing units and require employing different tools and pro-
gramming models/languages. These applications can have various implementations
in performing their task. For example, there are several benchmark applications,
such as sorting, back-propagation, matrix multiplication, depth-first search, and so
on, all of which are designed to operate on heterogeneous parallel computing systems
[3][4]. Most of the time, several implementations of the same application exist, like
in the sorting application, where we have quick sort, merge sort, bubble sort, and
selection sort, among others. In general, irrespective of the heterogeneous system,
the efficiency of these implementations varies in terms of execution time according
to the length of the input. Also, a particular implementation of the same application
can perform differently on two heterogeneous systems as parallel computation dif-
fers from system to system based on the processors it is running on. It is uncertain
which application implementation will perform optimally at the run-time based on
heterogeneous system resources and also the provided input size. To achieve the
high-performance efficiency of heterogeneous parallel computing systems, we must
know the optimal implementation variant at run-time.

1



Chapter 1. Introduction 2

To get the most out of these resources while being efficient in their usage, a sig-
nificant understanding of applications running on heterogeneous parallel computing
systems is needed [5]. Knowing which implementation variant for an application is
optimal at run-time for a heterogeneous parallel computing system would demand
having system-specific architectural knowledge, as well as programming skills for
many programming models targeting different systems [6] [7]. Machine Learning
models can be implemented by training on the available information on performance
parameters such as run-time, resource usage, energy consumption etc for selecting an
implementation variant of an application that is to be executed on the heterogeneous
parallel computing system.

In this thesis, we investigate the use of machine learning models to select the
most optimal implementation of a particular application that yields the highest per-
formance based on execution times of the implementations in a given context, that is
hardware architecture and input size. For experimentation, we will focus on using the
matrix multiplication application. There exist various implementations of different
algorithms for matrix multiplication, including Naive, Strassen, and Tiled matrix
multiplication algorithms [8][9][10]. Furthermore, there exist various implementa-
tion variants that target different target architectures, including CPU and GPU.
The execution times of matrix multiplication application implementations for a het-
erogeneous parallel computing system vary with input size is shown in the figures
A.1, A.2, A.3. The machine learning model will be trained off-line (that is before the
run-time) on execution times of implementations, and when the program is executed
the machine learning model will be used to predict which implementation variant
would result in the highest performance based on the available computing processing
units (CPU or GPU) and the input size.

1.1 Aims and objectives
The aim of the thesis to build machine learning models that can be used in predicting
the optimal implementation variant based on run-time performance of the considered
matrix multiplication application in the given context, that is the processing units
and the input size.

The objectives can be defined as follows:

1. To investigate which machine learning algorithms are suitable to predict the
optimal implementation variant for heterogeneous parallel computing.

2. Evaluate the selected machine learning algorithms concerning accuracy.

3. Apply the machine learning model to select the optimal implementation variant
of the considered matrix multiplication application.

1.2 Research questions
This project would focus on the following research questions to achieve the goal:



Chapter 1. Introduction 3

1. Which machine learning algorithms are suitable to predict the optimal imple-
mentation variant for heterogeneous parallel computing systems?

2. How selected machine learning algorithms can improve the performance of het-
erogeneous parallel computing?

1.3 Background
In this section, we describe the theme and underlying concepts that were used as part
of the research for this thesis. Firstly, information on a heterogeneous computing
platform is discussed. Following that, a short overview of machine learning as a
concept, its approach of supervised learning, and the machine learning algorithms
used in this study to select the suitable implementation variant. Finally, the use of
the considered matrix multiplication application is discussed, as well as its various
implementations.

1.3.1 CUDA: Platform for Heterogeneous computing

CUDA is a parallel computing framework and programming interface model designed
for general computing that makes use of NVIDIA GPUs parallel compute engine to
solve certain complicated computational problems more effectively. Using CUDA,
traditionally done computation on CPU can be done with GPU computation. The
CUDA platform acts as a layer of software that offers direct access to the parallel
computing components and GPU’s virtual instructions set, for the compute kernel
execution. The CUDA platform is intended to be used with standard programming
languages like C, C++, Python, and Fortran. A CUDA application program consists
of a two parts host code that runs on CPU and device code for GPU. The CUDA uses
a compiler named NVCC, which stands for Nvidia Cuda Compiler. When running a
program in CUDA, the NVCC compiler splits the device and host code parts of the
program during the compilation time and sends the host code to the CPU and the
device code to the GPU for execution[1].

1.3.2 Machine Learning

Machine learning(ML) is a branch of artificial intelligence that enables computing
systems to learn how to solve a problem from their experiences by the use of data
or information [11]. Machine learning is defined as "a computer program learns
from experience E about some types of Tasks T and measure of performance P, if
its performance in T tasks, as calculated by P, is improved with E" [12]. Machine
learning techniques construct a model from a data sample, referred to as "training
data," in making predictions or decisions without being directly instructed to do
so. There are widely three machine learning approaches classified into supervised
learning, unsupervised learning, and reinforcement learning. This study would make
use of supervised learning as the machine learning approach.
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1.3.3 Supervised learning

The most common approach to machine learning is supervised learning. Supervised
learning algorithms construct a mathematical model from the data set that has both
inputs and expected outputs[8]. The data set involves labelled training data that
contains examples of the training set. During the training process, algorithms gain
knowledge or identify patterns in the data set. The algorithm is provided with new
data after completion of the training process and provides the result based on the
learned patterns during the training. The primary focus of supervised learning is to
correctly predict the classification by analyzing the data it contains, using its training
experience[13].

1.3.4 Machine Learning algorithms

The following machine learning algorithms are used in this research.

Decision Tree Classifier (DTC)

Decision tree classifier is a supervised learning method, used when solving problems
with classification [13]. The classifier is tree-structured, which classify by sorting
instances as per the feature values. In Decision Tree branches represent decision
rules, internal nodes represent the data set features as an instance that to be classified
and the outcome is represented by each leaf node.

XGBoost

XGBoost stands for Extreme Gradient Boosting model. XGBoost is a fast and
efficient implementation of gradient boosted decision trees. It is particularly for
structured or tabular data sets. XGBoost is open-source and free to use. Its impact
is recognized in various data mining and machine learning challenges [14]. XGBoost
system uses scalability to its advantage, running faster on a single machine than the
existing implementations and scaling to many examples in the memory limited or
distributed settings.

Random Forest Classifier

Random forest classifier is a technique of supervised learning method. The forest
is created by the collection of decision trees, trained by a method called bagging.
The basic concept of bagging is combining learning models improves the final result.
Multiple decision trees are merged in providing more reliable and accurate prediction
[15].

K-Nearest Neighbors (KNN)

K-Nearest Neighbors is a simple supervised learning technique used for both classifi-
cation and regression problems. The KNN algorithm assumes the similarities of the
new data and the existing data, then places the new data into a class that is more
similar to the existing classes. The KNN algorithm collects the available data and a
new data point is classified based on the similarities [16].
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Light GBM

Light GBM is a Light Gradient Boosting Machine that is an open-source and free
to use gradient boosting framework based on decision tree algorithms used for clas-
sification, ranking, and other tasks of machine learning [17]. For this study, the
Gradient Boosting Decision Tree(GBDT) is used along with Light GBM. GBDT is
widely used for multi-class classification, which builds a prediction model from the
collection of weak decision tree models.

Support Vector Machine (SVM)

Support Vector Machine is a supervised algorithm of machine learning, mostly used
for classification problems. In the SVM, each data object is plotted as a point in n-
dimensional space with n being the number of features and each feature value being
a particular coordinate value [18]. Then, the classification is performed by locating
the hyper-plane that best distinguishes the two classes.

1.3.5 Independent and dependent variables in ML

In machine learning, independent and dependent variables are crucial terms. The
independent and dependent variables both have an influence on one another, which
means that if one variable changes, the other will also change. The dependent variable
determines the independent variable. The variable can control its selection and
manipulation in an independent variable which influences the dependent variable
[19]. The dependent variable is the variable that is measured and affected in the
experiment. It is referred to as the dependent variable since it is dependent on the
independent variable. A dependent variable in an experiment cannot exist in the
absence of an independent variable [11].

1.3.6 Stratified K-fold cross validation

Cross-validation (CV) is a statistical analysis procedure used for evaluation of the
efficacy of the machine learning method and for re-sampling used for validating an
algorithm where data is insufficient. The stratification process is the rearrangement
of the data such that each fold is a good representation of the whole [20]. Data
divided into folds can be managed by criteria such as ensuring that each fold has the
same results ratio with a specific categorical value as the class result value. This is
known as stratified k-fold cross-validation.

1.3.7 Matrix Multiplication

Matrix multiplication is a binary operation in mathematics that outputs a matrix C
which is the result of the multiplication of two input matrices A and B. For matrix
multiplication to be possible the columns in the first matrix must be equal to the rows
in the second matrix. The resulting matrix product contains the number of rows and
columns from the first and second matrices. In the square matrix, the number of rows
equals the number of columns. As an operation, matrix multiplication has several



Chapter 1. Introduction 6

algorithm implementations such as Tiled, Naive, and Strassen that can operate on
heterogeneous systems are considered for this study [8].

A =


a11 a12 .. a1j
a21 a22 .. a2j
.. .. .. ..

ai1 ai2 .. aij

 B =


b11 b12 .. b1k
b21 b22 .. b2k
.. .. .. ..

bj1 bj2 .. bjk



C = AB =


a11b11 + ...+ a1jbj1, a11b12 + ...+ a1jbj2, ... , a11b1k + ...+ a1jbjk
a21b11 + ...+ a2jbj1, a21b12 + ...+ a2jbj2, ... , a21b1k + ...+ a2jbjk

... ... ... ...

ai1b11 + ...+ aijbj1, ai1b12 + ...+ aijbj2, ... , ai1b1k + ...+ aijbjk


Naive Matrix multiplication

Naive multiplication is the ordinary matrix multiplication algorithm. Uses the matrix
multiplication function in which the formula for the calculation of element of the ma-
trix product is applied [21]. Following the normal approach of matrix multiplication
contains two parts of code as host and device for the CPU and GPU.

Tiled Matrix multiplication

Tiled matrix multiplication is an algorithm that uses the parallel nature of matrix
multiplication to perform on GPUs. The tiling method is used to reduce global mem-
ory accesses by taking advantage of the shared memory on the GPU, thereby boosting
the execution of kernel efficiency [10]. Tiled matrix multiplication is only meant for
the GPU, often the CPU code part is placed with naive matrix multiplication.

Strassen Matrix Multiplication

Strassen algorithm is faster matrix multiplication than the standard naive matrix
multiplication, mostly useful for larger matrix sizes. For the Strassen algorithm to
work, the matrices must be square matrices of dimensions n and n should be the
power of 2. In case not, matrices should be padded 0 to match conditions. Strassen
multiplication is a recursive technique for matrix multiplication where the matrix is
divided into 4 sub-matrices of dimensions n/2 in each recursive step [22]. Strassen
algorithm program can be implemented for both host and device i.e for CPU and
GPU.

1.4 Scope of the thesis
The focus of this thesis is on using machine learning algorithms to predict the op-

timal implementation variant for an application on a heterogeneous parallel comput-
ing system based on resource utilization and input size. For experimentation, matrix
multiplication application is taken and machine learning algorithms are trained on
run-time performance data collected from a single heterogeneous parallel computing
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system. The thesis is not concerned with telling the performance of the application
and its implementation because it would differ against different heterogeneous paral-
lel computing systems, and the machine learning models would only predict for the
heterogeneous system from which data is collected and for systems with similar pro-
cessing units. The thesis contributes by presenting a machine learning approach for
application optimization that be implemented on heterogeneous parallel computing
systems.

1.5 Overview
The background is structured containing explanations of the fundamental concepts
in the above section. The other part of the paper is structured as follows. First,
the related works contain the previous works relating to optimization of heteroge-
neous systems and used machine learning approaches for that. The methods section
describes the steps involved in collecting data, creating machine learning models,
and analyzing the models. The results section then presents the models’ outcomes
and the analysis of the model using performance metrics. After that, answers to the
research-related questions in the discussion segment. Finally, conclusions were drawn
based on the findings, and recommendations for future work were made to enhance
the project.



Chapter 2
Related Work

Vi Nfoc-Nha Tran et al [23]. have done experiments that propose REOH, a holis-
tic tuning method that uses a probabilistic network to determine the most energy-
efficient configuration of a heterogeneous system for running a given application.
The study showed that the REOH solution outperforms the brute-force approach in
terms of optimal energy consumption on heterogeneous systems.

Zheqi Yu et al [24]. have worked on an optimization approach in heterogeneous
computer systems to optimize energy power usage and performance. The paper pro-
poses a power measurement utility for a reinforcement learning (PMU-RL) technique
that can dynamically change the resource utilization of heterogeneous systems to re-
duce energy consumption. The study shows that the PMU-RL approach significantly
reduced power consumption without impacting the application’s efficiency.

Suejb Memeti et al [2]. has done a systematic literature review on using meta-
heuristics and machine learning for the optimization of parallel computing systems.
The research follows determining the optimal parameters set in the given context by
using the heuristic search or machine learning for software optimization at compile-
time and run-time. The research contributes to a deeper understanding of cutting-
edge approaches that use machine learning and meta-heuristics to cope with the
complexities of software optimization for parallel computing systems.

Joseph L. Greathouse and Gabriel H. Loh [25]. have researched the use of machine
learning for the power and performance modelling of heterogeneous systems. The
study, in particular, was focused on the measure of the power and performance of
large test applications running on different hardware configurations, and machine
learning models are trained against these measurements. The study contributes to
the use of machine learning algorithms in the prediction of the application’s power
and performance.

Ben Taylor et al [26]. has done a study on optimization on embedded hetero-
geneous systems for OpenCL programs. The study makes use of machine learn-
ing models to predict suitable processors for the OpenCL program to run on, and
also processor frequency for operating. The paper contributes to present an auto-
matic procedure for mapping OpenCL programs on embedded heterogeneous sys-
tems, which provided significantly better performance.

From the above-related works, we found that only a few research papers discussed

8
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the use of machine learning for the performance of heterogeneous systems, but none
of the research focuses on optimizing the heterogeneous parallel computing systems
by choosing the optimal implementation variant of the program or application using
machine learning. In this thesis, we focus on the optimization of heterogeneous
parallel computing systems by the use of machine learning to predict the optimal
implementation variant of an application.



Chapter 3
Method

With the mentioned two research questions in mind, we aim to investigate liter-
ature and experimentation methods for the optimization of heterogeneous parallel
computing systems using machine learning. For research question 1, the following
section will describe the systematic literature review in which we carefully examined
the literature through which we identified suitable machine learning algorithms for
prediction. Based on the results of research question 1, we performed an experiment
with research question 2 in which the best performing machine learning model is
chosen for optimization of the heterogeneous parallel computing system by evaluat-
ing each machine learning classifier model on performance metrics such as accuracy,
recall, f-measure, support, and confusion matrix.

3.1 Literature Review
To analyze and answer research question 1, a systematic literature review was con-
ducted using the guidelines of Yang Liu [27], P.C. Chaitra [28], and Chase E. Golden
[29]. This section mainly focuses on the understanding of various machine learn-
ing algorithms as well as identifying appropriate machine learning algorithms for
prediction. Several steps were taken in our research, which is as follows:

1. Identifying the key words: We have found the following keywords are Su-
pervised, Classification, Heterogeneous systems, Parallel computing, Machine
learning, and Optimization.

2. Formulating the search strings: To form the search string primary key-
words were chosen from the above-mentioned keywords.

3. Locating the literature: We had searched on various digital database plat-
forms, including Google Scholar, IEEE, and Science Direct by using a search
string.

4. Following the inclusion and Exclusion criteria for selection: Based on
the collected literature such as articles and conference papers, the inclusion
and exclusion criteria were formed. These criteria are used to narrow the scope
of our research.
Inclusion Criteria

• Research papers relevant to the supervised machine learning algorithms
for classification.

10
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• Every article must be written in English.

Exclusion Criteria

• Articles that have not been completed.

• Articles that are not written in English weren’t considered.

5. Evaluating and selecting the literature: Resulting from the application
of the inclusion and exclusion criteria, further modification is achieved through
careful assessment and selection of the gathered literature.

6. Summarizing the literature: All the observations from the collected litera-
ture are compiled and expressed for analysis.

3.2 Experiment
An experiment process is carried out using the results of the Systematic Literature
Review of research question 1, in which we identify the suitable machine learning
models for optimization of a heterogeneous parallel computing system. The exper-
iment is then continued to build a prediction model with the chosen algorithm to
determine the research question 2, where the optimal performing machine learning
model is chosen for optimization of the heterogeneous system.

3.2.1 Working Environment

Every component used in this experiment is the most recent version and is labeled
with the version number and description. The experimentation method and the
preceding phases are carried out on a laptop with the following specifications.

• Microsoft Windows 10 64-bit Operating System.

• Intel Core i7-8750H with 6 Core(s), 12 Logical Processor(s) runs at 2.20GHz
-2208 Mhz.

• 16.00 GB RAM that runs at 2667 MHz.

• NVIDIA GeForce GTX 1050 Ti graphic card with a dedicated GPU memory
of 4GB and Driver Version of 470.14.

• Nvidia CUDA compiler V 11.2.152 - Using the NVIDIA Compiler SDK, de-
velopers can create or extend programming languages with GPU acceleration
using an open-source compiler infrastructure.

• Python V 3.9.4 - Open source programming language.

• Jupyter Notebook Virtual Environment V 6.3.0 - Open source software.

• pandas V 1.2.4 - A powerful data analysis and manipulation library for python.

• seaborn V 0.11.1 - A data visualization library based on matplotlib.
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• matplotlib V 3.4.1 - A comprehensive library for creating static, animated, and
interactive visualizations in python.

• numpy V 1.19.5 - A python library used to perform mathematical computations
in fields of matrices, linear algebra, and Fourier transform.

• scikit-learn V 0.24.2 - A library that provides many unsupervised and super-
vised learning algorithms.

• lightgbm V 3.2.1 - Open source gradient boosting library is used to train models
on tabular data.

• xgboost V 1.4.1 - Open source software library is used for training the data.

3.2.2 Data-set Generation

To generate a data-set for a matrix multiplication benchmark application concerning
CPU and GPU, we used the Nvidia Compiler SDK environment to run our various
matrix multiplication implementation variants. Different matrix multiplication im-
plementation variants were chosen namely Naive for CPU and GPU, Strassen for
CPU and GPU, and Tiled for GPU. The above-mentioned matrix implementation
variants were written in the form of CUDA code, which runs five times on the same
input matrix dimensions, and the mean is calculated using the corresponding execu-
tion time of five results obtained from the same input matrix dimensions.

The calculated mean score is printed as the final execution time of that particular
matrix input size. The matrix input dimensions range from 16 x 16 to 10,992 x
10,992 and are fed into the five different matrix multiplication implementations that
generate the execution times. For each of the aforementioned implementations, we
would create five data sets with the parameters Algorithm Name, Matrix Input Size,
and Execution Time(milliseconds).

Each of the five data sets provided 798 items, with 266 rows and 3 columns in
each, which were then merged into one, allowing us to store the execution time of
each algorithm and created a new column indicating the winning label. In this case,
we’d be mentioning another column with a header called winning label in a combined
data set. The Winning column values are obtained by analyzing the performance
of the algorithms on the same input size, with the winner being the algorithm that
takes the least amount of time to execute.

A unique number is given for a winning algorithm which denotes that the algo-
rithm is taking the least amount of time with that specified matrix input dimensions.
These unique numbers frequently repeat in the winning column, transforming this
data-set into a multi-classification data-set where each unique number represents
the name of the corresponding algorithm thus making it suitable for applying the
machine learning techniques to it [30].

The figure 3.1 shows how the data set looks, The data set has a shape of 1330 rows
and 4 columns, with a total of 5,320 values are stored in the comma-separated value
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Algorithm Name Input Dimensions Execution Time(ms) Winning

Naive GPU 16 0.691494 2
Naive Matrix CPU 16 0.065000 2
Strassen Matrix Multiplica-
tion CPU 16 0.114688 2

Strassen Matrix Multiplica-
tion GPU 16 0.469597 2

Tiled Matrix Multiplication
GPU 16 0.536563 2

Table 3.1: Snippet of the data set

file(CSV). The Winning column is the target variable and the remaining columns
like Algorithm Name, Matrix Input Size and Execution Time are the independent
variables for the machine learning model. The format of the obtained data-set is
represented below in the form of a table 3.2.

Column Name Type
Algorithm_Name object
Input_Dimensions Int64

Execution_Time(ms) float64
Winning int64

Table 3.2: Format of the data set

3.2.3 Data-set Visualization

Before we begin visualizing the data-set, there are a few preliminary steps that
must be completed. First, we must import all of the necessary Python libraries into
the Jupyter notebook as shown in figure 3.1.

Figure 3.1: Importing Python Libraries
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The data-set is then loaded with the panda’s library in the Jupyter notebook.
The data-set consists of four columns, the independent variables being "Algorithm
Name", "Input Dimensions", and "Execution Time". Finally, the “Winning” column
represents a target variable. The target variable is filled with unique numbers, each
representing the name of the corresponding algorithm [31].

3.2.4 Label Count

In the figure 3.2, the total label count of each matrix multiplication implementation
variant used in the target variable is depicted as a bar graph. The label count, in
this case, indicates how many times a specific matrix multiplication implementation
variant is considered a winner in the target variable, i.e. winning column. The label
count is a critical observation in determining which cross-validation strategy to use
for a model to be trained and tested.

Figure 3.2: Multilabel Count for Winning Column

We can deduce from the above bar graph that the winning column is labeled
with four different types of matrix multiplication implementation variants namely
Naive Matrix Multiplication GPU, Naive Matrix Multiplication CPU, Tiled Matrix
Multiplication GPU, and Strassen Matrix Multiplication GPU. In the figure 3.2,
label 1 is named as Naive GPU and has a label count of 445, label 2 is named as
Naive CPU and has a label count of 10, Label 3 is named as Tiled GPU and has a
label count of 785, and Label 4 is named as Strassen GPU and has a label count of
90.

From the above figure 3.2, we can observe that the above-mentioned label names
in a Winning column are not uniformly distributed as few of them have the label
count of 445, 10, 785, and 90 respectively.

3.2.5 Correlation Matrix

A correlation matrix is a table that displays the coefficients of correlation between
variables [12]. The correlation coefficients between the two variables are shown in
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each cell of the table shown in the figure 3.3.

Figure 3.3: Correlation Matrix for Data-set Columns

From the above figure, we can observe that the variables like Input_Dimensions
concerning Execution_Time indicate a positive correlation, where the values of both
variables tend to increase together. For the other variable Input_Dimensions, Ex-
ecution_Time concerning Winning variable shows a negative correlation where the
values of one variable tend to increase when the values of the other variable decrease.
The higher is the positive correlation between the two variables, the stronger is the
relationship.

The main goal of the correlation matrix is to identify the patterns in a data set. In
the above Figure 3.3, the observable pattern is that variables like Input_Dimensions
and Execution_Time(ms) are highly correlated with each other.

3.2.6 Outlier Detection

A box plot can be used to check whether the data contains any outliers [32].
Boxplot provides the five-number summary of a particular set of data which contains
the minimum value, lower quartile, median, upper quartile, and maximum value. A
box plot is created by drawing a box from the lower quartile to the upper quartile.
When there is an even number of data points, the median is calculated by taking the
average of the two middle numbers. Median split the data-set into two equal parts
namely the lower quartile which is the median of the lower half of the boxplot and
the upper quartile which is the median of the upper half of the boxplot.
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The lower whisker of the boxplot represents the minimum value in the data, while
the upper-end whisker represents the maximum value in the data. These lower and
upper whiskers are also known as minimum and maximum whiskers of a boxplot.
Outliers are observations that are numerically dissimilar to the rest of the data.
During the review of a boxplot, an outlier is defined as a data point that is located
outside the minimum and maximum whiskers of the boxplot.

In the figure 3.4, each column in a data-set that is Input_Dimensions, Execu-
tion_Time(ms), and Winning are depicted individually in the form of a boxplot.
We can observe from the figure 3.4 that there are no outliers or data points present
outside the maximum and minimum whiskers of the boxplot in any of the columns
in a data-set.

Figure 3.4: Outlier Detection for Data-set Columns

3.2.7 Data-set Split

From the above correlation matrix of Figure 3.3, we can observe that the inde-
pendent variables such as Input_Dimensions, Execution_Time(ms) are not highly
correlated concerning the target variable called Winning that adds noise in the data
set which leads to a decrease in performance of machine learning model. As a result
of the observation, we used the input dimensions and winning columns as an inde-
pendent variable and as a dependent variable to feed the data into the model, and
the remaining independent variables were eliminated from the data-set because they
are irrelevant for a model to train. Separate python coding variables are introduced
to store the data related to the input dimensions and winning columns so that both
the independent and dependent variables are passed to the model during training,
and only the independent variables are assigned to the model during the testing
phase. Before we further divide the data-set into training and testing data-sets, a
proper cross-validation strategy is needed so that the resulting estimate of model
performance is not too optimistic or pessimistic.
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We can see from the above visualizations of the data-set under the heading of
label count that the winning label has four different class labels that are not evenly
distributed among the classes. This observation indicates that the data-set has un-
equal class distributions. The Stratified K-fold strategy with classification tasks is
the best cross-validation strategy for imbalanced class distributions. This strategy
extends the regular K-fold strategy by ensuring that each fold of the data-set has
the same proportion of observations with a given label. Whereas K-fold strategy
is usually not preferred to measure the performance of a model for the imbalanced
class labels [20][33]. The higher are the number of folds in the Stratified K-fold split
the more duplicate data are generated which could lead to overfitting of the model
and conversely if the number of folds is less then there is more chance of a machine
learning model to get under fitted.

In this strategy, the number of splits was set to 5, the shuffle was set to true, and
a random state was assigned to 42. The Stratified K-Fold cross-validation strategy
involves randomly dividing the set of observations into K-folds, of approximately
equal size. The first fold serves as a validation set for the model on which the model
performance is assessed by training on the remaining K-1 folds. In this project, we
calculated the training time, prediction time, training score, and prediction score of
the machine learning model for each number of splits, and then used these variables
to store in a unique list to produce an averaged score for the Stratified 5-fold splits.
However, the traditional approach of selecting 80/20 Train-Test split ratio can also
be considered here but Stratified K-fold gives more precision in assessing the skills
of a machine learning model to predict on the unseen data set.

3.2.8 Model Implementation

The modelling process is described below in the form of a flow chart as shown in
the figure 3.5.

KNN, DTC, XGBoost, Random forest classifier, Light GBM, and SVM are suit-
able models for the multilabel classification dataset [15][17][27][28][34]. The training
data is used to fit these models. Appropriate hyperparameters are also provided
to fine-tune the model while training the data, resulting in significantly improved
performance.

Because we chose five splits in the Stratified K-fold strategy, the above-mentioned
models are trained five times on the training dataset, and the time taken to train the
machine learning model for each K-fold is recorded by appending the values in a list
which is also called as model run-time training. Similarly, the models are predicted
five times, with the prediction time values saved in a separate list, and the time
taken to predict the values by the machine learning model for each K-fold are saved
in a list which is called run-time prediction. The models are also used to compute
the training and testing scores for each Stratified K-fold split iteration. These scores
are derived from the training and testing datasets, which are then stored in different
sorts of lists.



Chapter 3. Method 18

Figure 3.5: Flow Chart of the Machine Learning Modelling Process

The above-mentioned lists are saved to obtain the average score of the K-fold split.
These calculated means concerning a selected machine learning model are saved in
variables called training time, prediction time, testing accuracy score, and training
accuracy scores.

3.2.9 Performance Metrics

There are a quite few performance metrics that are used for measuring the perfor-
mance of a model. Before selecting the evaluation metric and assessing the model,
it is necessary to understand how each metric measures. This thesis aimed to com-
pare the performance of machine learning techniques by evaluating all performance
metrics such as Accuracy score, F-1 score, Precision, Recall, Support, and Confusion
Matrix [35][36].

Accuracy Score

Accuracy is formulated as a sum of true positives and true negatives divided by
the total number of samples. This is true only if the model is balanced. If there is a
class imbalance, it will produce inaccurate results.

Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(3.1)

Where in the above equation the terms "tp" is true positive, "tn" is true negative,
"fp" is false positive, "tp" is true positive and "fn" is false negative.
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Precision

Precision is defined as the ratio of true positive divided by the sum of a false
positive and true positive. A classifier can avoid labeling a negative instance as
positive. It provides the precision of positive predictions.

Precision =
True Positive

True Positive+ False Positive
(3.2)

Recall

The recall is calculated as the ratio of true positives to the sum of false negatives
and true positives. The classifier model can find all positive instances.

Recall =
True Positive

True Positive+ False Negative
(3.3)

F-1 Score

A weighted harmonic mean of precision and recall is used to calculate the F-1
score. The best F-1 score is denoted by 1.0 and the worst possible score is denoted
by 0.0. It is used to compare the classifier models, not global accuracy.

Recall = 2× Recall × Precision

Recall + Precision
(3.4)

Support

The number of actual occurrences of the class in the specified data set is referred to
as support. Imbalanced support in the training data may indicate structural weak-
nesses in the classifier’s reported scores, indicating the need for stratified sampling
or re-balancing.

Confusion Matrix

A confusion matrix is a table that is used to measure the performance of a classi-
fication model on test data. It can be used to assess how well a classifier recognizes
tuples of different classes. The confusion matrix contains data on actual and pre-
dicted classifications performed by a classification system. Table 3.3 represents the
two-class classification problem with the two outcomes being “Positive” and “Nega-
tive”.
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Actual Predicted as Positive Predicted as Negative
Positive True Positive False Positive
Negative False Negative True Negative

Table 3.3: confusion matrix

For a provided data point to predict, the classifier model will fall into any one of
these two class labels. If we plot the predicted values against the actual values then
we obtain a matrix with the following representative elements:

• True Positive: The data points whose actual outcomes were positive and the
algorithm correctly identified it as positive.

• True Negative: The data points whose actual outcomes were negative and
the algorithm correctly identified as negative.

• False Positive: The data points whose actual outcomes were negative but the
algorithm has predicted incorrectly as positive.

• False Negative: The data points whose actual outcomes were positive but
the algorithm has predicted incorrectly as negative.

3.3 Construction of Results
Firstly, the results of the literature review are represented in the form of a table.

For experimentation, the results of the model’s training and testing are presented
in the form of a table. Accuracy, recall, precision, and the F-1 score are used to
assess a model’s performance metrics. The confusion matrix is used to assess the
model’s effectiveness. The parameters in the tables are named Model name, Testing
Score (avg), Training (avg), Runtime Training (avg), and Runtime Prediction (avg).
Because we chose five splits for the dataset in the Stratified K-fold strategy, the
numerical values in the table represent the average values for each K-fold split of the
training, testing, prediction time, and runtime. To view the model performance, the
table is in CSV format.
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Results and Analysis

4.1 Literature Review Results
In answering the first research question, a Systematic Literature Review (SLR) is

conducted to knowing the machine learning algorithms that can be used to predict
the optimal implementation variant. The findings from the SLR are listed in the
form of a table.

Title Findings

Supervised machine learning al-
gorithms: classification and com-
parison [13].

The paper illustrates the various clas-
sification techniques for supervised ma-
chine learning, compares different algo-
rithms, and evaluates the most effec-
tive classification algorithm based on
a data set, features, and several in-
stances. The algorithm SVM followed
by Random forest classification is found
to be most effective.

A Perspective of Supervised
Learning Approaches in Data
Classification [37].

The strategies shall be examined ac-
cording to the objectives, methodol-
ogy, benefits, and drawbacks. Finally,
provided a summary of the monitored
ML approaches in the classification of
results which includes SVM, Decision
Tree classification.

Multi-class sentiment classifica-
tion: The experimental compar-
isons of feature selection and ma-
chine learning algorithms [27].

The paper presented a framework for
the multi-class sentiment classification.
The paper makes use of a multi-class
classification dataset and selected al-
gorithms Decision Tree, Naive Bayes,
SVM, KNN, and Radial basis func-
tions, out of which SVM was most effi-
cient.

21
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A review of multi-class classifica-
tion algorithms [28].

The paper focused on summarizing the
significant classification methods and
strategies for enhancing classification
accuracy, the paper includes algorithms
SVM, Random forest classifier, Deci-
sion tree classifier.

Analysis Accuracy of XGBoost
Model for Multiclass Classifica-
tion [34].

The paper focuses on the analysis of
the XGBoost algorithm for the appli-
cant risk prediction for life insurance.
The study found XGBoost to be better
performing than Decision Tree, Ran-
dom Forest particularly in the case of
missing values in data.

LightGBM: A Highly Efficient
Gradient Boosting Decision Tree
[17].

The paper proposes a modern Gradi-
ent Boosting Decision Tree (GBDT) al-
gorithm called LightGBM for dealing
with large numbers of data instances
and features. The research shows XG-
Boost in terms of computational speed
concerning low memory usage.

Table 4.1: Literature Review findings

The research studies of machine learning algorithms for multi-class classification
and supervised learning, as well as prominent performance algorithms, were listed
in the Systematic Literature Review (SLR). Thus, from the Literature review, the
6 algorithms are chosen are SVM, KNN, Random Forest classifier, DTC, XGBoost,
and Light GBM in predicting the optimal implementation variant for heterogeneous
parallel computing systems.

4.2 Experiment Results
The algorithms KNN, XGBoost, DTC, Random forest classifier, LightGBM, and

SVM are trained with a data set using a Stratified K-fold cross-validation method.
This section then presents the performance results of model outcomes and the anal-
ysis of the model using performance metrics.

4.2.1 KNN

The KNN model was implemented on the data-set, and accuracy scores for the
KNN model were generated, which achieved 99 percent accuracy in training and 98
percent accuracy in testing data-sets as shown in Figure 4.1.
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Figure 4.1: KNN Accuracy Scores

Using the confusion matrix technique, The KNN model’s performance is evaluated,
and the results are interpreted to determine the misclassification count and accurate
prediction count of the various class labels. The model misclassified and predicted
the Naive GPU label four times with the actual class label name Tiled CPU. The
confusion matrix for KNN is shown in the Figure 4.2 below.

Figure 4.2: KNN Confusion Matrix

The classification report is analyzed to know the correctness of the KNN model
thereby, evaluated precision, recall, f1 score, support for the class labels of this Naive
Matrix GPU, Naive Matrix CPU, Tiled Matrix CPU, and Strassen Matrix GPU.
The classification report for the KNN model is shown in Table 4.2 below.
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precision recall f1-score support
Naive_Matrix_GPU 0.96 1.00 0.98 89
Naive_Matrix_CPU 1.00 1.00 1.00 2
Tiled_Matrix_CPU 0.97 0.97 0.97 157
Strassen_Matrix_GPU 1.00 0.78 0.88 18
accuracy 0.97 266
macro_avg 0.98 0.94 0.96 266
weighted_avg 0.97 0.97 0.97 266

Table 4.2: KNN Classification Report

4.2.2 Decision Tree Classifier

The DTC model was implemented on the data-set, and accuracy scores for the
DTC model were generated, which achieved 100 percent accuracy in training and
100 percent accuracy in testing data-sets as shown in the Figure 4.3.

Figure 4.3: DTC Accuracy Score

Using the confusion matrix technique, the DTC model’s performance is evaluated
and the results are interpreted to determine the misclassification count and accurate
prediction count of the various class labels. The confusion matrix for DTC is shown
in Figure 4.4 below.
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Figure 4.4: DTC Confusion Matrix

The classification report is analyzed to know the correctness of the DTC model
thereby, evaluated precision, recall, f1 score, support for the class labels of Naive
Matrix GPU, Naive Matrix CPU, Tiled Matrix CPU, and Strassen Matrix GPU.
The classification report for the DTC model is shown in Table 4.3 below.

precision recall f1-score support
Naive_Matrix_GPU 1.00 1.00 1.00 89
Naive_Matrix_CPU 1.00 1.00 1.00 2
Tiled_Matrix_CPU 1.00 1.00 1.00 157
Strassen_Matrix_GPU 1.00 1.00 1.00 18
accuracy 1.00 266
macro_avg 1.00 1.00 1.00 266
weighted_avg 1.00 1.00 1.00 266

Table 4.3: DTC Classification Report

4.2.3 XGBoost

The XGBoost model was implemented on the dataset, and accuracy scores for the
XGBoost model were generated, which has achieved 100 percent accuracy in both
training and testing datasets as shown in Figure 4.5.
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Figure 4.5: XGBoost Accuracy Score

Using the confusion matrix technique, the performance of the XGBoost model is
evaluated and the results are interpreted to determine the misclassification count and
accurate prediction count of the various class labels. The confusion matrix for the
XGBoost model is shown in Figure 4.6.

Figure 4.6: XGBoost Confusion Matrix

The classification report is analyzed to know the correctness of the XGBoost model
thereby, evaluated precision, recall, f1 score, support for the class labels of Naive
Matrix GPU, Naive Matrix CPU, Tiled Matrix CPU, and Strassen Matrix GPU.
The classification report for the XGBoost model is shown in Table 4.4 below.
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precision recall f1-score support
Naive_Matrix_GPU 1.00 1.00 1.00 89
Naive_Matrix_CPU 1.00 1.00 1.00 2
Tiled_Matrix_CPU 1.00 1.00 1.00 157
Strassen_Matrix_GPU 1.00 1.00 1.00 18
accuracy 1.00 266
macro_avg 1.00 1.00 1.00 266
weighted_avg 1.00 1.00 1.00 266

Table 4.4: XGBoost Classification Report

4.2.4 Random Forest Classifier

The Random forest classifier model was implemented on the data-set, and accuracy
scores for the Random forest classifier model were generated, which has achieved 100
percent accuracy in both training and testing data-sets as shown in the Figure 4.7.

Figure 4.7: Random Forest Classifier Accuracy Score

Using the confusion matrix technique, the performance of the Random forest clas-
sifier model is evaluated and the results are interpreted to determine the misclassifi-
cation count and accurate prediction count of the various class labels. The confusion
matrix of the Random forest classifier is shown in Figure 4.8.
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Figure 4.8: Random Forest Confusion Matrix

The classification report is analyzed to know the correctness of the Random forest
classifier model thereby, evaluated precision, recall, f1 score, support for the class
labels of Naive Matrix GPU, Naive Matrix CPU, Tiled Matrix CPU, and Strassen
Matrix GPU. The classification report for the Random forest classifier model is shown
in Table 4.5 below.

precision recall f1-score support
Naive_Matrix_GPU 1.00 1.00 1.00 89
Naive_Matrix_CPU 1.00 1.00 1.00 2
Tiled_Matrix_CPU 1.00 1.00 1.00 157
Strassen_Matrix_GPU 1.00 1.00 1.00 18
accuracy 1.00 266
macro_avg 1.00 1.00 1.00 266
weighted_avg 1.00 1.00 1.00 266

Table 4.5: Random Forest Classification Report

4.2.5 LightGBM

The Light GBM was implemented on the data-set, the average accuracy scores
obtained from five splits for the Stratified K-Fold Cross-validation strategy of the
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Light GBM, which has achieved 93 percent accuracy in both training and testing
data-sets as shown in the Figure 4.9.

Figure 4.9: LightGBM Accuracy Score

Using the confusion matrix technique, the performance of the Light GBM is eval-
uated and the results are interpreted to determine the misclassification count and
accurate prediction count of the various class labels. The confusion matrix of the
Light GBM is shown in the Figure 4.10.

Figure 4.10: LightGBM Confusion Matrix

The above-mentioned confusion matrix figure shows that the LightGBM model
misclassified the 27 class labels, 18 of which were labeled as Naive Matrix GPU, 7 as
Tiled Matrix CPU, and 2 as Strassen Matrix CPU. The corresponding actual labels
for the 18 misclassified labels are Tiled Matrix CPU,7 are the Naive Matrix GPU,
and 2 are the Tiled Matrix CPU.
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The classification report is analyzed to know the correctness of the LightGBM
model thereby, evaluated precision, recall, f1 score, support for the class labels of
Naive Matrix GPU, Naive Matrix CPU, Tiled Matrix CPU, and Strassen Matrix
GPU. The classification report for the LightGBM model is shown in Table 4.6 below.

precision recall f1-score support
Naive_Matrix_GPU 0.82 0.92 0.87 89
Naive_Matrix_CPU 1.00 1.00 1.00 2
Tiled_Matrix_CPU 0.93 0.87 0.90 157
Strassen_Matrix_GPU 0.88 0.78 0.82 18
accuracy 0.88 266
macro_avg 0.91 0.89 0.90 266
weighted_avg 0.89 0.88 0.88 266

Table 4.6: LightGBM Classification Report

4.2.6 Support Vector Machine

The SVM model was implemented on the data-set, accuracy scores for the SVM
model were generated, which achieved 74 percent accuracy in training and 73 percent
accuracy in testing data-sets as shown in the Figure 4.11.

Figure 4.11: SVM Accuracy Score

Using the confusion matrix technique, the performance of the SVM model is eval-
uated and the results are interpreted to determine the misclassification count and
accurate prediction count of the various class labels. The confusion matrix of the
SVM model is shown in the Figure 4.12.
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Figure 4.12: SVM Confusion Matrix

The above-mentioned confusion matrix figure shows that the SVM model misclas-
sified the 70 class labels, 35 of which were labeled as Naive Matrix GPU, 30 as Tiled
Matrix CPU, and 5 as Strassen Matrix CPU. The corresponding actual labels for
the 35 misclassified labels are Tiled Matrix CPU,30 are the Naive Matrix GPU, and
out of 5 class labels 3 are the Tiled Matrix CPU and 2 are the Naive Matrix CPU.

The classification report is analyzed to know the correctness of the SVM model
thereby, evaluated precision, recall, f1 score, support for the class labels of Naive
Matrix GPU, Naive Matrix CPU, Tiled Matrix CPU, and Strassen Matrix GPU.
The classification report for the SVM model is shown in Table 4.7 below.

precision recall f1-score support
Naive_Matrix_GPU 0.63 0.66 0.64 89
Naive_Matrix_CPU 0.00 0.00 0.00 2
Tiled_Matrix_CPU 0.78 0.76 0.77 157
Strassen_Matrix_GPU 0.74 0.78 0.76 18
accuracy 0.72 266
macro_avg 0.54 0.55 0.54 266
weighted_avg 0.72 0.72 0.72 266

Table 4.7: SVM Classification Report
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4.3 Evaluation Results
Based on the experimental results of each algorithm, the algorithm’s accuracy

scores and other performance metrics like runtime training and runtime prediction
times are tabulated.

Model Testing
Score

Training
Score

Runtime
Training

Runtime
Prediction

Decison Tree
Classifier 100% 100% 0.01253 0.000122

XGBoost 100% 100% 0.96 0.006078
Random For-
est Classifier 100% 100% 0.140082 0.011788

KNN 98.7% 99.9% 0.036943 0.005745
LightGBM 93% 93% 0.190915 0.001620
SVM 73.4% 74.2% 0.023791 0.014848

Table 4.8: Models Evaluation Report

The table and the figure show the three of the model’s DTC, XBoost, Random
Forest Classifier has accuracy scores of 100. In terms of performance parameters
Runtime Training and Runtime Prediction, the DTC model has the lowest values,
which makes the DTC is best performing model among those.

The below Figure 4.13 shows the DTC model’s predicted outcome for the input
dimension size 160.

Figure 4.13: DTC Outcome
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4.4 Summary of Analysis
The primary objective of this research is to find the best-performing machine

learning model for optimization of the heterogeneous parallel computing system by
evaluating the performance of each machine learning classifier model, namely KNN,
SVM, Light GBM, XGBoost, DTC and Random forest classifier. These Models are
measured with the performance metrics of accuracy, recall, f-measure, support, and
confusion matrix by experimenting. In this section, the performance of the models is
mentioned. A comparison of the models is performed based on the obtained results.
The model that is best suited for classifying the data-set is identified and mentioned
in this chapter.
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Discussion

5.1 Answering Research Questions
RQ1) Which machine learning algorithms are suitable to predict the op-
timal implementation variant for heterogeneous parallel computing sys-
tems?

The machine learning algorithms are selected according to the data-set type. Here,
the data-set will be generated for a heterogeneous parallel computing system by con-
sidering a matrix multiplication benchmark application. The data-set would consist
of the execution times for the benchmark application implementations for a range
of input values, with the winning label column telling the optimal implementation
variant in the data-set. Here, the winning label is a target variable, and the values
under it are filled with a unique number consisting of 1 to 5, each representing the
winning implementation variant for the corresponding input value.

These numbers repeat often under this column, which shows that this data-set is
set to be a multi-class classification data-set. In finding which algorithms to be cho-
sen for this followed through investigating the already existing literature works. The
research study “Multi-class sentiment classification” suggested the selection of algo-
rithms Decision Tree, Naive Bayes, Support Vector Classifier, K-Nearest Neighbour,
and Radial basis function network over multi-class classification data-set [27]. From
the above-stated algorithms, we consider three algorithms based on the advantages
mentioned in the research “ review of the multi-class classification algorithms“. For
Decision Tree, handling both numerical and categorical data and computationally
easy to understand and interpret; For K-Nearest Neighbour, ease of implementa-
tion, and flexible classification scheme; For Support Vector Machine, having largest
flexibility over other classification [28].

Since We already decided on the Decision Tree algorithm, other tree based on
algorithms like random forest and light gradient algorithm also be considered, the
random forest can provide an advantage in giving high accuracy over the decision tree
in case of any over-fitting and Light gradient boosting help get faster training speed
and higher efficiency with least memory usage [17]. Also, the XGBoost algorithm is
considered for being a high-performance model in most machine learning [34].
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Thus, noting all the above discussion we have considered a total of 6 algorithms
for this project: Support Vector Classifier, K-Nearest Neighbour, Random Forest,
Decision tree classifier, XGBoost, and Light Gradient Boosting Model in predicting
the optimal implementation variant for heterogeneous parallel computing systems.

RQ2) How selected machine learning algorithms can improve the perfor-
mance of heterogeneous parallel computing?

The results obtained by answering research question 1 are compared to six machine
learning models, namely, Decision Tree Classifier, XGBoost, KNN, LightGBM, SVC,
and Random Forest Classifier. The above-mentioned models are then assessed for
performance using a stratified cross-validation strategy. To overcome model overfit-
ting, a 5-fold stratified cross-validation technique is used to prepare a model for final
testing.

According to the experiment results, the accuracy values for Decision Tree Clas-
sifier, XGBoost, and Random Forest Classifier have achieved 100%. The remaining
algorithms, such as KNN, Light GBM, and SVC, achieved 98%, 93%, and 73% ac-
curacy, respectively.

Decision Tree Classifier, XGBoost, Random Forest Classifier is identified as the effi-
cient model with good accuracy, recall, precision, and f1 score. The above-mentioned
algorithms are compared in Table 5.1: Comparison of Models.

Model
Name

Accuracy Precision F1-
Score Recall Runtime

Training

Runtime
Predic-
tion

DTC 100% 100% 100% 100% 0.01253 0.000122
XGBoost 100% 100% 100% 100% 0.96 0.006078
Random
Forest Clas-
sifier

100% 100% 100% 100% 0.140082 0.011788

KNN 98% 98% 95% 93% 0.036943 0.005745
LightGBM 93% 90% 89% 89% 0.190915 0.001620
SVM 73% 53% 54% 55% 0.023791 0.014848

Table 5.1: Comparison of Models

In comparison with other machine learning models, the Decision Tree Classifier is
not only good in terms of performance metrics but it has achieved the lowest Runtime
Training and Prediction. As a result of the experimental observations, We believe
that the Decision Tree Classifier is the best fit for predicting the best implementation
variant.
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In the result section, The figure 4.13 depicts how, given an input size dimension
of 160, the most efficient machine learning model was found for the matrix mul-
tiplication application. The decision tree classifier predicts that Strassen matrix
multiplication with GPU resource usage is the best implementation variant. Thus,
knowing this heterogeneous parallel computing application can improve its perfor-
mance by choosing the optimal variant that is Strassen matrix multiplication and its
corresponding resource to be implemented in GPU.



Chapter 6
Conclusions and Future Work

In this research, we used a machine learning approach to optimize the hetero-
geneous parallel computing system for application over execution time based on
resource utilization, such as CPU or GPU, and the input size. For this, six ma-
chine learning algorithms are used: KNN, XGBoost, DTC, Random Forest Classifier,
LightGBM, and SVM. We investigated the performance of these machine learning
algorithms in predicting the optimal implementation variant of the considered matrix
multiplication application, such that it increases run-time performance on heteroge-
neous parallel computing systems.

According to the results, the algorithms DTC, XGBoost, and Random Forest
Classifier outperformed the others in terms of accuracy ranking achieving a 100% ac-
curacy score. Based on the parameters of run-time prediction and run-time training,
the algorithm DTC is shown to be the most efficient in the selection of the optimal
implementation variant for an application on a heterogeneous parallel computing
system.

In future work, the research may be advanced further by taking into account
application implementations written in different languages such as Fortran, Python,
and as well as on heterogeneous parallel computing platforms other than CUDA.

Also, the research can be advanced use comparing the performance outcomes of
these machine learning algorithms to other parallel computing applications such as
sorting, depth for search, and so on, and analyzing these results to determine whether
there is a better machine learning algorithm overall.
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Appendix A
Supplemental Information

The graph below represents the comparative analysis of the matrix input size
dimensions varying from 16 to 160 plotted against the Execution time in milliseconds.

Figure A.1: Input Size v/s Execution Time(ms) graph for the input dimensions
ranging from 16 to 160
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The graph below represents the comparative analysis of the matrix input size
dimensions varying from 1008 to 1328 plotted against the Execution time in millisec-
onds.

Figure A.2: Input Size v/s Execution Time(ms) graph for the input dimensions
ranging from the 1008 to 1328

The graph below represents the comparative analysis of the matrix input size
dimensions varying from 4464 to 8560 plotted against the Execution time in millisec-
onds.
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Figure A.3: Input Size v/s Execution Time(ms) graph for the input dimensions
ranging from the 4464 to 8560
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