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Abstract

Background: Software engineering research aims to establish software development practice on a
scientific basis. However, the evidence of the efficacy of technology is insufficient to ensure its uptake in
industry. In the absence of a theoretical frame of reference, we mainly rely on best practices and expert
judgment from industry-academia collaboration and software process improvement research to improve
the acceptance of the proposed technology.

Objective: To identify acceptance models and theories and discuss their applicability in the
research of acceptance behavior related to software development.

Method: We analyzed literature reviews within an interdisciplinary team to identify models and
theories relevant to software engineering research. We further discuss acceptance behavior from the
human information processing perspective of automatic and affect-driven processes (“fast” system 1
thinking) and rational and rule-governed processes (“slow” system 2 thinking).

Results: We identified 30 potentially relevant models and theories. Several of them have been used
in researching acceptance behavior in contexts related to software development, but few have been
validated in such contexts.

They use constructs that capture aspects of (automatic) system 1 and (rational) system 2 oriented
processes. However, their operationalizations focus on system 2 oriented processes indicating a rational
view of behavior, thus overlooking important psychological processes underpinning behavior.

Conclusions: Software engineering research may use acceptance behavior models and theories more
extensively to understand and predict practice adoption in the industry. Such theoretical foundations
will help improve the impact of software engineering research. However, more consideration should be
given to their validation, overlap, construct operationalization, and employed data collection mechanisms
when using these models and theories.

Keywords: Acceptance behavior, dual process theory, technology acceptance, theory, TAM, UTAUT,
TPB

1. Introduction

Software engineering is defined as “the application of a systematic, disciplined, quantifiable approach
to the development, operation, and maintenance of software; that is, the application of engineering to
software” [1, 3.3810, 2.]. This means that the adoption of new technologies, methods, languages, tools
or ways of working (or practice for short1) should be informed by evidence [2]. In the past, software
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engineering research has primarily approached practice introduction from a rational perspective. The
emphasis was mainly on providing evidence of the efficacy of a practice, and sufficient evidence was
assumed to lead to adoption [3–5].

However, it has been observed that, in practice, adoption decisions are rarely informed by evidence
alone [6, 7]. This is a well-recognized problem that has been discussed and investigated in the context
of technology transfer, industry-academia collaboration, and change management in the context of
software process improvement. There is a large body of literature on “success factors” for quality
and process improvement [8–10]. This literature highlights the importance of people factors like
management support and communication in general terms but rarely addresses in detail aspects like
attitudes (a psychological construct [11]) or beliefs (a form of cognitive tacit knowledge [12]) that may
affect individuals in making a change. A change in behavior, like introducing new practices that change
established ways of working, cannot simply be introduced by instruction, even when there is evidence
of the efficacy of the change [13].

Software engineering is not unique in facing the challenge that practice adoption is not a purely
rational process [14, 15]. Strength of evidence, cost, and risk [4] may be necessary factors for practice
adoption but are certainly insufficient to explain adoption or lack thereof. Resistance to change, for
example, is a key factor in implementing software process improvements [16] as are developers’ attitudes
towards (organizational) change for increasing the success of a change [17]. It is therefore important to
understand, not only, the evidence of the efficacy of a practice as a driver for developers’ intentions, but
also the individual processes that might interfere with implementing these intentions [18]. The study of
human behavior, therefore, plays a significant role in the research on software engineering practices [19].

Theories of behavior, e.g., the Theory of Planned Behavior (TPB) [20], are used widely in the social,
learning and health sciences to explain people’s behavior [21]. In the context of information systems
and information technology, researchers have adapted these theories to explain or predict the usage or
adoption of (information) technology [22], e.g., the Technology Acceptance Model (TAM) [23] or the
Unified Theory of Acceptance and Use of Technology (UTAUT) [24].

In this study, relying on several recent and extensive literature reviews, we identify and describe the
various models and theories of acceptance behavior. Specifically, we:

• Catalog models and theories on acceptance behavior; from a range of available models, we identify
those of particular interest for software engineering research.

• Reason on the potential relevance of the models and theories for software engineering.

• Analyze models and theories on acceptance behavior used in software engineering from a human
information processing perspective.

The remainder of this paper is organized as follows: In Section 2, we present the background and
related work. Among others, we discuss behavioral software engineering (2.2), the basic concepts of
acceptance behavior models and theories (2.4), and the role of individual information processing (2.5).
In Section 3, we describe our research approach, and in Section 4, we describe and briefly reflect on the
relevance of the identified models. In Section 5, we discuss acceptance behavior models and theories
that have been used in software engineering research from the system 1 and system 2 perspectives.
Next in Section 6 we discuss the findings, and we conclude the paper in Section 7 with a summary,
conclusion and directions for further research.

2. Background and related work

2.1. On the need and role of theories in software engineering
There is an increasing realization that software engineering research needs strong theories [25–27].

Theories provide a framework for building hypotheses and reasoning about what might have caused
certain results and eventually explain certain phenomena within the constraints of the theory. In the
last decade, several theories in software engineering have been presented [28–32]. However, by and

2



large, a theoretical perspective to understand and predict acceptance behavior is fragmented in software
engineering research. For example, research on agile practice introduction shows that practices that
are claimed to be used might actually be used differently or not at all [33]. Therefore, an important
question is not only under which conditions a practice is likely to be accepted but also why a practice
intended to be used or claimed to be accepted under prevailing conditions is not used.

The models and theories on understanding and predicting behavioral intention take such factors into
account. Some of these theories are used in the computing literature, but focus mainly on consumer
technology or the end-users of a software system, not practices that are used by software developers in
software development. The Technology Acceptance Model (TAM) is one frequently used model that
predicts behavioral intention [23]. A systematic literature review on TAM [34] suggests that TAM’s
behavioral intention “is likely to be correlated with actual usage” but also cautions that “[c]are should
be taken using the TAM outside the context in which it has been validated.”

2.2. Behavioral software engineering
Software development is typically considered a complex and predominantly intellectual activity

accomplished through cognitive processing abilities [35]. It is a human activity that clearly moves
beyond the view of generating and ranking alternatives to find optimal solutions that are effortlessly
implemented in practice [36, 37]. The study of human aspects, therefore, plays a significant role in the
research on software development practices [19].

The importance of “people factors” in software development has long been recognized and the
psychology of programming was an established research field2 in the 1970s [38, 39]. There is also a large
body of literature on “success factors” for quality and process improvement [8–10, 40] that highlights
the importance of people factors like management support and communication in general terms, but
rarely addresses in detail the social, cognitive or behavioral aspects that affect individuals in making a
change.

Resistance to change, for example, is a key impact factor in implementing software process im-
provements [16]. Furthermore, developers’ attitudes towards (organizational) change [17] and humans’
attitudes in general have also been described as important predictors for behavior [41]. Davanbu et al. [6]
found that a priori opinions and beliefs of developers that are not based on empirical evidence affect
their practice. It is therefore important to understand, not only, the processes that enable developers
to act according to their intentions but also the processes that might interfere with implementing those
intentions [18] as well as how they process information.

In recent years, the study of behavioral aspects of software engineering has received renewed attention.
Lenberg et al. [19] define behavioral software engineering as the “study of cognitive, behavioral and
social aspects of software engineering performed by individuals, groups or organizations” and emphasize
that this definition includes “other aspects of mind, such as emotions and values etc.” Their literature
review showed that behavioral aspects in software engineering have dominantly been studied in 4 of
SWEBOK’s 15 knowledge areas (SE management, SE models and methods, SE professional practice
and SE economics). Nine of the remaining 11 areas were covered by 1% or less of the 250 publications
they studied. To support research in behavioral software engineering Graziotin et al. [42] provide
guidelines for studies that involve instruments for measuring behavioral aspects (psychometrics).

Overall, the recent work on behavioral software engineering indicates a growing awareness of and
interest in explanatory models that go beyond purely rational models for explaining behaviors.

2.3. Related literature reviews
To the best of our knowledge, there are no literature reviews on models and theories of acceptance

behavior within the field of software engineering. However, several literature reviews on the topic have
been conducted in the IS/IT and manufacturing literature [22, 43, 44]. We capitalize on these reviews

2The Psychology of Programming Interest Group (PPIG, https://www.ppig.org) was established in the late 1980s
and runs regular workshops until today.
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and further analyze the identified models and theories that might be relevant to software engineering
research.

There are several literature reviews on the usage of specific models and theories of acceptance
behavior in CS/IS/IT/SE research, though. To the best of our knowledge, Turner et al.’s systematic
review on TAM [34] is the only such review in the field of software engineering. However, only a fraction
of the primary studies included in those secondary studies target aspects of software development. For
UTAUT, citation analyses also show that only few of the research papers citing UTAUT actually use it
in some way, at least partially; [45]: 22.6%, [46]: 4.1%, [47]: 9.6%. To the authors’ best knowledge,
similar analyses regarding the usage/citation of other models or theories are not available for research
within CS/IS/IT/SE.

In a recent paper on social science theories in software engineering, Lorey et al. [48] argue that
“software engineering research becomes more concerned with the psychological, sociological and man-
agerial aspects of software” and therefore they investigate “which, how, where, and to what extent
social science theories are used in software engineering research”. They provide a list of the theories
encountered and elaborate on the most common. They further explain how inattention to social science
leads software engineering researchers to oversimplify and over-rationalize core phenomena.

Compared to the related work, our study should not be considered an additional literature review on
acceptance models in software engineering. We found that the existing reviews in software engineering
only looked at a limited set of models. Turner et al. [34]), for example, only investigated TAM. In
this paper, we look at a broader set of models and theories of acceptance behavior and reflect on their
application in software engineering. Specifically, we highlight and discuss the role and implications of
individual information processing in decisions (system 1 and system 2 thinking, see Section 2.5). It
is also essential to reflect on the intention to use and actual usage, as this has not been sufficiently
addressed in the software engineering literature.

2.4. Predicting behavior
The key goal of models and theories for acceptance behavior is the prediction of behavior and/or

explanation of a behavioral change. Most models and theories have in common that they use (behavioral)
intention as the key predictor for actual behavior, see Figure 1. The relationship between behavioral
intention and actual behavior is well established in psychology [49]. However, researchers also caution
that “intentional control of behavior is a great deal more limited than previous meta-analyses of
correlational studies have indicated” [50, p. 262]. Behavioral intention is influenced by different core
constructs in different models/theories, e.g., attitudes, motivation, social factors and expectations/beliefs
regarding the effect of the behavior, and the effort to carry out the behavior. Some of the core constructs
also affect the behavior more directly (e.g., habit in UTAUT2 [51]). Mediators or moderators like age,
gender and experience affect the influence of the core constructs on behavioral intention and behavior.
Furthermore, it has been shown that conceiving of implementation intentions supports goal attainment,
i.e. implementing the intended behavior.

Since the relationship between behavioral intention and actual behavior is well established in the
IS research literature, behavioral intention is often used as a proxy for actual behavior [52]. However,
in a meta-analysis on behavioral intention and actual behavior, Wu and Du found that behavioral
intention is not a good surrogate for actual behavior (system usage more specifically) [53]. This is also
corroborated by Tiefenbeck et al. [54] who found “only a mild correlation of self-reported usage and
log data” and conclude that “while intention is indeed well explained by UTAUT factors, it does not
necessarily predict usage.”

Research also shows that practices that are claimed to be used not always are actually used [33].
Therefore, an important question is not only under which conditions a practice is likely to be accepted.
We also need to understand why a practice that is intended or even claimed to be accepted under
prevailing conditions is not used.

The intention-behavior gap, captured by the critical question why and when do people fail to act on
their intentions?, is discussed thoroughly in a review by Sheeran [49]. Research shows that intentions
only account for about 20–30% of the variance in behavior [55]. Fishbein and Ajzen discuss many
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Figure 1: Basic concepts of acceptance behavior models and theories, e.g., UTAUT and TPB.

potential explanations for this gap, like, for example, how intentions and behaviors are measured or
the degree of volitional control over performing the behavior [20, Chp. 2]. In TPB, the concept of
actual behavioral control “moderates the effect of intentions on behavior”. Since “it is usually much
more difficult to measure actual behavioral control than perceived behavioral control, most studies
rely on perceived behavioral control as a proxy for actual control” [56]. However, there might be many
factors influencing the transition from perceived to actual behavioral control [57]. In health-related
research, TPB is, for example, used to investigate behaviors related to physical activity/exercising
or dietary behaviors [58], in particular to find out why people fail to act on intentions. The results
can then be used to improve behavior change interventions [59]. The acceptance behaviors studied in
health-related research or consumer behavior have many striking similarities to acceptance behavior in
software engineering, e.g., practice adoption in software development.

2.5. The role of individual information processing in decisions
Research in psychology shows that individuals process information by switching between affective

and cognition-laden systems. Theories in psychology distinguish, for example, between controlled and
automatic processes [60], cold and hot processes [61], and planners and doers [62]. Other theories
conceptualize the differences of individual information processing into “systems”, like the experiential
versus the rational system [63] and the (fast) system 1 versus the (slow) system 2 [64–66]. At their
cores, these conceptualizations point out distinctions between affective and cognitive processes (the
psychological source), how and how fast information is processed (type and speed of processing),
the level of detail in processing (granularity), the level of consciousness involved and the degree of
automaticity (flexibility) of thought. Inspired by Evans [67, 68], we draw on system 1 and system 2
processing as two broad, but conceptually different, systems for processing information. In broad terms,
system 1 functions in terms of generating alternatives, and encompasses various affective processes
such as emotions, moods and intuitions, while system 2 serves to regulate through cognitive processes
(memory, reasoning and decision-making). The exact influence of one system over the other is complex,
though, and a matter of ongoing research [69–71].

Metcalfe and Mischel [61], for example, pointed to a ‘cold’ system as the seat of mainly cognitive
and affect-neutral processing. On the contrary, the ‘hot’ system is the seat of emotional, impulsive and
reflexive processing, which is fundamental for emotional (classical) conditioning and undermines efforts
of self-control. The distinction between system 1 and system 2 shares some characteristics with that.
System 1 [64, 72], or the experiential system [63], has been argued to stand for pre-conscious, rapid,
automatic, holistic, typically nonverbal and mostly affect-driven, processes. System 2, or the rational
system, emphasizes cognitive characteristics; slow, serial, effortful, rule-governed, flexible and neutral
processes.

Dual process theories, such as system 1 and system 2, refer to information being processed on
different levels and with different efforts. System 1 operates automatically, quickly, and intuitively with
little or no effort and no sense of voluntary control. It also houses affective processes [71]. System 2
regulates and allocates attention to the effortful mental activities that demand it, including complex
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computations. Kahneman [72] uses the following common example to exemplify the functioning of the
two systems: “A bat and a ball together cost $1.10. The bat costs $1 more than the ball. How much
does the ball cost?”. Intuitively, system 1 leads one to believe the ball costs 10 cents, but when letting
the processes underpinning system 2 further scrutinize the example, it becomes clear that the ball costs
5 cents and the bat $1.05.

The similarities and differences of system 1 and 2 processing are summarized and outlined in Table 1.

Table 1: Characteristics of system 1 and system 2 processing.

Characteristic System 1 processing System 2 processing

Psychological
source

Behavior influenced by “vibes,”
“hunches” or affect

Neutral, cognitive and reason-based

Type of pro-
cessing

Dominated by association and context
specific

Logic, conceptual and context indepen-
dent

Speed of pro-
cessing

Fast and direct Slow and step-wise due to sequential
processing

Granularity Holistic and pattern-based Detail focused

Level of con-
sciousness

Unconscious/ preconscious/ reflexive
processing

Conscious and reflective

Flexibility in
processing

Automatic, hard to overrule and neglect Flexible, changes with speed of thought

Despite complex definitions, the viability and importance of individual information processing
theories, are reflected in the IS- [73] and behavior change literature [59]. For example, regarding the
role of converting intentions into actions regarding IT use, Ferrat et al. [73] proposed that system 1
processing is likely to occur when there is no prior exposure to using an IT system and that conscious
and effortful system 2 processing needs to override the fast, automatic and unconscious system 1
responses. Thus, system 2 is the most dominant during initial IT use. However, its influence gradually
decreases as learning occurs and behavior becomes more habitual. Consequently, studying system 1 and
2 processes becomes relevant for predicting acceptance behavior in software engineering. Acceptance
behavior in software engineering often concerns changing an established practice. For the individuals
who need to change the practice, such a change usually requires conscious effort and also management of
emotions due to reactions to the change. Ferrat et al. [73] claim that the influence of system 1 decreases
and becomes substituted by system 2 processing as the behavior becomes an accepted standard of
operations. These arguments emphasize the need for studying and predicting acceptance behavior
within the software engineering domain. Implementing new practices in the software engineering domain
typically deals with the substitution of a “competing” established and potentially automated behavior.

In the recently proposed Technology Integration Model (TIM), Shaw et al. [74] argue along similar
lines. Their model focuses on the continued use of technology. The authors argue that common
technology acceptance models, like TAM, are not well suited for the prediction of sustained technology
use, since other constructs become important. A literature review on user resistance in IT concludes
that user resistance is a complex phenomenon and not just a reaction to change and uncertainty and
that further research is necessary to better understand user experience and behavior [75].

In the software engineering domain, Sánchez-Gordón and Colomo-Palacios [76] reviewed the lit-
erature on software developers’ emotions and mapped the kinds of emotions investigated and the
measures/instruments to assess them. In the 66 selected primary studies, spanning 2005–2018, they
identified 40 discrete emotions which they grouped into 15 categories, of which anger, fear, disgust,
sadness, joy, love and happiness were the most commonly reported ones. Of the 66 selected studies, 34
were published 2017–2018, suggesting that the study of emotions in software engineering is a relatively
new area within software engineering. Although the authors did not investigate the relationship between
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emotions and specific behaviors, they stated a need to map software developers’ emotions to their
performance, productivity, quality and well-being as well as how cognitions affect emotions.

To the best of our knowledge, human information processing theories, such as system 1 and system 2
processing have not been explicitly applied in the software engineering context. Implicitly, though,
system 1 and system 2 are discussed in the literature on cognitive biases in software engineering
since (fast and automatic) system 1 processing is particularly prone to cognitive bias. Mohanani et
al. [77] mapped cognitive biases in software engineering (e.g., ignoring change requests, inaccurate
effort estimation). While Mohanani et al. mention various biases that may affect acceptance behavior,
e.g., interest biases (related to individual preferences) or action-oriented biases (taking premature
decisions not considering all relevant information), they did not discuss the potential effects of biases
on technology acceptance. In a recent field study, Chattopadhyay et al. [78] investigated how cognitive
biases influence developers. They conclude that developers recognize the frequent occurrence of cognitive
biases and “deal with such issues with ad hoc processes and sub-optimal tool support.”

3. Research approach

The objective of this paper is to provide an overview of models and theories that might be useful
for investigating phenomena related to acceptance behavior in software engineering. Furthermore, we
aim to describe the most relevant models and theories with respect to the characteristics of individual
information processing outlined in Section 2.5. We used literature review as our research method. It
should be noted that we did not conduct a systematic literature review according to the guidelines
by Kitchenham et al. [79]. However, we followed a systematic approach when studying the literature
(e.g., using systematic searches and criteria to identify the relevant theories) to raise the trust in the
results, to facilitate revisiting the literature using a similar approach later, and to allow other authors
to “replicate” our work. Figure 2 provides an overview of our approach.

3.1. Search for models and theories and their use in software engineering
There are several secondary studies about the usage of specific technology acceptance models/theories

(like TAM and UTAUT) within the CS/IS/IT/SE literature. However, only a fraction of the research
included in those secondary studies target topics related to software development. Due to the relevance
of these domains to software development, we consider that the models and theories reported in those
secondary studies can be candidates for software engineering.

For this study, we searched in two phases. In the first phase, to identify candidate models and
theories, we searched broadly for reviews on technology adoption and/or acceptance behavior as
described in Section 3.1.1. We used these reviews as a source for extracting models and theories relevant
for investigating acceptance behavior. In the second phase, we searched if the candidate models and
theories identified in the first phase have been used in the software engineering literature.

3.1.1. Phase 1 (search for existing literature reviews as a source for candidate models and theories)
We searched Scopus (due to its comprehensive coverage of peer-reviewed scientific literature [80–82])

for surveys and reviews on technology acceptance or adoption and on acceptance behavior. From the

Seven sources [18,
38, 39, 53, 75–77]

(see Table 2)

Phase 1: Search for literature
surveys and reviews

Select models and theories
related to acceptance behavior

Phase 2: Search for SE
examples using these models

and theories

30 models and
theories (see Table 3)

14 models and
theories (see Table 3

and Section 4)
Relevant

for SE

Figure 2: A high-level overview of the research approach.
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results, we selected publications based on three criteria: (1) the publication is potentially related to the
software engineering domain (e.g., we excluded literature on farming, consumer electronics, etc.), (b)
the publication provides a comprehensive list of models, frameworks or theories and (c) the publication
provides some details of the process used for compiling this list. This left us with [22, 43, 44, 83].
We also added two key publications on the “integrative” theory UTAUT since they provide overviews
of the models and theories that were considered for integration [84, 85]. Furthermore, we added the
“Handbook of behavior change” [59] to ensure a comprehensive overview of theories on behavior-related
theories being well aware that the handbook targets a different audience and also covers many theories
beyond acceptance behavior.

Based on these sources, we compiled an overview of models and theories related to acceptance
behavior that were cited/described in these sources, see Table 3.

3.1.2. Phase 2 (search for primary studies reporting use of candidate models and theories in software
engineering)

To identify studies in SE that used any of the models and theories in Table 3, we searched Scopus
using the search string TITLE-ABS-KEY(<model/theory> AND <software engineering>). The first
part of the search string (<model/theory>) was operationalized using the names of the models and
theories in our list of models and theories (see Table 3) with some name variants to increase recall
and to avoid excessive noise. The second part of the search string (<software engineering>) was
operationalized by a list of software engineering venues. For the venue list, we used the union of the
lists of software engineering conferences and -journals by Karanatsiou et al. [86] and the list of software
engineering journals by Archambault et al. [87]. Both lists have been used by other researchers to map
venues to fields of research (e.g., [88–90]). The search was done on December 09, 2021.

3.2. Selection of a subset of models and theories
We defined a model/theory as most relevant when it fulfills one of the following two criteria: (1)

the model/theory is covered in at least 3 of the reviews/overviews in Table 2; OR (2) the model/theory
is covered in 2 of the reviews/overviews in Table 2 and has been in at least one study in SE.

We applied these criteria to 30 models and theories listed in Table 3. The variants of various models,
e.g., UTAUT and C-UTAUT, were treated as one group. Nine groups (discussed in Section 4) met the
criteria. Column “Ref” in Table 3 indicates the section in which the model is discussed further.

3.3. Validity threats
The following are the main validity threats of the study and how we addressed them:
Interpretive validity: Studying acceptance theories is outside the field of software engineering.

Therefore, there is a risk that we misinterpret or misunderstand theories. Thus, we conducted our study
jointly within an interdisciplinary team, where one of the co-authors has a background in behavioral
sciences. All interpretations and categorizations of models and theories were reviewed by multiple
co-authors. Any disagreements were resolved through discussion and consulting the original sources.

Generalizability: The goal of this study was not to provide a systematic and exhaustive overview
of acceptance theories. Rather, we focused on identifying a broader set of different theories and also
highlighting specific aspects that are overlooked in software engineering (e.g., system 1 and 2 thinking
for understanding intended versus actual use).

Instead of directly searching for models and theories, we leveraged existing literature reviews from
related fields (as there aren’t any such literature reviews in SE). As it takes time to conduct, report,
and publish a literature review, a limitation of our search approach is that we may miss the most recent
contributions to the field. Furthermore, each literature review has its own research questions and study
design, which means that these reviews excluded certain models and theories that may be relevant
to our study. While this threat exists, we contend it is minimized as we identified and used several
comprehensive surveys and reviews on the topic from different fields.

We leveraged the “subject area” classification by Scopus to include papers published in venues that
are considered related to computer science. This classification is inclusive and entirely transparent; each
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Table 2: Literature describing models and theories with potential relevance for research on acceptance behavior
in software engineering (in alphabetic order of first author).

Ref (year) Study
type

Research field Description

Devis et al.
(2015) [83]

Systematic
literature
review

Health, psychology,
sociology, anthropol-
ogy, economics

Reviews models and theories of behavior and be-
havior change of potential relevance to health in-
terventions.

Dwivedi et al.
(2019) [85]

Literature
review

Information systems Reviews models and theories of IS/IT acceptance
and the role of attitude in those. Proposes a revised
model for UTAUT incorporating attitude which is
seen as a central concept in behavior.

Hagger et al.
(2020) [59]

Expert
reviews

Health, psychology,
sociology, behavioral
science, economics,
philosophy, imple-
mentation science

“[S]ummarizes current evidence-based approaches
to behavior change in [46] chapters by leading the-
orists, researchers, and practitioners from multiple
disciplines”. Focuses on interventions to support
behavior change.

Rad et al.
(2018) [43]

Systematic
literature
review

Information systems Categorizes papers on technology adoption along
(among others) their theoretical foundation, i.e. the
models/theories they use.

Seuwou et al.
(2017) [44]

Literature
review

Information security Overview of technology acceptance models and the-
ories.

Taherdoost
(2018) [22]

Literature
review

Engineering, infor-
mation technology

Overview of general adoption models and theories
focusing on user acceptance of technology.

Venkatesh et
al. (2003) [84]

Literature
review

Information systems Compilation of models and theories considered for
integration/unification in UTAUT.

venue can have multiple subject tags3. However, there is a chance that a venue is wrongly classified or
that a relevant paper was published in a venue not typically considered related to computer science.

In the next phase (see Section 3.1.2), we searched for applications of models and theories (identified
in the first phase of search see Section 3.1.1) in the software engineering literature. We, however,
limited the search to the metadata (title, abstract, and keywords). Publications that do not mention
the used model or theory in their metadata will be missed. This is a limitation of our search strategy
and our decision to only search in Scopus (as it only indexes the publications’ metadata). Similarly,
while Scopus has good coverage [80–82], it may have some delays in indexing publications compared to
primary databases like IEEE or Springer.

4. Models and theories used in acceptance behavior research

Theories of behavior and behavior change are researched and used heavily in other areas, e.g., in
the health sciences. One application area, for example, is to investigate how people adopt and sustain
healthier lifestyles or abandon them despite good intentions and despite being well aware of the risks
involved. We think that this has striking similarities to software process improvement initiatives that
fail, despite research showing the advantages of the improvement and developers’ good intentions to
carry out the improvements.

Two models used frequently in the health sciences are the Health Belief Model (HBM) and the
Trans-Theoretical Model (TTM). However, “[t]here is evidence that the Theory of Planned Behaviour

3Scopus Content https://www.elsevier.com/solutions/scopus/how-scopus-works/content
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has greater predictive power than the Health Belief Model or the Theory of Reasoned Action (TRA).
Nevertheless, neither the TPB nor the TRA or the HBM is specified to offer insight into how health
behavioural change can most effectively be facilitated. In this respect, the Trans-Theoretical Model
(which embodies both ‘stage-of-change’ and ‘process of change’ constructs) is fundamentally different in
terms of its structure, and how it can be used to define and manage the delivery of health behaviour
change interventions” [91, p. 16].

In this section, we provide an overview of the models and theories of acceptance behavior that we
identified in the literature described in Table 2. Table 3 provides a compilation of the models and
theories discussed in these overviews and reviews. The most relevant models and theories (meeting our
criteria for judging relevance as described in Section 3.2) are listed in Table 4 and described briefly in
the following subsections. For each of the models and theories, we also indicate their prevalence in
IS/IT adoption research by using a recent and comprehensive literature review by Rad et al. [43].

Table 3: Models and theories of acceptance behavior discussed in the reviews/overviews listed in Table 2,
([22, 43, 44, 59, 83–85] in alphabetical order).

Model/theory name (and
acronym)

Covered
in

Comment Ref

Big Five theory (BIG5) [43] Focuses on factors defining human personal-
ity.

—

Compatibility-UTAUT (C-UTAUT) [22] Extension of UTAUT, see UTAUT. 4.9

Decomposed Theory of Planned Behav-
ior (DTPB)

[44] Refinement of TPB, see TPB. 4.8

Expectation Confirmation Theory
(ECT)

[43] Focuses on post-purchase (or post-adoption)
satisfaction.

—

Flow theory [43] — —

Health Belief Model (HBM) [59, 83] Custom model for analyzing and promoting
health-related behavior change with key con-
structs do not fit SE research. No SE-studies
found.

—

Igbaria’s Model (IM) [22] Highly cited extension of TAM, see TAM. 4.7

Information-Motivation-Behavioural
skills model (IMB)

[83] — —

Innovation Diffusion Theory (IDT) [22, 43, 44,
84, 85]

Covers organizational aspects. 4.1

Inter-Organizational Relationship theory
(IOR)

[43] Focuses on relationships between organiza-
tions, rather than Human’s acceptance be-
havior.

—

IS Success model (ISS) [43, 85] Highly cited model (in [43]) that also covers
organizational aspects.

4.2

Model of Acceptance with Peer Support
(MAPS)

[85] — —

Model of PC Utilization (MPCU) [22, 44, 84,
85]

Adaptation of TIB to PC usage. Constructs
of MPCU are covered in UTAUT.

4.3

Motivational Model (MM) [22, 44, 84] — 4.4

Perceived Characteristics of Innovating
(PCI)

[22, 85] Extension of IDT, see IDT. 4.1

Perceived value model [43] — —

Table continues on next page
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Table continued from previous page

Model/theory name (and
acronym)

Covered
in

Comment Ref

Social capital theory [43] — —

Social Cognitive Theory (SCT) [22, 43, 44,
59, 83–85]

— 4.5

Social identity theory [43, 59] No SE-studies found. —

Stages of Change Model (SoC) [59, 83] Commonly used in the health sciences, also
known as the transtheoretical model (TTM).
No SE-studies found.

—

TAM Extension (TAME) [22, 85] Extension of TAM, see TAM. 4.7

Task-Technology Fit model (TTF) [43, 85] Focuses on individual performance. 4.6

Technology Acceptance Model (TAM) [22, 43, 44,
84, 85]

— 4.7

Theory of Interpersonal Behavior (TIB) [22] — —

Technology-organization-environment
framework (TOE)

[43] Concerned with organizational level of IT
adoption.

—

Theory of Planned Behavior (TPB)/
Theory of Reasoned Action (TRA)

[22, 43, 44,
59, 83–85]

— 4.8

Trust model [43] — —

Unified Theory of Acceptance and Use
of Technology (UTAUT)

[22, 43, 44,
84, 85]

— 4.9

Uses and Gratification theory (U&G) [22, 43] Focuses on mass communication media. No
SE-studies found.

—

4.1. Theories of innovation diffusion and adoption
Description. Theories of innovation diffusion or innovation adoption try to explain the implementation,
adoption and dissemination of innovations by individuals and organizations. The theories have in
common a staged adoption model, proposed initially by Rogers [104]. The five stages lead from
becoming initially aware of an innovation to continued use of an innovation with the adoption decision
as the stage in the middle. Besides the perceived characteristics of the innovation, the factors affecting
adoption can be external/environmental, or related to the organization or the individuals affected

Table 4: Some examples from the SE literature of models and theories used in acceptance behaviour research.

Model/theory group Examples from
SE literature

See Subsection

Theories of innovation diffusion and adoption [92] 4.1
Information systems success models [93] 4.2
Model of PC Utilization [94] 4.3
Motivation models [95–97] 4.4
Social Cognitive Theory [98] 4.5
Task-Technology Fit [99] 4.6
Technology Acceptance Model (and extensions) [100] 4.7
Theory of Planned Behavior/ Theory of Reasoned Action [101, 102] 4.8
Unified Theory of Acceptance and Use of Technology (and extensions) [103] 4.9
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by an innovation [105]. Wisdom et al. conducted a review of innovation adoption frameworks “to
identify elements across adoption frameworks that ... might be employed to improve the adoption
of evidence-based practices” [106]. They found that “[c]onstructs of leadership, operational size and
structure, innovation fit with norms and values, and attitudes/motivation toward innovations each are
mentioned in at least half of the theories, though there were no consistent definitions of measures for
these constructs.”

Prevalence in IS/IT. In Rad et al.’s review [43], theories of innovation diffusion and adoption (IDT/
DIT/ DOI, PCI) are used in 44 of 330 papers (13.3%).

Examples from SE. Within software engineering, DOI has, for example, been used to investigate
practitioners’ adoption of defect prediction techniques [92]. An interesting result of this research was
that the authors found an inconsistency between practitioners’ behavior and their perception regarding
defect prediction.

Reflection. Most of the research in innovation diffusion deals with “market penetration” of new products
or product categories and competition between markets/providers and is somewhat out of the scope of
software engineering. Innovation adoption, on the other hand, is more related to individuals’ perceptions
and behaviors regarding the adoption of innovations (or practices). Regarding innovation adoption, the
characteristics of the innovation and the characteristics of the (potential) adopters are more important
than the communication channels and diffusion networks.

4.2. IS success models
Description. Information system success modes (IS success models) try to model and predict the
success or net benefits of information system usage [107, 108]. Two important constructs in IS success
models are system usage and user satisfaction and their net benefits for users and organizations. IS
success models go beyond adoption or implementation decisions and consider “usage factors”, i.e. how a
system is used. This might make it difficult to use IS success models for researching adoption behavior
since the targeted practices might not be in use (yet). Since usage is difficult to capture, DeLone and
McLean suggest using intention to use as a proxy but also point out that “ ‘[i]ntention to use’ is an
attitude, whereas ‘use’ is a behavior” but that “attitudes, and their links with behavior, are notoriously
difficult to measure” [108]. While one meta-analysis of the IS success model at the individual level
found support for most of the relationships between the constructs in the IS success model [109], a more
recent one is more critical [110]. They particularly point out that the constructs are used inconsistently
and question whether intention to use is a suitable construct for IS success. Sabherwal et al. [111]
provide another meta-analysis and extension of the model with further constructs on the individual-
and organizational levels.

Prevalence in IS/IT. In Rad et al.’s review [43], the IS success model (ISS) is used in 36 of 330 papers
(10.9%).

Examples from SE. Within software engineering, ISS has, for example, been used (together with TAM)
to investigate the continuous use of application frameworks [93].

Reflection. DeLone and McLean already remarked [108] that research “demonstrate[s] that early use
and continued use can differ.” Shaw et al. [74] also argue that common technology acceptance models
are not well suited for the prediction of continued use since other constructs become important sustained
use is investigated. When using IS success models for investigating acceptance behavior, care must
therefore be taken to distinguish between early use (the acceptance phase) and sustained usage.
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4.3. Model of PC Utilization
Description. The Model of PC Utilization (MPCU) was originally developed as an adaptation of
Triandis’ theory of interpersonal behavior to investigate the factors that affect the volitional use of PCs
introduced in organizations [112]. While many models and theories presented here focus on behavioral
intention as a proxy for behavior, the MPCU focuses on actual PC utilization and, therefore, lacks
behavioral intention as a mediating construct.

Prevalence in IS/IT. Rad et al.’s review [43] lacks a category for MPCU. However, key parts of MPCU
have been integrated into other models or theories presented here, e.g., UTAUT.

Examples from SE. Within software engineering, MPCU has, for example, been used to investigate
software developers’ acceptance of a comprehensive, structured software development methodology [94].

Reflection. Riemenschneider et al. [94] compared the MPCU with four other acceptance models/theories
(TAM, TAM2, PCI and TPB). The comparison showed that all models had a construct capturing
“usefulness” that was a significant predictor of behavioral intention. The construct for “ease of use”
(present in four of the models) was an insignificant predictor of behavioral intention, which is interesting
since ease of use is a key construct in most models and theories of acceptance behavior. Although
Riemenschneider et al. point out MPCU as the only model using affect as a construct, affect is also
used in other models, e.g., as a background factor influencing the core constructs in TPB).

4.4. Motivation models
Description. Motivation plays an important role in the behavior of humans. Theories of motivation
distinguish intrinsic (induced from “within” the human) and extrinsic (induced externally) motiva-
tion [113]. Motivation and job satisfaction have been studied in many areas [114, 115] and it is argued
that existing motivation models do not fit knowledge workers like, e.g., software engineers well [116].

Prevalence in IS/IT. Rad et al.’s review [43] lacks a category for motivation models.

Examples from SE. Motivation has been studied extensively in the context of software engineering and
several secondary studies on motivation in software engineering have been published [95–97].

Reflection. Based on existing work on motivation in software engineering, Sharp et al. [117] and França
et al. [118] proposed motivation models that include motivational factors intrinsic to software engineers’
job characteristics. Since motivation is a complex construct (like most others) and likely also interacts
with other constructs, it has been included as a factor in several models and theories discussed here,
e.g., in UTAUT and later versions of TAM and its derivates. UTAUT, for example, treats extrinsic
motivation as an element of its construct “performance expectancy;” “hedonic motivation” was added as
a separate construct in UTAUT2 [51].

4.5. Social Cognitive Theory
Description. Social Cognitive Theory (SCT) is based on the concept of observing behaviors and their
consequences in a social context [119]. Observers may decide to engage in the same behaviors depending
on the expected outcomes of those behaviors (in terms of task performance and personal consequences)
and personal factors, like affect, anxiety and self-efficacy. SCT has been applied in investigating
communication, learning and health-related behaviors.

Prevalence in IS/IT. In Rad et al.’s review [43], SCT is used in 4 of 330 papers (1.2%).

Examples from SE. Within software engineering, SCT has, for example, been used to investigate factors
that influence developers’ in their design/development decisions regarding privacy [98].
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Reflection. The concepts underlying SCT have been included in many contemporary models and
theories of acceptance behavior, e.g., UTAUT (see Subsection 4.9).

4.6. Task-Technology Fit
Description. The Task-Technology Fit (TTF) model links user tasks to the functionality of technology
that supports those tasks and investigates how well the technology assists a user in performing these
tasks [120]. Thus, TTF is concerned with how well a technology supports the needs of a user to perform
a particular task, rather than acceptance of a technology per se. However, since TTF’s task-oriented
view complements other views of technology acceptance, it has been proposed to be integrated with
TAM, see [121]. There are general and specific task and technology characteristics, i.e. a TTF model
needs to be adapted to the context in which it is used. The factors that influence the key constructs in
TTF need to be adapted for each type or class of technology and task. Venkatesh and Bala [122], for
example, write that TAM “theorizes that the effect of external variables (e.g., design characteristics) on
behavioral intention will be mediated by perceived usefulness and perceived ease of use.”

Prevalence in IS/IT. In Rad et al.’s review [43], TTF is used in 12 of 330 papers (3.6%).

Examples from SE. Within software engineering, TTF has, for example, been used to investigate the
usage of software maintenance tools [99].

Reflection. TTF is closely related to cognitive fit [123] postulating that a close correspondence between
a problem or task and the mental representation of it held by the problem solver, leads to better
performance. This correspondence has, for example, been demonstrated in the context of software
maintenance [124].

4.7. Technology Acceptance Model (and extensions)
Description. The Technology Acceptance Model (TAM) [23] is an extension and adaptation of the
Theory of Reasoned Action (TRA) [41] to the context of technology adoption. Instead of TRA’s general
construct “attitude toward behavior”, TAM uses the more technology-related constructs “perceived
usefulness” and “perceived ease of use.” In its initial version, TAM did not include TRA’s construct
“subjective norm” which considers socio-cultural influences. It was, however, added in later versions of
TAM [125] to better explain factors that contribute to “perceived usefulness.”

According to Ajzen [56, Sect. 2.17] “perceived usefulness deals with possible consequences of
accepting the technology and hence has some relation to attitude toward the behavior whereas perceived
ease of use is allied with the concept of perceived behavioral control. In contrast to the technology
acceptance model, which is content-specific, applying mainly to the acceptance of technology, the TPB4

is formulated at a very general level. Its constructs are content-free, assumed to be applicable to any
behavior of interest to social and behavioral scientists.”

Prevalence in IS/IT. In Rad et al.’s review [43], TAM and its variants and extensions are used in 168
of 330 papers (50.9%) and, according to the authors the most commonly used model or theory in the
technology acceptance or adaptation literature.

Examples from SE. Within software engineering, TAM has, for example, been used to study the
adoption of software measures [100].

Reflection. TAM has successively been extended. A literature review on TAM (covering 1986–
2013) [126], for example, lists 32 publications addressing the development and/or extension of TAM.
Although its core constructs have remained the same, factors from other theories have been incorporated
as moderators for behavioral intention. A secondary study published 2010 [34], identified 79 empirical
studies using TAM and concluded that although behavioral intention “is likely to be correlated with
actual use ... [c]are should be taken using the TAM outside the context in which it has been validated”.

4The Theory of Planned Behavior (TPB) is an extension of TRA, see Subsection 4.8.
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4.8. Theory of Planned Behavior/ Theory of Reasoned Action
Description. The Theory of Planned Behavior (TPB) [20] as well as the Theory of Reasoned Action
(TRA) [41] use behavioral intention as the key predictor for actual behavior. Behavioral intention
is determined by an individual’s attitude towards the behavior and subjective norms. TPB extends
TRA with the construct of “perceived behavioral control” to capture that individuals may not have full
volitional control in realizing behavioral intentions.

Prevalence in IS/IT. In Rad et al.’s review [43], TPB, TRA and TIB are used in 50 of 330 papers
(15.2%).

Examples from SE. Within software engineering, the TPB has, for example, been used to study beliefs
about software practices in three Brazilian software companies [101] and led to recommendations to
support the adoption of new practices. In another study, the TPB has been used to better understand
why developers copy code from the Internet without carefully checking licenses [102].

Reflection. TPB as well as TRA have been widely and successfully used to study behavior and behavior
change, in particular in the health sciences, social sciences and psychology. Although the theories
have been criticized a lot [127–131], they have made a significant contribution to studies of behavior
and have been extended with constructs from other major theories behavior, e.g., into an Integrated
Behavioral Model (IBM), which is mainly used in the health sciences [132, 133]. As discussed at the
end of Subsection 2.4, there is a long tradition of using TPB/TRA in the study of health behavior that
has striking similarities to acceptance behavior related to software process improvement.

4.9. Unified Theory of Acceptance and Use of Technology (and extensions)
Description. UTAUT is an attempt to integrate existing models and theories of (individual) technology
adoption into a single unified theory [24]. Originally, it considered and validated concepts taken from
TPB/TRA, TAM, MM, MPCU, DIT and SCT and has since been successively extended.

Prevalence in IS/IT. In Rad et al.’s review [43], UTAUT, UTAUT2 and C-UTAUT are used in 40 of
330 papers (12.1%).

Examples from SE. Within software engineering, UTAUT has, for example, been used to guide the
data analysis of an empirical study that investigated the adoption of a JavaScript framework [103].

Reflection. Since many concepts have been integrated for different purposes in UTAUT2 [51], the
concepts and constructs might not all be applicable in all contexts or situations. In a review of
empirical UTAUT2-studies, Tamilmani et al. [134], for example, concluded that “[r]esearchers studying
early stages of technology adoption in mandatory user settings should refrain from using [the] habit
construct. On the other hand, the usage of [the] habit construct is encouraged in research to examine
established technologies driven by consumer intrinsic motivation.” A recent review of UTAUT2 and its
extensions can be found in [135]. A recent meta-analysis can be found in [136]. The latter provides
recommendations regarding the usage of constructs in certain contexts.

4.10. Summary
The literature provides many models and theories that can be applied for investigating acceptance

behavior in software engineering contexts but they have been used sparsely. The models and theories
discussed above overlap substantially regarding the constructs they use and the factors affecting these
constructs. The constructs are, furthermore, not defined consistently; the same construct may have
different meanings and operationalizations in different models and theories and different constructs and
factors may have similar meanings and operationalizations. This is also indicated in Riemenschneider
et al.’s study on the acceptance of software development methodologies [94]. They employed a “unified”
concept of usefulness that they operationalized in the same way for the five theories they compared,
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although only two theories define usefulness as a construct (TAM, TAM2). The other three use the
constructs of relative advantage (PCI), attitude (TPB) and job fit (MPCU), respectively.

Ambiguous definitions of constructs and operationalizations can make it difficult to determine which
model or theory fits a particular software engineering problem. The proliferation of constructs and
their operationalizations can also make it difficult to apply a chosen model or theory and draw valid
conclusions based on the results. It also makes comparisons of research results more challenging.

For TAM alone, a meta-analysis [137] found 78 external variables that were proposed to affect the
central TAM constructs perceived usefulness and perceived ease of use. Looking at criteria for tool
acceptance and acceptability beyond the models and theories discussed above, a literature review [138]
spanning 182 articles published 1959–2016 identified as many as 142 criteria that could be categorized
along five meta-criteria; utility, ease of use, aesthetics, contextual and social differences, and overall
judgment. A review by Jeyeraj et al. [139] on IT innovation adoption research identified 99 empirical
studies published 1992–2003 using 135 independent variables. Of the variables that were used in at
least five studies the following were rated as the best predictors of individual IT adoption: Perceived
usefulness, top management support, computer experience, behavioral intention, and user support.
The best predictors of IT adoption by organizations were top management support, external pressure,
professionalism of the IS unit, and external information sources. Overall, innovation characteristics and
organizational characteristics were good predictors of both individual and organizational IT adoption.

Another issue in using the models and theories is that they target different stages of acceptance
behavior; adoption decisions, initial use (related to an adoption decision or not) or continued use.
Research “demonstrate[s] that early use and continued use can differ” [108]. Continued use affects
learning which affects ease of use which affects behavioral intention which predicts behavior, i.e. use.
The relationship between behavioral intention and behavior should therefore be treated differently in
studies dealing with initial use and continued use. Furthermore, it is important to consider feedback
loops between the constructs as indicated in Figure 1. It is therefore important to be context-aware
and ensure that the employed models and theories fit the problem at hand.

Despite the abundance of research on acceptance behavior and the factors that help predict behavioral
intention, there is little research on the factors or circumstances that might explain why people fail
to act on their intentions. We argue that we might need to pay more attention to how information is
processed by humans and that actual behavioral might not follow behavioral intention because it seems
rational.

5. Information processing types in models and theories of acceptance behavior used in
software engineering

In this section, we discuss the characteristics of individual information processing, as outlined in
Section 2.5, for the models and theories of acceptance behavior that have been most frequently used
in the software engineering literature. According to our search (see Section 3.1.2), these four (groups
of) models and theories that have been used more than 10 times (in descending order of uses): TAM,
innovation diffusion models (e.g., IDT), TPB/TRA and fitness models (e.g., TTF). These four (groups
of) models and theories are also among the most used theories in a recent review about the usage of
social science theories in software engineering [48].

Each of the models and theories is underpinned by constructs that draw on aspects of system 1 and
system 2 processing (see Table 5). The key constructs for TAM (perceived usefulness, perceived ease of
use and subjective norm) refer to snapshot evaluations and perceptual processes rather than analytical
and reason-based processes. In other words, such assessments align with the concepts outlined in
Table 1 as being fast, automatic, holistic, direct “hunches”, rather than deliberate, slow, step-wise
cognition, logic, conceptual and detail-focused reason-based processing. Thus, the constructs of TAM
conceptualize system 1-oriented processes to a higher degree than system 2 concepts. However, it is
important to note that conceptualizations does not necessarily generate accurate operationalizations.
Table 1 shows that many system 1 processes are subjective and beyond respondents’ awareness and
therefore difficult to measure accurately. A similar observation was made by Belletier et al. [140] who
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suggest using implicit measures, rather than explicit measures to elicit behavioral intention, to capture
attitudes that respondents may have but are unaware of.

Table 5: System 1 and system 2 processes in frequently used models and theories of acceptance behavior used
in software engineering.

Model/theory Key constructs & definitions Sys 1/2 influence

Technology Ac-
ceptance Model
(TAM)

Perceived usefulness: “the degree to which a person believes that using
a particular system would enhance his or her job performance;” Perceived
ease of use: “the degree to which a person believes that using a particular
system would be free of effort” [23]. Subjective norm: “the person’s
perception that most people who are important to him think he should or
should not perform the behavior in question” [141].

Primarily system 1
processing.

Innovation Dif-
fusion Theory
(IDT)

Relative advantage: “the degree to which an innovation is perceived
as being better than its precursor” [105]. Ease of use: “the degree to
which an innovation is perceived as being difficult to use”. Image: “the
degree to which use of an innovation is perceived to enhance one’s image
or status in one’s social system”. Visibility: “the degree to which one
can see others using the system in the organization”. Compatibility:
“the degree to which an innovation is perceived as being consistent with
the existing values, needs, and past experiences of potential adopters”.
Demonstrability: “the tangibility of the results of using the innovation,
including their observability and communicability”. Voluntariness of
use: “the degree to which use of the innovation is perceived as being
voluntary, or of free will”.

Mixed influence of
system 1 and sys-
tem 2 processing
with a tilt towards
system 1 process-
ing.

Task-Technology
Fit (TTF)

Quality of data refers to the “currency of data quality, maintenance of
the necessary fields or elements of data, and maintenance of data at the
right level or levels of data”. Locatability is the ease of determining what
data is available and where, as well as the ease of determining what a
data element on a report or file means, or what is excluded or included in
calculating it. Authorization is obtaining authorization to access data
necessary to carry out a task. Compatibility is how data from different
sources can be consolidated or compared without inconsistencies. Ease of
use/training refers to the ease of using the system hardware and software
for submitting, accessing, and analyzing data and whether the participant
can get the kind of quality computer-related training when they need it.
Production timeliness relates to whether information systems (ISs)
meet pre-defined production turnaround schedules. Systems reliability
refers to dependability and consistency of access and up-time of systems
and relationship with others. Relationship with users refers to how well
ISs understand the participant’s unit’s business mission and its relation
to corporate objectives, interest and dedication to supporting customer
business needs, turnaround time for a request submitted for IS service,
availability and quality of technical and business planning assistance for
systems, and how well ISs keep their agreements [120].

Primarily system 2
processing.

Theory of
Planned Be-
havior (TPB)

Attitude toward behavior refers to “an individual’s positive or negative
feelings (evaluative affect) about performing the target behavior;” Sub-
jective norm refers to “the person’s perception that most people who are
important to him think he should or should not perform the behavior in
question” [141]. Perceived behavioral control refers to “the perceived
ease or difficulty of performing the behavior” [142].

Primarily system 1
processing.

Similar reasoning applies to several of the other theories. For instance, early versions of IDT included
five broad areas; relative advantage, compatibility, complexity, observability and triability [143]. Later
developments, identifying a 34-item 7-scale instrument to measure adoption of information technology,
include the constructs relative advantage, ease of use, image, visibility, compatibility, demonstrability
and voluntariness of use [105].

The influence of system 1 and 2 processing in IDT is mixed, but the overall assessment leans towards
domination of system 1 processing. For instance, the construct relative advantage refers explicitly to
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perceptual processes and snapshot evaluations, in terms of that it addresses decreases in discomfort,
social prestige, saving time and effort and immediacy of rewards. Furthermore, the constructs ease of
use, image, visibility, compatibility and voluntariness all refer to perceptual processes. The compatibility
refers to perceptual processes per se, but the combination and complexity of such judgments make it
likely for comparison, analysis and reasoning to be involved.

However, the construct of relative advantage is also often operationalized from a perspective of
economic profitability and initial cost. The latter constitutes circumstances which enable systematic
comparisons and conscious reasoning – and thus influence objective measures. Similarly, demonstrability
refers to tangibility and observability [105] and thereby relates to objective measures and system 2
processing.

Interestingly, Moore and Benbasat [105, p. 194] claim that primary attributes are intrinsic to
an innovation independent of their perception by potential adopters. “The behavior of individuals,
however, is predicated by how they perceive these primary attributes. Because different adopters might
perceive characteristics in different ways, their eventual behaviors might differ. This is the root of the
problem of using primary characteristics as research variables”. Similar views are echoed in the review
of Wisdom et al. [106], stating that IDT mixes objective and subjective concepts, noting considerable
heterogeneity in the definitions of underlying constructs.

TTF focuses on performance rather than adoption. It focuses on the performance of various
technologies rather than the intentions of individuals per se. The influence of system 2 processing is
clear since assessing/measuring most key constructs requires conscious cognitive effort and attention to
detail (with ease of use as an exception).

TPB extends TRA and is the basis for TAM (or rather TAM2). TPB’s three key constructs:
attitude toward behavior, subjective norm and perceived behavioral control emphasize individuals’
perceptual processes rather than reason-based processes [142]. For instance, the role of individuals’
emotions and feelings, perceptions of subjective norms and judgments, as well as ease/difficulty of
performing an action point to snapshot evaluations related to system 1 processing.

6. Discussion

Research from the social and the behavioral sciences shows that behavior can be predicted by
intentions and that intentions are formed by attitudes, beliefs and norms [20]. The same research,
however, also shows that intentions are insufficient to explain or predict behavior sufficiently well.
Turner et al.’s systematic literature review on TAM [34] echoes that behavioral intention “is likely to be
correlated with actual usage”. However, there is much variance left that classical models and theories of
behavior or behavior change do not account for [53]. Turner et al. [34] also caution that “[c]are should
be taken using the TAM outside the context in which it has been validated.”

Most models and theories in this study have been extended to fit specific research contexts. This
leads to a proliferation of versions of models and theories. Some of these versions may lead to more
accurate predictions in certain contexts. However, using different versions of a model or theory also
makes it more difficult to compare and evaluate research results.

The models and theories discussed here use a wide range of constructs that draw on aspects of
(automatic) system 1 and (rational) system 2 processing. To predict actual behavior both aspects
are needed which raises the question of suitable approaches for data collection. Using surveys may
be problematic, since individuals may make substantial and systematically flawed self-assessments
about the degree of influence on behavior. This includes underestimation, overestimation as well as
failing to detect an influence at all [144]. System 1-laden processes are therefore difficult to capture
with self-assessments alone. The reliability of an intuitive judgment (a system 1-laden process) also
depends on the predictability of the environment in which the judgment is made and of the individual’s
opportunity to learn the regularities of that environment [145]. Outside stable environments, subjective
experience may not be a reliable indicator of intuitive judgment [146].

Thus, relying solely on surveys for perception-based phenomena may cause problems since perceptions
and beliefs are not easily detectable, and when detected, their influence on behavior may be either
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underestimated, overestimated or in the worst case not detected at all. To tap into software developers’
minds, complementary data collection methods are needed, like, e.g., observational or ethnographic
studies. Similar issues have been noted in the evaluation of user experience in virtual-, augmented and
mixed reality applications [147].

Developing data collection methods that give a more complete picture of the factors that influence
behavioral intention and behavior may help us to decrease the variance in models and theories for
predicting acceptance behavior.

7. Conclusions and future work

Our review and discussion show that software engineering research might learn a lot from other
areas about the usage of models and theories of acceptance behavior. Our field has much to gain
from looking beyond rationality when introducing new practices. Providing empirical evidence for
the superiority of a new practice does not necessarily imply that it “naturally” will be adopted since
there are convincing rational arguments. Research about practice adoption in software development is
typically treated as a system 2 question or problem. Yet, when assessing the models and theories of
acceptance behavior that are commonly used in software engineering research, we can see that they
provide a number of constructs that aim to tap into system 1. Capturing system 1 concepts is difficult
since there are limited ways to measure them objectively, reliably and non-invasively. Self-evaluations
are highly dependent on individual differences and socio-cultural factors “but show little systematic
variation with personally endorsed values” [148].

Keeping these issues in mind, we could take a different angle on practice adoption research. When
an evidently or presumably superior practice is not adopted or abandoned after initial adoption, despite
good intentions to adopt and use it, there might be system 1-related processes in play that cannot be
easily explained using traditional empirical research.

Without looking into the social, cognitive or behavioral aspects of individuals’ acceptance behavior,
conclusions about practice adoption might be drawn prematurely. Looking into social, cognitive and
behavioral aspects might help us to distinguish issues directly related to the practice from issues related
to the realization of behavioral intentions to adopt/use it. The models and theories discussed here can,
for example, be used to inform the study design and data collection at an early stage. The models and
theories may help determine the kind of data that is needed and how it may be collected to calculate
suitable values for the constructs involved. The models and theories can, furthermore, inform the data
analysis phase and the type of conclusions that can be drawn. To reap these benefits, it is necessary to
gain more experience from using the models and theories and eventually create valid and reliable data
collection instruments.

We foresee the following potentially useful future research directions:

• Integration of theories: Since there are a number of models and theories that already have been
successfully used in the research of adoption behavior in the context of software development,
gaining more experience should not primarily drive a further proliferation of constructs and their
operationalizations (see discussion in Section 4.10). Instead, we would argue either for using
models and theories that have been used to some degree in our field already (e.g., the ones
discussed in Section 5) or for further unification of models and theories, as, for example, in recent
developments of UTAUT [46, 85, 135, 136]. Integrative theories are also suggested in the health
sciences [59, Chp. 15], e.g., the Integrated Behavior Model [132].

• Terminology alignment: There is an evident need for more consistent terminology as the definitions
of the terms depend on the specific discipline and sometimes even the particular model or theory
that uses them.

• Construct operationalization and their validation: Often, surveys are used to operationalize the
data collection for the various constructs in the theories and models. However, there is a need to
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support the development and validation of such survey instruments in the software engineering
context.

• Measurement of system 1-laden processes: As discussed in Section 6 relying solely on surveys and
respondents’ self-assessment for perception-based phenomena has limitations. Therefore, future
research may use other non-invasive objective psychometrics (see, e.g., [42] and conduct more
observational or ethnographic studies.

• Develop guidelines: Software engineering researchers need guidance to use/test the models and
theories of acceptance behavior.
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