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ABSTRACT 

Feature extraction techniques play an essential role in classifying and recognizing targets in synthetic aperture 
radar (SAR) images. This article proposes a hybrid feature extraction technique based on convolutional neural 
networks and principal component analysis. The proposed method is used to extract features of oil rigs and 
ships in C-band synthetic aperture radar polarimetric images obtained with the Sentinel-1 satellite system. The 
extracted features are used as input in the logistic regression (LR), support vector machine (SVM), random 
forest (RF), naive Bayes (NB), decision tree (DT), and k-nearest-neighbors (kNN) classifcation algorithms. Fur-
thermore, the statistical tests of Kruskal-Wallis and Dunn were considered to show that the proposed extraction 
algorithm has a signifcant impact on the performance of the classifers. 
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1. INTRODUCTION 

There has been increasing remote sensing applications with synthetic aperture radar (SAR) orbital imaging. By 
presenting an active sensor working in the microwave range, SAR systems are characterized by not depending 
on external lighting and weather conditions and not being interfered with by clouds in the image formation 
process. In addition, SAR when coupled to orbital systems (e.g., satellites), allows for covering large regions and 
generating SAR with phase and amplitude information.1 Orbital SAR systems can be used in diferent areas, 
including maritime applications such as ship detection,2 oil rig classifcation,3 maritime surveillance,1, 4 and oil 

5slick detection at sea . 

The process of forming SAR images is due to the backscattering of the electromagnetic wave upon reaching 
the target. In this context, regions with a strong backscattering are represented by pixels in the image with 
a higher brightness intensity. Furthermore, due to the multipath of the signal return, there is a phenomenon 
called speckle or multiplicative noise.6 It makes the image have bright and dark spots, making it difcult for the 
human eye to recognize. 

The problem of target detection and classifcation can be explored through automatic target recognition 
(ATR) algorithms. Recently, with the advancement of artifcial intelligence techniques in computer vision, 
pattern recognition, and image classifcation applications,7 convolutional neural networks (CNN) and machine 
learning (ML) techniques have been commonly considered for ATR. In addition, the increase of SAR images 
available in public repositories such as the Copernicus Open Access Hub project8 and the Alaska Satellite 
Facility9 has also contributed to this advancement. 

Hybrid techniques have also shown promising results, as shown by10 which uses CNN AlexNet and SVM to 
classify SAR images from the MSTAR data set. A hybrid ensemble model is presented by11 for the automatic 
selection of features used to prevent covid-19. A model for manual and automatic feature extraction using CNN 
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is proposed by.12 Another approach using CNN for feature extraction and SVM as a classifcation algorithm is 
presented by.13 

Recently,3 showed that ML techniques are efcient for ATR of maritime targets in polarimetric SAR images. 
For that, authors considered the VGG16 and VGG19 CNNs to extract the representative features from the SAR 
image. In this scenario, the amount of features generated by these networks is extremely high, which often limits 
the use of other techniques and increases the algorithm’s processing time. 

In the face of that, this work proposes a hybrid feature extraction technique aiming to classify oil rigs in 
real C-band SAR images. The hybrid feature extraction technique is composed of a CNN and a dimensionality 
reduction technique, known as principal component analysis (PCA). The extracted features were evaluated in 
logistic regression (LR), support vector machine (SVM), random forest (RF), Naive Bayes (NB), decision tree 
(DT) and k-nearest-neighbors (kNN) classifcation algorithms. In addition, Kruskal-Wallis and Dunn’s statistical 
tests were considered to coms the impact on classifer performance. As SAR data, this work consider images 
obtained by Sentinel-1 SAR system with vertical-horizontal polarization (VH) whose targets are oil platforms 
and ships. The study area is the Campos basin, located on the coast of Rio de Janeiro, Brazil. 

This paper is organized as follows. Section 2 presents materials and methods. In Section 3 the results are 
presented and discussed. Finally, Section 4 presents the fnal considerations and general conclusions. 

2. MATERIALS AND METHODS 

This section presents the development environment composed of hardware, SAR images, and data mining software 
listed in Table 1. In addition, the detailed methodology is also described, which includes the acquisition of SAR 
images, features extraction, formation of training and test groups, classifcation, and statistical tests. 

2.1 Environment and software 

The environment in which this research is carried out comprises a notebook, synthetic aperture radar (SAR) 
images obtained through the Copernicus project, and data mining software. Table 1 presents the list of software 
and hardware with their versions and the website where they can be obtained. 

Table 1. Computational software and hardware resources used in the development of the research. 

Category Description Version Site 

Operational System Windows 10 www.microsoft.com 

Software ML e Data Mining 
Scikit-Learn 1.0.2 

Pandas 1.4.1 
Rstudio 1.4.1106 

scikit-learn.org/stable 
pandas.pydata.org 
www.rstudio.com 

Images - SAR 
SNAP 7 

Copernicus 
step.esa.int/main 

scihub.copernicus.eu/dhus 

Hardware 

Notebook 
Memory 
Processor 

CPU 
Hard disk (HD) 

Dell Vostro 5471 
RAM 8 GB 

Intel(R) Core(TM) i7 
CPU @ 1.80GHz 1.99 GHz 

SATA 500 GB 

www.dell.com/pt-br 

2.2 SAR data 

The SAR images used in this paper are acquired through the European Space Agency (ESA) Copernicus project8 

Sentinel-1 system in this study. The project allows obtaining images with diferent polarizations (e.g., HH+HV, 
VV+VH, VV, HH).1 In this work, we only considered VH-polarized SAR images. The basis of the images is the 
ground range detected (GRD) product, interferometric wide swarth (IW) mode, high resolution (20 m × 22 m -
range × azimuth).14 
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2.3 Methodology 

In the development of this research, the methodology uses a hybrid technique in which CNN VGG-16 and PCA 
are combined to extract features. Figure 1 briefy explains the methodology and the following items explain each 
of the steps in detail. 
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Figure 1. Attribute extraction methodology with CNN and PCA for classifcation of oil platforms. 

Figure 2. Optical and SAR images of oil platforms extracted from15 , 16 respectively. 
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1. SAR DATA: eight SAR images of the Sentinel-1 system are acquired8 with the characteristics described 
in Subsection 2.2. Based on geolocation,17, 18 targets are selected and saved in 400 patches in TIFF format. 
There are 200 ship patches and 200 oil rig patches. Figure 2 compares optical and SAR images of the 
following platforms: FIX PGP-1, FPSO FPF, and FSO FSME; 

2. VGG-16: the feature extraction is performed using CNN VGG-1619, 20 which is pre-trained with the Ima-
geNet dataset.21 Preliminary training reduces computational efort and increases generalization ability.22 

The 400 image patches are vectorized, and the df-16vh data set is generated; 

3. PCA: 4096 attributes generated with VGG-16 are reduced by applying the PCA. Diferent amounts of 
principal components were evaluated (e.g., between 10 and 200). However, 40 components were chosen 
to represent the data since with this number of components it is already possible to obtain 80% of the 
accumulated variance of the features extracted from the CNN; 

4. BOOTSTRAP: to increase the number of samples to be analyzed by the classifers, 50 subgroups are 
generated randomly and with replacement, based on the df-16vh data set and following the methodology 
applied by;3, 16 

5. TRAIN AND TEST: each subgroup is divided into training samples (80% of the total samples) and test 
samples (20% of the total samples); 

6. CLASSIFICATION: the classifcation algorithms LR, SVM, RF, NB, kNN, and DT, are used in the 
ML library Scikit-Learn.23 In addition, the area under the curve (AUC) and accuracy (Acc) is used as 
evaluation metrics; 

7. STATISTICAL ANALYSIS: due to some classifers not having results that follow a Gaussian distri-
bution, We chose to use the non-parametric Kruskal-Wallis and Dunn tests to identify the existence of a 
signifcant diference between the results. The results obtained in this research obtained with the hybrid 
method (MH ) are compared with the results of the reference (MRef ) that are generated following the same 
methodologies proposed by.3, 16 

DT_Ref DT_H kNN_Ref kNN_H LR_Ref LR_H NB_Ref RF_Ref RF_H SVM_ Ref SVM_HNB_H

A
cc

ur
ac

y

Figure 3. Comparison of classifcation results with the two methodologies. 
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3. RESULTS AND DISSCUSIONS 

This section presents the results of the classifcations with the Scikit-learn ML library of SAR image patches 
using the hybrid method that combines feature extraction with CNN and PCA. In addition, statistical tests 
are also performed. In the hybrid method, the results of classifcation with SVM (AUC 0.921; Acc 0.838 ), 
LR (AUC 0.912; Acc 0.837), NB (AUC 0.870; Acc 0.787) stand out. The results with SVM and NB showed a 
better performance than the SVM and NB used in MRef . For the other classifers, the proposed method MH 

presented a competitive performance with the classifers presented in MRef , as seen in Figure 3. It is important 
to note that despite the decrease in AUC and Acc compared to MRef , there is a signifcant gain in computational 
performance, as seen in Table 3. This is justifed by the decrease in attributes from 4096 to 40. The results are 
also presented through Figure 3 in which the upper and lower limits, mean and median are highlighted. The 
ROC curves of the SVM, LR and NB show the highest AUC in Figure 4 with 0.92, 0.91 and 0.87, respectively. 

Chance
RF (AUC = 0.82, Acc = 0.75)
SVM (AUC = 0.92, Acc =0.84)
DT (AUC = 0.76, Acc = 0.73)
LR (AUC = 0.91, Acc = 0.84)
kNN (AUC = 0.83, Acc = 0.77)
NB (AUC = 0.87, Acc = 0.79)

Figure 4. Hybrid model roc curve. 

The results of the statistical analysis with the Kruskal-Wallis and Duun tests are presented in Table 2. The 
Kruskal-Wallis test proves that there is a signifcant diference between the classifers. The Dunn test identifes 
in which classifers there is a diference. This demonstrates that the methods analyzed in this article are efcient 
and compete with the results of the literature. 

4. CONCLUSION 

This work proposes a hybrid feature extraction process based on CNN and PCA for oil rig classifcation in 
polarimetric SAR images. The hybrid process was compared with the literature method that presents only CNN 
for feature extraction and competitive results were observed. As an advantage, the hybrid process allowed a 
signifcant reduction in the number of features used as inputs in the classifers, which ends up optimizing the 
processing time of the algorithm. In addition, this reduction in the number of features can be benefcial so 
that other algorithms can be implemented. As future work, it is expected that robust dimensionality reduction 
techniques such as Robust Principal Component Analysis (RPCA) can be explored for feature extraction. 



Table 2. Signifcant diference between the four classifers with the highest accuracy result. 

Method Classifer Method Classifer p-value 

VGG-16VH 
p-value<0,001 

MH kNN MRef LR <0,001 

MRef kNN MH LR <0,001 

MH kNN MH LR <0,001 

MRef LR MH NB <0,001 

MH LR MH NB <0,001 

MH LR MRef RF <0,001 

MH kNN MRef SVM <0,001 

MH NB MRef SVM 0,001 

MRef kNN MH SVM <0,001 

MH kNN MH SVM <0,001 

MH NB MH SVM <0,001 

MRef RF MH SVM <0,001 

Table 3. Comparison of processing performance between reference and hybrid methods. 

Method Time (seconds) 

MRef 235.7825 
MH 43.7875 
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