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Abstract—Background: Software documentation often strug-
gles to catch up with the pace of software evolution. The lack 
of correct, complete, and up-to-date documentation results in 
an increasing number of documentation defects which could 
introduce delays in integrating software systems. In our previous 
study on a bug analysis tool called MultiDimEr, we provided 
evidence that documentation-related defects contribute to a 
significant number of bug reports. Aims: First, we want to iden-
tify documentation defect types contributing to documentation 
defects and thereby identifying documentation debt. Secondly, 
we aim to find pragmatic solutions to minimize most common 
documentation defects to pay off the documentation debt in 
the long run. Method: We investigated documentation defects 
related to an industrial software system. First, we looked at the 
types of different documentation and associated bug reports. We 
categorized the defects according to an existing documentation 
defect taxonomy. Results: Based on a sample of 101 defects, we 
found that a majority of defects are caused by documentation 
defects falling into the Information Content (What) category (86). 
Within this category, the documentation defect types Erroneous 
code examples (23), Missing documentation (35), and Outdated 
content (19) contributed to most of the documentation defects. 
We propose to adapt two solutions to mitigate these types of 
documentation defects. Conclusions: In practice, documentation 
debt can easily go undetected since a large share of resources and 
focus is dedicated to deliver high-quality software. This study 
provides evidence that documentation debt can contribute to 
increase in maintenance costs due to the number of documen-
tation defects. We suggest to adapt two main solutions to tackle 
documentation debt by implementing (i) Dynamic Documentation 
Generation (DDG) and/or (ii) Automated Documentation Testing 
(ADT), which are both based on defining a single and robust 
information source for documentation. 

Index Terms—Documentation Debt, Technical Debt, Automa-
tion 

I. INTRODUCTION 

As software development is a human oriented task [1], 
the documentation of software becomes a vital interface be-

tween the software system and its user and developers. A 
well documented and an up-to-date documentation provides 
a better understanding of the system in various phases of the 
software development and maintenance cycles [1]. However, 
prior research [2], [3] and our industry experience show that 
maintaining high-quality documentation is seldom prioritized. 
Software documentation is often treated as a second class 

Ericsson AB, KKS foundation 

artifact and is managed as an afterthought within the software 
development process [4]. 

Different types of software documentation are produced 
during software development, such as requirements docu-

ments, test documents, developer documents, code comments, 
and end-user documents [2] to name a few. The end user 
documents or the customer facing-documents, the focus in 
this paper, are a crucial set of documents that are produced 
to be used by users internal or external to the product 
development organization. Customer-facing documentation is 
usually the entry point to understand, install, and manage 
a software system. As opposed to requirements documents, 
test documents, developer documentation, and code comments, 
these documents are an integral part of a software system and 
are version controlled and delivered together with a software 
system. Therefore, customer facing-documents can contribute 
to defects and technical debt accumulation, which deserves 
attention similar to the technical debt management of software 
artifacts. 

Software defects consume a significant amount of time 
and money [5] for both the development organizations as 
well the end users. In an effort to identify Technical Debt 
(TD), we implemented a bug analysis tool called MultiDimEr, 
a Multi-Dimensional bug analyzEr [6] that analyzes and 
categorizes bug reports into different dimensions such as 
architectural components, source code files, and customer-

facing documents. The analysis tool revealed that most of 
the reported defects resulted in updates to customer-facing 
software documents such as configuration guides, deploy-

ment guides and user guides. This revelation prompted us 
to investigate documentation debt, which has never been a 
focused area in the software development organization that we 
worked with at Ericsson. We identified two main causes for 
documentation updates due to defects. The first one is related 
to insufficient and inadequate content and obsolete, ambiguous 
information, as also pointed out by a survey conducted by 
Aghajani et al. [4]. The second cause are source code defect 
fixes such as installation, upgrade/migration scripts that require 
documentation updates. 

The goal of our research is to identify causes for documen-

tation debt in customer-facing documents and find solutions 
to minimize such debt. Certain types of customer-facing 



documents such as Deployment Guides, Installation Guides, 
and API References consist of a combination of natural 
language text and command syntax, whereas documents such 
as User Manuals and Getting Started Guides vastly consist of 
descriptive natural language text. Hence, the documentation 
defect types and thereby the solutions to tackle documentation 
debt can vary. 

We narrowed down our solutions to cover the defect 
types Erroneous code examples, Missing documentation and 
Outdated content, as our analysis showed that these types 
caused most of the documentation bug reports. The main 
contributions of this research are: 

• A method for identifying documentation debt from bug 
reports with the help of a documentation defect taxonomy. 

• Further empirical validation of the documentation defect 
taxonomy in the context of documentation debt. 

• A description of solutions to the most common documen-

tation defects contributing to documentation debt. 
The rest of this paper is structured as follows. Section II 

provides an overview of prior research on documentation debt 
and proposed solutions. We describe our research design in 
Section III, including the Research Questions (RQs). Sec-

tion IV reports the results from our investigation, followed 
by adapting two solution proposals in Section V to mitigate 
the identified common documentation defects. We discuss the 
results of our investigation in Section VI. We conclude our 
paper and provide directions for future work in Section VII. 

II. RELATED WORK 

Technical Debt (TD) in Software Engineering is a widely 
researched area that has even expanded to more fine grained 
TD types [7] such as architectural debt [8], [9], code debt [10], 
[11], test debt [12], [13], and documentation debt [14]. The 
term TD was coined by Cunningham [15] in 1992 referring 
to sub-optimal decisions/implementations taken to meet short 
term benefits that contribute to costs in the long run due to 
limitations in evolving and maintaining the system. 

Documentation debt, which is the focus of this study, refers 
to missing, inadequate or incomplete documentation [7], [16], 
[17]. A characteristic of TD is that it is usually visible in 
the quality aspects of a product, but mostly invisible in the 
artifacts of a product, like design, source code and tests [14]. 
The software industry has progressed in identifying certain 
types of TD such as the source code and test debt by adding 
instrumentation to analyze source code [18] through tools such 
as SonarQube1 and PMD2 that can expose the hidden TD to 
developers. However, we have not encountered similar tools 
for identifying documentation debt in practice. One way to 
overcome this limitation is to study defect reports associated 
with documentation artifacts. They can be a signal of docu-

mentation debt and analysing their distribution and frequency 
can provide insights on where the debt occurs. Furthermore, an 
analysis would allow to make informed decisions on whether 

1https://www.sonarsource.com/products/sonarqube/ 
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it would make sense to attempt to prevent the debt instead 
of paying the principal in form of fixing defects and the 
impression of low product quality at the customer. 

Codabux et al. [19] studied TD in scientific software. They 
analyzed peer-review comments of packages that were sub-

mitted to a repository collecting scientific R packages3. They 
manually classified 358 comments originating from 157 pack-

ages and created a taxonomy of ten technical debt types. They 
found that documentation debt was the most prominent, with 
close to 30% of all found instances of TD. The predominance 
of documentation debt was further substantiated by Khan and 
Uddin [20] who automated the classification and analyzed 
13.500 comments originating from 1297 packages. Looking 
at the taxonomy proposed by Codabux et al. [19], they define 
documentation debt as deficits in code documentation, as well 
as build and end-user documentation. In this paper, we focus 
on customer-facing documentation as we found that this type 
of documentation contains the most defects in the system we 
studied [6], further substantiating that documentation debt is 
the most frequently encountered type of TD. 

Aghajani et al. [21] focused their investigation on develop-

ing a more differentiated categorisation of documentation debt. 
They mined a large collection of documentation related data 
sourced from discussions on StackOverflow, issues and pull re-

quests on GitHub, and mailing lists from the Apache Software 
Foundation. The resulting hierarchical taxonomy, which we 
also use in this research, contains 162 documentation defect 
types that are relevant for software developers. 

To address absent or outdated documentation, prior research 
has proposed the auto generation of documentation through 
source code summarization methods [22]–[24], and more 
recently, to produce on-demand documentation [25]. However, 
most of these solutions are targeting developer documentation, 
which is different to customer-facing documentation in terms 
of the target audience, the documentation content and how 
they have been produced. For instance, developer documen-

tation is internal raw documentation whereas customer-facing 
documentation is external and formatted to be used by the 
external users of the system [26]. Developer documentation 
is usually maintained by developers whereas customer-facing 
documentation is written and maintained by technical writ-

ers [26] that follows different tools and processes compared 
to loosely managed developer documentation. 

Another interesting approach is executable documenta-

tion [27] where domain-specific notations are turned into fully-

fledged modelling/programming languages, or more specifi-

cally, domain specific languages (DSLs). There is a relation 
between documentation with software models as argued by 
Stevens [28], where models can be used to document software 
while in some cases, the documentation can be used to gener-

ate models. However, these approaches are still in their initial 
stages and require further research to be used in practice [27]. 

Another related approach to minimize documentation 
defects is automatic documentation testing/verification. 

3https://www.r-project.org/ 
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The DASE (Document-Assisted Symbolic Execution) 
approach [29] suggests the use of program documentation 
to extract input constrains for testing. Another tool called 
DScribe uses a mechanism to combine unit tests and 
documentation through templates that are used to generate 
documentation and unit tests [30]. A software verification 
and a functional testing method for machine interpreted 
documentation was introduced by Friedman-Hill et al. [31], 
by incorporating documentation testing to a test framework. 

We were unable to find prior studies targeted at systemati-

cally identifying customer-facing documentation debt. Hence, 
we aim to fill this gap by proposing and testing a customer-

facing documentation debt identification method using bug 
reports and a documentation taxonomy in an empirical context. 
We also aim to contribute with adapting pragmatic solutions 
based on the identified debt in the customer-facing documen-

tation context. 

III. RESEARCH DESIGN 

The aim of this research is to identify the causes of 
documentation debt and to investigate possible solutions to 
minimize documentation defects in the future. We embed 
this aim in the context of a particular product (referred to 
as System A), developed at Ericsson. System A is currently 
under active development and has already been released in 
multiple versions to the market. The current version of the 
product is built on a microservices architecture and is deployed 
on the cloud native platform Kubernetes 4. The life-cycle of 
the application is managed by Helm 5, which is a package 
management system and a life-cycle management system for 
Kubernetes. 

Our analysis provides a chain of evidence related to docu-

mentation defects, which can be used to motivate the required 
investments in documentation improvement solutions. 

A. Research Questions 
We define the following research questions (RQs) to guide 

our investigation. 
RQ1 What are the types of customer-facing documents that 

contain most of the defects? 
We are interested in understanding whether certain types 
of documents contain more defects than others. This 
would allow us to narrow down the design of a solu-

tion, which likely needs to be adapted to the particular 
document type. 

RQ2 What type of customer-facing documentation defects can 
be observed in bug reports? 
The goal of this RQ is to understand if defects are due to 
accumulated documentation debt or due to random and 
ad-hoc documentation defects. To identify and quantify 
documentation debt, we use bug reports and a docu-

mentation defect taxonomy introduced by Aghajani et 
al. [21] to group related defects. Even though Aghajani 

4https://kubernetes.io/ 
5https://helm.sh/ 

et al. validated the documentation defect taxonomy with 
practitioners [4], the results can be subjective due to 
personal opinions since the study was conducted through 
surveys. We complement the taxonomy by validating it 
with further empirical data. 
To the best of our knowledge, Aghajani et al.’s taxonomy 
has not been used for documentation debt analysis before. 
Hence, a related sub question is: 

RQ2.1 To what extent does the taxonomy support the clas-

sification of customer-facing documentation defects in 
industry? 
We believe that the taxonomy is useful for documen-

tation defect classification and quantification, which 
is a key element in identifying documentation debt. 
Since the taxonomy is being used for the first time to 
identify documentation debt, we reflect on how well 
the taxonomy fits for this purpose. 

RQ3 What is the cost of the customer-facing documentation 
defects? 
It is necessary to estimate the cost of documentation de-

fects to motivate the benefits of paying off documentation 
debt by implementing the proposed solutions. 

RQ4 How can we minimize the customer-facing documenta-

tion defects through automation? 
Based on the quantification of documentation defects 
identified as part of RQ2, we are identifying and describ-

ing solutions to mitigate the most common defect causes. 

B. Data collection 

We utilized MultiDimEr to collect and classify bug re-

ports submitted between March 2019 and September 2022, 
belonging to System A that are stored in a central bug 
management system. The first bug report of the cloud native 
version of System A was reported in March 2019, hence we 
used it as the starting point for data collection. This data 
set contains a total of 1663 resolved bug reports where 438 
bug reports resulted in documentation updates according to 
MultiDimEr’s classification. Out of the 438 bug reports, 120 
bug reports resulted in documentation updates due to source 
code changes. The remaining 318 bug reports targeted issues 
purely originating in documentation defects. Hence, we focus 
our analysis on this set of defects. 

C. Data Analysis 

We used a sample study strategy, as suggested by Stol et 
al. [32], to achieve generalizability of documentation defect 
types in the context of System A from a sample of bug reports. 
The overall bug reports analysis consists of three steps as 
outlined below. 

The first step is to understand the distribution of bug reports 
over different documents for answering RQ1. The bug reports 
distribution was obtained via the classification results from 
MultiDimEr. We observed documentation updates as part of 
software defects. However, for the scope of this study, we only 
considered pure documentation defects. 

https://5https://helm.sh
https://4https://kubernetes.io


In the second step, we classified documentation defects to 
one or more documentation defect categories from Aghajani 
et al.’s taxonomy. A sample of 101 from a total of 318 bug 
reports related to 67 customer-facing documents was used. 
We selected a representative bug report sample by including at 
least one bug report from each document. From the documents 
that contained the majority of bug reports, we included at least 
half of the bug reports into the sample. The outcome from this 
analysis helps us to answer RQ2. The protocol that we used 
for the classification is described below: 

1) Select a bug report. 
2) Read the observation and the answer sections of the bug 

report. 
3) Based on the information from the observation and the 

answer sections, classify the defect to one or more sub 
categories within the main information content types 
“What” and/or “How” of the taxonomy. The defects 
within information content type “What” refer to “issues 
arising from what is written in the documentation” [21] 
and the defects within information content type “How” 
refer to “how the content is written and organized” [21]. 

Although the taxonomy introduced by Aghajani et al. 
contains four top level categories (“What”, “How”, “Process 
Related” and “Tools Related”), we decided to use only the 
“What” and “How” categories. Aghajani et al. [21] reported 
that “What” (485 defects), “How” (255) type defects are 
more frequent compared to “Process Related” (81) and “Tools 
Related” (134) defects, so we conjectured that the majority 
of the bug reports can be covered by these two categories. 
Too many categories makes the classification difficult, as 
defects may get distributed into overlapping defect categories, 
making the defect frequency distribution less useful to derive 
conclusions. 

The third step involved the analysis of the most frequent 
documentation defect categories, motivated by the rationale 
that the development and application of a solution should ad-

dress the most frequently encountered defects. The description 
of the identified solutions answers RQ4. 

D. Piloting the bug report classification 
We conducted a pilot classification to test the accuracy 

and the efficiency of the classification protocol. We selected 
10 bug reports from a document called “Configuration Man-

agement” belonging to System A, which contained most of 
the documentation bug reports. The lead author classified 10 
bug reports while the second and the third authors classified 
five each. Eight out of the 10 bug reports were classified to 
the same documentation defect category by two persons. We 
extended the pilot classification with five more bug reports on 
the “Installation Guide” of System A. This extension of the 
pilot was to get an affirmation that the classification protocol 
can be applied independently of the documentation types. 
From the extended pilot we observed that four out of the 
five bug reports were classified to the same documentation 
categories. The agreement between the three authors provides 
us confidence on the repeatability of the classification results 

on any documentation type. On average we spent around three 
minutes per bug report analysis, which is reasonable enough 
to scale the classification to a larger sample. 

E. Defect prioritization and Cost estimates 
Unlike source code bug reports, the documentation bug 

reports are in most circumstances registered with a lower 
severity, as they usually do not affect the core business func-

tionality. However, certain defects can be of a high priority, for 
example the defects detected by the external users, defects on 
documents such as application programming interfaces (APIs), 
installation and configuration guides. 

We calculated the time between the bug report registration 
and assignment to a developer. This can be used as a defect 
severity and a prioritization indicator. The time period between 
registration and assignment indicates relative priority. 

Like any other defect, documentation defects also incur sig-

nificant costs on different levels. Hence we need a mechanism 
to estimate such costs. To start with, the users of documents 
spend time troubleshooting the issues when things do not work 
as they are documented, and report them by creating bug 
reports. Once a bug report is received by the development 
organization, costs incur as part of management activities 
such as bug assignment, documentation fixes, documentation 
verification and sending out correction packages for document 
collections. Since System A did not have a cost estimation 
framework within defect management, we use three defect 
report variables to approximate the documentation defect cost: 

• The proportion of internally to externally detected de-

fects. The rationale is that defects detected by customers 
are more costly to fix and have also detrimental side 
effects, like loss of confidence in the product. 

• The severity of defects assigned by the bug reporter. 
• The time between a bug report assignment until the bug 

fix was accepted, approximating the cost of resolution. A 
longer time period between bug registration and solution 
acceptance is an indicator that the defect may be complex 
to be handled and may incur higher costs. 

We updated the MultiDimEr tool to collect this extra 
information. 

F. Threats to validity 
There can be a variety of threats to validity when conducting 

empirical research. However, we have taken steps to minimize 
those treats to the best of our ability, which are outline below. 

Manual classification by humans can be subjected to bias. 
We mitigated this threat by piloting the classification of bug 
reports into documentation defect categories among the three 
authors to understand how reliably the classification can be 
conducted independently and how much of agreement exists 
between independent classifications. To minimise subjectivity 
in the classification, we also annotated the text from the bug 
reports that led to the chosen classification, allowing us to 
identify the root causes for potential disagreement and align 
our common understanding of the defect categories. 



When dealing with empirical studies, there may be threats 
to external validity as different companies have different 
ways of working, different development processes and more 
importantly, how the customer-facing documentation is named, 
structured and managed. To minimize external validity, re-

garding documentation naming, we mapped the Ericsson 
documentation into more generic and already used naming 
conventions [4] from prior research. 

We have studied documentation defects in a specific indus-

try context. Hence, we took precaution to describe first the 
concepts behind the solutions so they can be adapted and 
implemented in different contexts. In addition, we provide 
technology specific implementation details according to our 
chosen industrial system, that can be beneficial for practition-

ers that use similar technologies. 
The industrial system that we investigated is a cloud native 

system that is deployed in Kubernetes environments. The doc-

umentation that contained most of the defects is thematically 
connected to the platform. However, our findings and solutions 
are not platform dependent. 

IV. RESULTS 

We answer RQ1, i.e. the bug report distribution among 
different document types, with the results from the analysis 
performed by the MultiDimEr. The exact naming of the 
documents is irrelevant outside the Ericsson context and use 
therefore the documentation categories introduced by Aghajani 
et al. [4]. A total of 67 customer-facing documents from Sys-

tem A were grouped into six categories: API References, Get-

ting Started Guides, Installation Guides, Deployment Guides, 
Release Notes/Change Logs and User Manuals. Table III 
illustrates the distribution of the bug reports. From the results 
we see that just over half of the issues were reported on 
the Deployment Guides (129) and the Installation Guides 
(53). It is worth highlighting that the dynamically generated 
Release Notes only contained eight issues. Over the years, 
the management decided to invest in dynamically generat-

ing the Release Notes to shorten delivery preparation time 
and support continuous deliveries. This document contains 
information such as added new features, corrected bug report 
information, and microservices version information. We could 
conjecture that the lower number of bugs is due to the dynamic 
documentation generation from a robust information source. 

TABLE I 
BUG REPORTS DISTRIBUTION AMONG VARIOUS DOCUMENT TYPES 

Document Type No. of bug reports 

Deployment Guides 129 
Installation Guides 53 
API References 51 
User Manuals 50 
Getting Started Guides 27 
Release Note/Change Log 8 

Total documentation bugs 318 

Next, we report results from our classification of the bug re-

ports to the documentation defect taxonomy, answering RQ2. 
From the results in Table II, we can observe that 85% (86 out 
of 101) of the defects fall into the Information Content (What) 
category. These 86 issues are distributed among the second 
level of issues: Completeness (37), Correctness (30), and 
Up-to-dateness (19). On the third level of defect categories, 
the defects were mostly distributed between on Erroneous 
code examples (23), Missing configuration instructions (14), 
Missing/Poor documentation (15), and Outdated content (14) 
in relation to system evolution. 

A commonality of these third level categories is that they 
are related to step by step instructions and/or command syntax 
that were either missing, incorrect or outdated. Following are 
some examples of defects that we found from the investigated 
bug reports: 

E.g.1 “We need add a ”–reuse-values” flag for the command to 
work” 

E.g.2 “service names are incorrect” 
E.g.3 “The configuration to enable the external IP for REST is 

not described” 
E.g.4 “The Configuration Management and Deployment Guide 

lacks detailed step-by-step instructions on how to both 
properly configure service-x” 

The most obvious implication from the above defects is the 
management overhead (defect identification, assignment, and 
acceptance of the solution) of the documentation bug reports. 
However there are other implications that are hidden, such as 
introducing delays to the projects, the cost of troubleshooting 
and in some cases (in E.g.3 and E.g.4 above) the need to call 
for emergency support which is a very costly activity. 

In relation to RQ2.1, the taxonomy indeed helped us to 
categorize the documentation defects to the first and the second 
level categories easily. However, the third level categories in 
the taxonomy by Aghajani et al. [4] are highly influenced by 
source code related or developer documentation. This led to 
some uncertainty in categorization. For example, we observed 
many bug reports due to incorrect/outdated commands. How-

ever, there is no adequate category in the taxonomy for such 
defects. The closest was the Erroneous code examples category 
and the Outdated example category. 

Only around 15% (15 out of 101) of issues were related 
to Information Content (How) category. Therefore, we only 
focused on solutions that address issues related to the Infor-

mation Content (What) category in this study. 
We report the results related to the cost of documentation 

defects. As we pointed out in Section III-E, System A did not 
have defect cost estimation framework. Hence, we use three 
quantitative dimensions, derived from the bug report data, to 
approximate the documentation defect cost: (a) the proportion 
of internally to externally detected defects, (b) defect severity 
and (c) time period between bug assignment and bug fix 
acceptance. Table III summarizes the results of (a) and (b). 

The result shows that 40% of the defects are externally 
reported (126 out of 318). However, none of the documentation 
defects was assigned a high severity (A). This is explainable 
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and the documented commands. Additionally, the lack of 
automated documentation testing makes the information 
outdated very quickly, since detecting documentation 
discrepancies is a manual process. 

2) Automation. The correctness of documentation needs 
to be verified automatically as the systems evolve and 
documentation tends to be outdated quickly. 

3) Developer friendliness. Ericsson has adopted the shift-left 
concept, which is to move the development, testing and 
operations of the software system towards production-like 
systems. Automation in early development phases allows 
to detect and fix issues as early as possible [33]. This 
entails that the development teams have a greater respon-

sibility to safe guard the quality of the delivered features, 
including the customer-facing documents. Hence, it is 
vital to consider the developers when proposing solutions 
for preventing documentation defects. 

The outlined design criteria have led us to the identification 
of two solutions that can be adapted: Dynamic Documentation 
Generation (DDG) and Automated Documentation Testing 
(ADT). DDG has already been used for summary generation of 
methods in the source code [22], [24] and API generation [34] 
whereas ADT has been proposed as test-enabled documenta-

tion [30], [31]. 
In the remainder of this section, we first describe the doc-

umentation system, Darwin Information Typing Architecture 
(DITA), currently used at Ericsson (Section V-A). Then, we 
describe how both DDG (Section V-B) and ADT (Section V-C) 
can be realized with DITA. Based on the requirements at 
different organizations, a suitable approach can be adapted. 
In the Ericsson context we chose to adapt DDG, and describe 
the design in Section V-B. 

A. Darwin Information Typing Architecture (DITA) 
The customer-facing documents throughout Ericsson are 

structured and developed according to the Darwin Informa-

tion Typing Architecture 6. DITA is an open standard that 
specifies a set of document types for authoring, organizing 
topic-oriented information. The documents are stored in a 
format based on the Extensible Markup Language (XML). 
A key characteristic of DITA based documents is the topic 
orientation, i.e., a document is composed of smaller sections 
called topics. A DITA map is used to structure the topics nec-

essary for the document. Figure 1 illustrates how a document 
called “Configuration Guide” consists of multiple topics, while 
Listing 1 shows an example of the XML based DITA topic. 
Lines 7-10 render the following command. 

kubectl get configmap 
<customized_configmap_name> 
-o yaml -n <namespace> 
<customized_configmap_name>-<namespace>.yaml 

The parameters within 〈〉are to be replaced by actual values 
based on the site specifications and user requirements. 

6https://www.oasis-open.org/committees/tc home.php?wg abbrev=dita 

Fig. 1. Topic-based organization of DITA documents. 

The department that develops System A has used customer-

facing documents as input when developing the system tests. 
However, there is no connection between the documentation 
and the test implementation after the initial development. 
A high level overview of the testing phases and the test 
frameworks being used are shown in Figure 2. 

There are two main frameworks to test System A: an Ansi-

ble based framework and a Java based framework. The Ansible 
framework uses the Installation Guides (which also covers the 
upgrades and rollback procedures). A key characteristic of 
these documents is that they contain step-wise instructions to 
execute commands and verify outputs of commands. Ansible 
is a better fit for Command Line Interface (CLI) based testing. 
Currently, there are two teams that are keeping track on the 
required documentation updates by manually reviewing the 
source code changes. Additionally, when closer to the releases 
(three-week cycles), one team is required to manually test the 
Installation Guides, causing additional one week delay. 

On the other hand, the Java framework is influenced by 
the Deployment Guides, User Manuals and API References, 
which contain instructions and commands to configure the 
system in preparation for sending different types traffic. These 
commands are more complex compared to the CLI commands, 
hence the use of Java framework. Since its initial imple-

mentation using the documentation, there is no monitoring 
in place to make sure the implemented procedures and the 
documentation are in sync. 

Fig. 2. High level overview of testing phases and frameworks. 

B. Dynamic Documentation Generation (DDG) 
Software development organizations nowadays rely on Con-

tinuous Integration (CI) and Continuous Delivery (CD) to 
efficiently deliver software. The CI/CD pipelines use test 
frameworks that verify different aspects of the software sys-

tem, such as install/update/upgrade and system configuration. 

https://6https://www.oasis-open.org/committees/tc


TestConfigGuide { 
BeforeTest ( 

Test Suite 

extract commands 

--{__ 

getCommands = parse([topic x, topic y]) 

Test Installation{ 
for commands(i= 1 to commands.size() { 

respose "' execute.command(i) 
assert(response, noErrors) 

DITA Topic x 

DITA Topic y 

---

The test code is always evolving and needs to be aligned with 
the system behaviour. Hence, the test code can be considered a 
robust information source of the system, fulfilling criterion 1. 
Criterion 2 is fulfilled as the test code automatically runs on 
a daily basis. 

The idea with the DDG approach is to embed meta data in 
the test code, which can be used to generate the documenta-

tion. The test code is closer to the developers so that makes it 
is easier for them to make the required code changes, which 
fulfils criterion 3. 

The installation/update/upgrade of System A is based on 
Ansible7 playbooks, so in this study we focused on how 
Ansible can be used to generate the documentation. Though 
there exist Ansible modules for generating documentation, 
they do not fulfill our required criterion of a single robust 
information source. For instance, the ansible-autodoc8 package 
uses annotation based document generation but the annotations 
used for the documentation generation are not used in testing 
the system. Since the annotations are written as comments, the 
developers manually still need to keep the comments and the 
actual commands in sync. 

Listing 2 shows a mock-up of an Ansible playbook code 
snippet for a new module called dita generator that generates 
the DITA topic snippet shown in Listing 1. When executing 
this playbook, the commands are executed towards the system 
under test, while generating the DITA topic snippets required 
for producing the documentation. 
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<section id="section_uzl_2p2_4rb"> 
<title>Backup Customized Configmaps and Secrets</title> 
<p>Cluster secrets and configmaps backup are needed if customized configuration 

was done after installation.</p> 
<ul> 

<li> 
<p>For configmaps, use the following command:</p> 
<userinput>kubectl get configmap <varname>customized_configmap_name</ 

varname> -o yaml -n 
<varname>namespace</varname> 
> <varname>customized_configmap_name</varname>-<varname>namespace</ 

varname>.yaml 
</userinput> 
</p> 

</li> 
<li> 

<p>For secrets, use the following command:</p> 
<userinput>kubectl get secret <varname>customized_secret_name</varname> 

-o yaml -n 
<varname>namespace</varname> 
> <varname>customized_secret_name</varname>-<varname>namespace</varname 

>.yaml 
</userinput> 

</li> 
</ul> 

Listing 1: Generated DITA topic from dita generator Ansible module . 

- name: Test and generate section 2.2 of Config Guide 
dita_generator: 

sectionid: section_uzl_2p2_4rb 
title: Backup Customized Configmaps and Secrets 
text: Cluster secrets and configmaps backup are needed if customized 

configuration was done after installation. 
list: 
text: For configmaps, use the following command: 
userinput: kubectl get configmap {{customized_configmap_name}} -o yaml -n 

{{namespace}} > {{customized_configmap_name}}-{{namespace}}.yaml 

text: For secrets, use the following command: 
userinput: kubectl get secret {{customized_secret_name}} -o yaml -n 

namespace}} > {{customized_secret_name}}-{{namespace}}.yaml 

Listing 2: An Ansible playbook snippet illustrating the usage of 
dita generator. 

7https://www.ansible.com/ 
8https://pypi.org/project/ansible-autodoc/ 

Implementing a documentation generator for Ansible play-

books which fulfils criterion 1 requires that the Ansible 
code written in the playbook is used for both documentation 
generation as well as generating the commands to be sent 
towards the System Under Test (SUT). 

C. Automated Documentation Testing (ADT) 
Compared to generating documentation from test code, 

this approach is based on using the existing documentation, 
and considering it as the robust information source (see 
criterion 1). In this approach, the commands are extracted 
from the documentation and then used in the test cases 
that install/update/upgrade the system. In other words, the 
documented commands are fed into the test cases and are 
checked when the tests are executed, fulfilling criterion 2. 
The test results indicate if the system and the corresponding 
documentation commands are in sync. This approach does not 
require any developer involvement, hence fulfilling criterion 3. 

Figure 3 illustrates a high level implementation of a test 
case where the test case extracts the relevant commands from 
a DITA topic or topics of the “Configuration Guide”, instead of 
the current practice of hard-coding commands within the test 
cases. Should there be a discrepancy between the documented 
commands and the platform/software system where the com-

mands are being executed, the deviation would be visible due 
to test case failures. 

Fig. 3. Extraction of commands by a test case from a DITA topic file. 

VI. DISCUSSION 

This study broadens our understanding if certain types 
of documentation contribute more to documentation defects 
(RQ1). We grouped the 67 documents delivered with System 
A and against which defects were reported into six main 
documentation categories [4]. Deployment Guides (129 defect 
reports), Installation Guides (53), API References (51) and 
User Manuals (50) contained most of the documentation 
defects (see Table I). A key characteristic of these documents 
is that they consist of steps by step instructions and commands 
that need to be followed and executed to achieve a certain task. 
We speculated therefore that the root cause for the reported 
defects is related to the lack of verification of the consistent 
co-evolution [35] of source code (or product features more 

https://8https://pypi.org/project/ansible-autodoc
https://7https://www.ansible.com


generally) and its documentation. The solutions we describe 
and adapt to the context of System A are targeting the problem 
of having different and unreliable information sources when 
generating product documentation. 

Regarding the type of documentation defects RQ2, we found 
that Erroneous code examples (23), Missing documentation 
(36), and Outdated/Missing information (21) were the main 
documentation defect types, supporting our initial conjecture 
about their root cause, i.e. the lack of verified co-evolution. 
Aghajani et al. [4] conducted a survey (most respondents were 
employed at ABB, an automation technology company), with 
the goal of determining the relevance of the different types 
of documentation errors in practice. Regarding the relative 
importance of information content, the survey found that 
30% of the defects types related to the Information Content 
(What) are considered important, as opposed to only 17% 
from the Information Content (How) category. Regarding the 
relative frequency of different defect types, the results in 
Table II support the observations in the survey. The survey 
also revealed that Erroneous code examples was indicated as 
one of the top issue type based on the encountered frequency 
and considered important by many practitioners (59%). Simi-

larly, the defect types Missing user documentation, Missing 
documentation for a new feature/component and Outdated 
examples were encountered frequently, while indicating that 
they are perceived as important by practitioners. Our study 
provides therefore further evidence for the relevance of these 
documentation defect types and motivates the development of 
preventive solutions. 

Next, we want to discuss the suitability of the defect 
taxonomy for documentation debt identification by answer-

ing RQ2.1. The documentation defect taxonomy [21] is mostly 
influenced by the documentation used in the development 
phase. For example, the defect types Erroneous code examples, 
Wrong code comments, Wrong translation, Missing alterna-

tive solutions can be found in source code or in developer 
documents rather than in customer-facing documents. In our 
classification we found many bug reports due to incorrect or 
outdated commands but we initially found it difficult to map 
them to any existing defect type in the taxonomy. We decided 
to classify such bug reports as Erroneous code examples to 
overcome this issue, as our intention in this study was not to 
extend the taxonomy. We also found that defining document 
specific sub categories such as Inappropriate installation in-

structions, Documentation for users and Developer guidelines 
makes the taxonomy too overwhelming when classifying a 
documentation defect. A suggestion for future improvements is 
to define the defect types independently from the documenta-

tion types. Once the defect categories are in place, a taxonomy 
for different types of documentation can be defined, which 
makes the classification more efficient, accurate and generally 
applicable. 

When answering RQ3, we reported that the mean time for 
resolving a documentation defect is around 7 (external) to 
10 (internal) days. Even though it is difficult to assign an 
absolute cost to these defects, the resolution times are high, 

contributing to the overall maintenance costs as well as taking 
up resources that could have been assigned to work on new 
product releases. The mean time for resolving a defect that 
could have been detected by our proposed automated solutions 
is around 11 days and could cover 87% of the identified 
documentation defects from our study. We believe this is a 
significant improvement and paves the way for cost savings in 
the long run. 

We observed that a significant number of documentation 
bug reports being discovered both internally (192) within the 
development organization and externally (126) by the users 
of the system. The 40% of externally discovered bugs is 
significant considering time being spent due to documen-

tation defects in troubleshooting, the management overhead 
involved in the bug management process. The document types 
Deployment Guides, Installation Guides and User Manuals 
used to be manually verified by a system testing team at the 
department we worked with at Ericsson. However, in recent 
years there has been a significant investment on system test 
automation to reduce delivery times, which resulted in almost 
no verification of the documentation other than by the teams 
providing the documentation input. The issue here is not the 
actual system test automation, but the lack of linkage to the 
relevant documentation. 

When deriving solutions as part of answering RQ4, we 
introduced three design criteria; a single and robust infor-

mation source for the documentation, automation and de-

veloper friendliness. Based on these criteria we proposed 
two solutions, Dynamic Document Generation (DDG) and 
Automated Documentation Testing (ADT). The selection of 
a solution depends on different circumstances in different 
organizations. For example if it is a new project that is 
starting up, it would make sense to introduce DDG from the 
early phases of development and testing. The selection can 
also vary based on the type of documentation. For example, 
step by step instructions and the commands needed for the 
Installation Guides and Deployment guides are already present 
in CI/CD frameworks. In such circumstances, it would be 
more appropriate to use DDG for documentation. On the other 
hand, the User Guides usually contain more natural language 
text describing different business logic, steps to execute such 
business logic and boundary values for different parameters. 
For such documents, it may be more efficient to link the 
documentation to the test cases to extract boundary values 
required in business logic testing. 

VII. CONCLUSION AND FUTURE WORK 

In this study, we emphasized that the often neglected 
documentation defects can be a significant contributor to the 
overall maintenance cost for a software development orga-

nization. We analyzed the defects that are purely associated 
with documentation in a large product developed at Ericsson. 
We identified documentation debt by classifying the identi-

fied defects according to a taxonomy introduced from prior 
research [21]. The classification enabled us to characterize 
and then quantify documentation defects as a means for 



prioritizing solutions targeted at minimizing the occurrence 
of the most common documentation defects types: Erroneous 
code examples, Missing documentation and Outdated/Missing 
information. We identified three key requirements for a doc-

umentation verification system. Based on these defect types 
and the identified requirements, we proposed to adapt two 
solutions: (i) Dynamic Document Generation (DDG) and (ii) 
Automated Documentation Testing (ADT). The use of a single, 
robust information source is the key feature of both solutions. 

We presented key ideas behind the solutions such that the 
solutions can be implemented in different contexts. For DDG, 
we proposed an implementation based on Ansible, which is 
used extensively in the industry for installing and deploying 
software system in cloud native environments. 

In future work, we plan to implement the proposed two 
solutions and evaluate them in an industrial context to explore 
the effectiveness of the solutions and identify challenges when 
implementing DDG and ADT in practice. 

A. Data Availability 
The 101 documentation defects and their classification is 

available on https://zenodo.org/record/7562614. 
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