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Abstract—The THz frequency spectrum provides an opportu-
nity to explore high-resolution synthetic-aperture-radar (SAR)
short-range imaging that can be used for various applications.
However, the performance of THz SAR imaging is sensitive
to phase errors that can be caused by an insuffcient amount
of data samples for image formation and by path deviations
that can be practically caused by SAR platform vibrations,
changes in speed, changes in direction, and acceleration. To
solve the former problem, an improved interpolation procedure
for backprojection algorithms has been proposed. However, to
make these algorithms effcient in handling the latter problem,
an additional autofocusing is necessary.

In this paper, we introduce an autofocusing procedure based on
compressed sensing that is incorporated into the backprojection
algorithm. The reconstruction is based on the following calculated
parameters: windowed interpolation sinc kernel, and range
distances between SAR platform and image pixels in a defned
image plane. The proposed approach is tested on real data, which
was acquired by the 2πSENSE FMCW SAR system through
outdoor SAR imaging.

Index Terms—FMCW SAR, THz, Autofocusing, Compressed
Sensing

I. INTRODUCTION

Exploration of THz frequencies provides opportunities for
the realization of new applications in future 6G systems. One
of the potential applications is short-range high-resolution
remote sensing, which is of great interest in the area of
logistics, security, indoor imaging, etc. To perform remote
sensing with high resolution, the synthetic aperture radar
(SAR) principle can be used.

SAR technology takes its origin in the 1950s when the
objective was to create an alternative to optical imaging
systems. The main advantage of the synthetic aperture is that
it can be much larger than the aperture of a physical antenna,
which results in high-resolution imaging in the cross-range
direction.

THz SAR imaging is an interesting research topic. The aim
of THz SAR imaging is to design an imaging system that can
be mounted on various dynamic platforms. The current state-
of-the-art THz SAR systems include ground- and rail-based
realizations. Different pulse THz SAR testbeds have been
developed to perform high-resolution imaging at frequencies
starting from 0.22 THz and up to 1.1 THz; see references

[1]–[6] for details. Furthermore, THz SAR systems based on
FMCW radars operating in different frequency ranges have
emerged, e.g., [0.122; 0.17] THz for the system reported in
[7], and [0.126; 0.182] THz for the system done in [8], [9].

The performance of THz SAR imaging systems is sensitive
to phase errors. Practically, phase errors occur due to path
deviations, which can be caused by platform vibrations, speed
variations of SAR platforms, accelerations, etc. To handle
this issue, the backprojection algorithms [10]–[12] are nat-
ural solutions for THz SAR imaging systems due to their
internal motion-compensation procedure, which is effcient
if the deviation information is a priori known. The major
computational burden of the backprojection algorithms is the
interpolation procedure, the accuracy of which correlates with
the upsampling procedure of the raw data. In [13] and [9], an
improved interpolation procedure was introduced to process
pulse THz SAR and FMCW THz SAR signals. The developed
interpolators provide the opportunity to obtain accurate images
without upsampling of raw data. However, if the path deviation
is unknown, an additional motion-compensation procedure as
an add-on to the backprojection algorithms is necessary. This
refers to autofocusing.

In [14], Ash introduced an autofocusing algorithm based
on the maximization of image sharpness to process spotlight
SAR data as an add-on to the backprojection algorithm. Wei
et al. in [15] applied the maximum sharpness approach for 3D
imaging based on the fast backporjection algorithm. Sommer
and Ostermann in [16] proposed to divide a reconstructed
image into subimages, and then use the maximum sharpness
principle to estimate phase errors on the subimage level. In
[17], Torgrimsson et al. introduced a factorized geometrical
autofocusing algorithm for processing spotlight or stripmap
ultrawideband-ultrawidebeam SAR data, which was integrated
into the fast factorized backprojection algorithm. Shi et al. in
[18] recently proposed an algorithm for phase error estimation
for THz SAR based on the basis pursuit denoise algorithm in
the unconstrained form. The algorithm is considered as a sup-
port to the range migration algorithm. Despite the algorithm
demonstrating good results, the choice of the regularization
coeffcient in the optimization problem and the absence of an
opportunity to perform autofocusing for images, the azimuthal
coordinates of which do not agree with the azimuthal coordi-This work was supported by the ELLIIT research environment under the

project Multistatic High-resolution Sensing at THz, Project-ID A17. nates of the SAR aperture, are challenging.
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In this paper, we propose an autofocusing algorithm based
on compressed sensing, which is incorporated into the back-
projection algorithm as a natural extension. The algorithm
eliminates phase errors based on the optimization procedure
for a single range bin. The components of the backprojection
algorithm, such as the interpolation sinc kernel and range
distance between the SAR platform and a point in the image
plane, are used under the construction of the sensing matrix.

The rest of the paper is organized as follows: In Section II,
the problem setup and the image formation algorithm are
described. Section III proposes the autofocusing algorithm.
The experimental results are presented in Section IV, and
Section V concludes the paper.

II. PROBLEM SETUP

A. FMCW SAR 

Consider a setup for two-dimensional monostatic SAR
imaging, which is based on an FMCW radar. The radar
transmits the frequency-modulated continuous wave signal, the
mathematical representation of which is given by

j2π(fmint+κt2 /2)sTX(t) = e , 0 ≤ t ≤ T, (1)

where fmin is the start frequency of the emitted frequency
ramp, t the range time, κ and T are the slope and the duration
of the emitted frequency ramp, respectively.

Suppose that there is a scatterer in the SAR scene under
illumination. Then, the signal received by the FMCW SAR
system due to the scatterer is expressed as

j2π[fmin (t−2R/c0)+κ(t−2R/c0)
2/2]sRX(ξ, t) = e , (2)

where 2R/c0 is the range-time delay, where c0 denotes the
speed of light in vacuum and the range distance R is given byp

R = (vτ − ξ)2 + (ρ0 − ρ)2 . (3)

It is obvious that R depends on the corresponding azimuthal
and range coordinates of the FMCW SAR platform and the
scatterer, i.e., on (vτ, ρ0) and (ξ, ρ), respectively. Note that
the azimuthal coordinate of the FMCW SAR system depends
on the azimuthal time τ , as well as on the speed of the
platform v. The received signal is then down-converted to the
intermediate frequency (IF) domain via the mixture procedure
of the transmitted and received signals

sIF(ξ, t) = sTX(t)sRX(ξ, t) = 
j4π(f(t)R/c0−κ(2R/c0)

2/2) ≈ ej4πf (t)R/c0e , (4)

where f(t) = fmin + κt so that fmin ≤ f(t) ≤ fmax for t ∈ 
[0, T ]. It should be highlighted that the second term under the
exponential operator can be neglected because of f(t)R/c0 � 
κ(2R/c0)

2/2 for short-range distances. The down-conversion
procedure (4) ensures proper sampling of the received signal.

To obtain signals in the range compressed form, one needs
to take frst the Fourier transform of the IF signals (4),

assuming that the envelope of the IF signal is the rectangular
window:

SIF(ξ, f) = F{sIF(ξ, t)} = T sinc[πT (f − κ2R/c0)] 
j2π(f−κ2R/c0) T 

2 ej4πfminR/c0× e , (5)

Here, the relation κ2R/c0 corresponds to the beat frequency
fb, from which the range can be estimated as

c0Tfb
R = . (6)

2B 
Then, to eliminate the exponential term containing the start
frequency fmin, the following phase correction procedure can
be applied:

S̃IF(ξ, f) = SIF(ξ, f)e−j4πfminR/c0 = 
2 .T sinc[πT (f − κ2R/c0)]e

j2π(f−κ2R/c0) T 
(7)

Finally, by converting the beat frequency to the range and
replacing the frequency variable f , it is possible to obtain the
range-compressed signal.

In the presence of multiple scatterers in the scene under il-
lumination, the representation of the phase-corrected IF signal
can be generalized by employing Born’s approximation:

KX 
˜ 2 .SIF(ξ, f) ≈ T sinc[πT (f−κ2Rj /c0)]e

j2π(f −κ2Rj /c0 ) T 

j=1 
(8)

Here, 2Rj /c0 denotes the round time needed for a signal to
be transmitted from the FMCW SAR aperture antenna to the
corresponding j-th target and backwards, and K ≥ 1. It should
be noted that the range-compressed signal can be obtained by
performing a similar procedure as for a single scatterer in the
scene under illumination, as described above.

B. Image Formation 
Let the slant range plane be the defned image plane into

which the samples of the range-compressed signals are back-
projected. The operation of the global backprojection (GBP)
algorithm is expressed byZ τ0/2 

˜ 
h(ξ, ρ) = SIF(ξ, f)e−j4πfminR/c0 dτ. (9)

−τ0/2 

Here, the reconstructed SAR scene h(ξ, ρ) is formed by the
superposition of acquired range-compressed data SIF and its
corresponding backprojection into the defned image plane, τ0 
is the integration time, and R̃ the range distance calculated for
the aperture position defned by vτ and the given azimuth ξ 
and range ρ in the defned image plane.

However, FMCW radars operate with discrete time signals.
Thus, the backprojection algorithm for discrete-time sequences
can be reformulated with a sum instead of an integral as

MaX 
h(ξ, ρ) = Sint[m, R̃ 

p], (10)
ma=1 



where ma = 1, . . . ,Ma denotes the number of corresponding
aperture positions and R̃ 

p is the range distance for the signal’s
trip from the FMCW SAR antenna aperture to the point
in the defned image plane. Here, Sint denotes a complex-
valued parameter estimated via the extended sinc interpolator
introduced in [13]

procedure. To restore an accurate SAR image reconstruction,
the phase errors φ have to be estimated and eliminated.

Consider a single range bin of the reconstructed SAR
image h for a fxed range ρ. Each pixel of the reconstructed
image over the given bin is obtained based on the GBP
algorithm (10) using the sinc interpolation procedure (11), and#" mathematically can be expressed as

n+L 

Sint[m, R̃ 
p] = S̃[m, i]w[i] sinc 

X π(R̃ 
p − R̃[i]) 

Ma n+L 

h(m, ρ) = σ[ma, ρi]wi 
XX 

� ma=1 i=n−L � 

, 
δR̃ 

i=n−L 
(11)

where
π(Rp − R[ma, ρi])(R̃ 

p−R̃[i])/c0 j4πfcR[ma ,ρi]/c0+jφ(ma)S̃[m, i] = S[m, i]ej4πfc . (12) × sinc e , (16)
δR 

S̃[m, i] denotes the data samples involved in the in-Here where φ(ma) represents the phase error in the ma-th obser-
terpolation procedure, the phase of which contains similar
information about the assigned range distance Rp, fc is the
frequency emitted at t = T/2, and

−j4πfminR[n]/c0S[m, n] = 
1
FFT{sIF[m, n]}e ˜ (13)

N 
for n ∈ [0, N − 1], where N = fsT is the length of the

vation, σ[ma, ρi] is the refectivity of the scatterer for the
given aperture position at azimuth time τ and range ρi, δR 
is the difference between two consequent range samples. The
formulation for each pixel (16) can also be rewritten in the
matrix form as

h(m, ρ) = Φ(ma,ma)a(m, ρn)x 
sample sequence, and the phase correction term depends on
the frequency fmin at t = 0.

III. AUTOFOCUSING

⎡where Φ ∈ CMa×Ma 

jφ1e 0 . . . 0 
jφ20 e . . . 0 

⎤ ⎢⎢⎢⎣ 

⎥⎥⎥⎦ (17)Φ = ,. . ... . . .In practice, modern FMCW SAR systems, which operate .. . .
jφ(Ma)at THz frequencies and can potentially be mounted on UAV 0 0 . . . e 

platforms, can be sensitive to phase errors due to path devia-
) ∈ C(2L+1)Ma×1a(m, ρntion, e.g., caused by platform vibrations. If the path deviation � 

information is known, it can be naturally included in the GBP a(m, ρn) = b1 b2 . . . bMa , (18)
algorithm that contains the motion-error compensation proce- ∈ C(2L+1)×1where bma 

� 
dure. However, if the path deviation is unknown, an additional ih⎡ ⎤ ⎥⎥⎥⎦ 

T 

, 

autofocusing procedure has to be involved, especially the one
that can be incorporated into the image formation algorithm. ⎢⎢⎢⎣ 

j4πfcR[ma π(Rp−R[ma,ρi])e ,ρi]/c0 wi sinc δR 
... ihIn the presence of path deviation of the SAR platform, the bma = 

actual range distance between the platform and the scatterer j4πfcR[ma π(Rp−R[ma,ρi])e ,ρi]/c0 wi sinc δR in the scene under illumination can be expressed as (19)p and x ∈ C1×(2L+1)Ma contains refectivities from scatterer σ 
(vτ +Δξ0(τ ) − ξ)2 + (ρ0 +Δρ0(τ) − ρ)2Ract = for the corresponding range sample ρi and is expected to be
vτ − ξ ρ0 − ρ 

Δξ0(τ) + Δρ0(τ ) = R +ΔR(τ ), sparse.≈ R + 
R R As a result, a range bin of the reconstructed SAR scene can

be described by the following measurement linear model(14)

where R denotes the range distance estimated for the ideal h = Ax = ΦA1x, (20)
path by (3), and ΔR the path deviation containing errors in
the azimuthal Δξ0(τ ) and range directions Δρ0(τ ) for given where h ∈ CM ×1 

aperture position at azimuth time τ . Consequently, the path
⎤⎡ 

h(1, ρ)⎢⎢⎢⎣ 

⎥⎥⎥⎦ 

deviation causes phase errors. The phase errors can be included
in the representation of the reconstructed SAR scene by h = 

h(2, ρ) 
...

(21), 

XMa 

h(ξ, ρ) = Sint[m, 
h(M, ρ)

)R̃p]e
jφ(ma , (15)

and A1 ∈ CM×(2L+1)Ma 
ma=1 ⎤⎡ 

a(1, ρ)where φ(ma) is the phase error due to platform path deviation
for given azimuth time τ . Note that the phase errors are
contained in the transformed IF signal (5) and, consequently, in

A1 = 
⎢⎢⎢⎣ 

a(2, ρ) 
...

⎥⎥⎥⎦ . (22)

the phase-controlled samples (12) used under the interpolation a(M, ρ) 



�

�

The compressed sensing theory provides a framework for
the recovery of sparse signals [19]. Since M is far less than
(2L + 1)Ma, it can be concluded that the sensing matrix A is
underdetermined and well established to represent sparsely a
SAR echo in the image plane for a given range ρ. Furthermore,
the sensing matrix contains the phase errors φ. The compressed
sensing theory provides the opportunity to recover x from
measurement vector h by solving the following optimization
problem

minimize kxk0 (23)
subject to kAx − hk2 ≤ ε, 

where k · k0 is the l0 norm, which is the total number of non-
zero elements in the vector. This problem is non-convex and
requires computational resources to fnd an optimal solution.
But it is possible to utilize the convex relaxation of (23) for
suffciently sparse x by solving the following optimization
problem

minimize kxk1 (24)
subject to kAx − hk2 ≤ ε, 

where k · k1 denotes the l1 norm, i.e. the sum of the absolute
values of the vector’s elements, and ε is the error tolerance.
The problem can be solved via the CVX MATLAB software
for disciplined convex programming [20], where the optimiza-
tion is performed over x, the solution to which will contain
estimated refectivities from scatterers σ[ma, ρi] and phase
errors φ. In this problem, for a known measured signal h,
an estimate of the refectivities from the scattering objects in
the scene under illumination x for a given range ρ is retrieved
by time reversing h via the adjoint sensing matrix A∗ , so that
the error tolerance can be chosen as

ε = kh − ĥk2 = kh − AA ∗ hk2 = k(1 − AA ∗ )hk2. (25)

When the optimization problem (24) is solved, the phase
errors can be determined separately as

diag{Φ} = h (A1x), (26)

where denotes the Hadamard division. The optimization
procedure is repeated iteratively with updated diagonal phase-
error matrix Φ for the sensing matrix A = ΦA1 until the
difference between two adjacent phase error estimates satisfes
the required threshold

k diag{Φ}l+1 − diag{Φ}lk2
�Φ = , (27)k diag{Φ}lk2 

where l denotes the iteration number of the optimization
process.

Since the problem involves complex-valued parameters, it is
reformulated to the optimization problem over the real-valued
parameters as:

minimize kx0k1 (28)
subject to kA0x0 − h0k2 ≤ ε, 

Table I: Measurement Setup Parameters

Parameter Value

The lowest frequency processed, fmin 
The highest frequency processed, fmax 

Number of aperture positions, Nξ 

0.126 THz 
0.182 THz 

72 
Speed of the platform, v 4.11 m/s 

Ramp duration, T 4.096 ms 
Duty cycle, T + ΔT 5 ms 

Reference distance, R0 ≈ 2.335 m 
Integration angle, φ0 ≈ 35◦ 

Integration time, τ0 ≈ 0.36 s 

where the sensing matrix, the measurement signal vector, and
the sparse vector are represented as� � 

Re{A0} Im{A0}
A0 = , (29)

Im{A0} Re{A0} 

� � 
Re{h0}

h0 = , (30)
Im{h0} 

and � � 
Re{x0}0 x = , (31)
Im{x0} 

respectively.
The algorithm for the phase-error estimation can be sum-

marized as:

Algorithm 1: Algorithm for phase-error estimation φ 
Task: Estimation of phase errors φ by solving (28)
Parameters: ρ, A1, h0 , tolerance µ 

Initialization :
1: Let Φold = I, counter c = 0 

LOOP Process 
2: while c < 6 do
3: c = c + 1, A = ΦoldA1, determine A0 and ε 
4: Solve the optimization problem (28)
5: Determine x 
6: Estimate Φ via (26) and update Φold = Φ 
7: Calculate �Φ via (27)
8: if (�Φ ≥ µ) then
9: c = 0 

10: end if
11: end while
12: Perform the phase correction for each range bin: h(ρ) = 

diag{Φ} ◦ h(ρ), where ◦ denotes the Hadamard product.

IV. EXPERIMENTAL RESULTS

In this section, we consider the application of the proposed
autofocusing algorithm that is fused as an add-on to the
backprojection algorithm. The autofocusing algorithm is tested
on the real data acquired through the outdoor FMCW SAR
measurements at THz frequencies.



A. Measurement Setup 
To evaluate the proposed autofocusing algorithm, an out-

door 2D monostatic SAR imaging was performed. In the
experiment, the 2πSENSE FMCW radar operating in the D-
frequency range [0.126; 0.182] THz was mounted on a car;
see Fig. 1. The length of the emitted frequency ramp was
T = 4.096 ms, and a corner refector, the object under test,
was placed at the reference distance R0 ≈ 2.335 m. The duty
cycle was set to T + ΔT = 5ms, and the average speed of
the car was recorded as v = 4.11 m/s = 14.8 km/h so that
the SAR aperture step can be considered as 20.55 mm. The
SAR system operated in the scan mode. The acquired data
demonstrated that only 72 azimuthal bins provide information
that can be used to reconstruct the response of the object
under test. Hence, the integration time τ0 = 0.36 s, and the
corresponding integration angle based on reference distance
and aperture length vτ0 is φ ≈ 35◦ . All the measurement
setup parameters are given in Table I.

B. Results 
Figure 2a depicts the SAR scene reconstructed via the

GBP algorithm (10). The scene contains degradation caused
by the involvement of the start-stop-approximation principles
in processing FMCW signals and the in-homogeneity of the
SAR aperture caused by the non-uniform speed of the car,
accelerations, and path deviations. In Fig. 2b is shown a
SAR scene reconstructed with the backprojection algorithm
and incorporated iterative compressed-sensing-based autofo-
cusing algorithm (28), where the tolerance requirement is
set to µ = 0.01. The result demonstrates suppression of
image degradation and target focusing. Hence, an autofocusing
procedure in addition to the current image-formation algorithm
is required.

To analyze the performance of the autofocusing algorithm,
SAR scene cuts for fxed azimuth and range have been
extracted; see Figs. 3a and 3b, respectively. Both the scene cuts
are normalized with the peak intensity. It has been observed
that the proposed algorithm does not affect the range profle
of the SAR scene, as depicted in Fig. 3a. As a result, the
−3 dB range resolution remains Δρ = 5.6 mm. However, the

Figure 1: Measurement setup.

autofocusing algorithm helps to improve the −3 dB azimuthal
resolution Δξ from 6.1 mm to 4.4 mm, which is about 27.9%.
It can be concluded that the incorporation of the additional
motion-error compensation procedure into the backprojection
algorithm provides the opportunity to get an effcient THz SAR
image-formation algorithm in the absence of information about
path deviation.

V. CONCLUSIONS

In this paper, the autofocusing procedure based on the
compressed-sensing approach (28) has been incorporated into
the GBP algorithm (10) as an additional motion-compensation
procedure. The proposed algorithm requires a single measured
range bin as an input to estimate phase errors. The algo-
rithm uses the advantages of the backprojection algorithm
to construct the sensing matrix: the improved interpolation
windowed sinc kernel, the range distances between the SAR
platform and the points in the defned image plane, as a part
of the convex-relaxed optimization problem. The performance
of the algorithm has been tested on real data acquired through
outdoor SAR imaging. The main conclusion is that the addi-
tional autofocusing-based motion-compensation procedure re-
duces the phase errors caused by speed variation, acceleration,
and path deviation and improves the image reconstruction in
terms of quality, e.g., an improvement of about 27.9% of the
−3 dB azimuthal resolution is obtained with the autofocusing
approach.
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Figure 2: Reconstrcuted SAR scenes h(ξ, ρ): a) without and
b) with the proposed autofocusing procedure.
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Figure 3: Evaluation of SAR scene cuts h(ξ, ρ) subtracted
from SAR images: a) for fxed azimuth ξ = −0.351 m; b) for
fxed range ρ = 2.33 m.
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