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A B S T R A C T

Context: Bug reports created during software development and maintenance do not always describe deviations
from a system’s valid behavior. Such invalid bug reports may consume significant resources and adversely
affect the prioritization and resolution of valid bug reports. There is a need to identify preventive actions to
reduce the inflow of invalid bug reports. Existing research has shown that manually analyzing invalid bug
report descriptions provides cues regarding preventive actions. However, such a manual approach is not cost-
effective due to the time required to analyze a sufficiently large number of bug reports needed to identify
useful patterns. Furthermore, the analysis needs to be repeated as the underlying causes of invalid bug reports
change over time.
Objective: In this study, we propose and evaluate the use of Latent Dirichlet Allocation (LDA), a topic modeling
approach, to support practitioners in suggesting preventive actions to avoid the creation of similar invalid bug
reports in the future.
Method: In an industrial case study, we first manually analyzed descriptions of invalid bug reports to identify
common patterns in their descriptions. We further investigated to what extent LDA can support this manual
process. We used expert-based validation to evaluate the relevance of identified common patterns and their
usefulness in suggesting preventive measures.
Results: We found that invalid bug reports have common patterns that are perceived as relevant, and they can
be used to devise preventive measures. Furthermore, the identification of common patterns can be supported
with automation.
Conclusion: Using LDA, practitioners can effectively identify representative groups of bug reports (i.e.,
relevant common patterns) from a large number of bug reports and analyze them further to devise preventive
measures.
. Introduction

Bug management is a costly and complicated process comprising
ctivities such as reporting, assigning, and resolving bug reports [1,2].
n large projects, large amounts of bug reports are submitted daily [3–
] to describe erroneous behaviors of a software system. In the next
tep, developers use the submitted information to recreate the issue,
dentify root causes, and fix bugs. However, in many cases, bug reports
o not describe erroneous system behavior. Such bug reports are called

invalid.’
Invalid bug reports consume resources and time and make the

rioritization and identification of valid bug reports difficult. In our
revious work [6], we found that around 15% of all bug reports for
wo large products were invalid and that the resolution time for invalid
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bug reports was similar to the resolution time for valid bug reports.
Likewise, Erfani Joorabchi et al. [7] found that non-reproducible bug
reports (a type of invalid bug reports) remain active for more than
three months and are treated similarly (i.e., in terms of the extent of
discussion or number of people involved) as other types of bug reports.
The prevalence, resolution time, and amount of resources consumed
indicate the importance of addressing the problem.

Therefore, there is a need to identify preventive actions to reduce
the inflow of invalid bug reports. The preventive actions relevant for
a company at a particular time will depend on the nature of prevalent
causes of invalid bug reports. Existing research has shown that manu-
ally analyzing invalid bug report descriptions provides cues regarding
preventive actions [7–11]. However, due to the large number of bug
vailable online 28 July 2023
950-5849/© 2023 The Author(s). Published by Elsevier B.V. This is an open access a

ttps://doi.org/10.1016/j.infsof.2023.107305
eceived 3 February 2023; Received in revised form 10 July 2023; Accepted 24 Ju
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

ly 2023

https://www.elsevier.com/locate/infsof
http://www.elsevier.com/locate/infsof
mailto:muhammad.laiq@bth.se
mailto:nauman.ali@bth.se
mailto:jurgen.borstler@bth.se
mailto:emelie.engstrom@cs.lth.se
https://doi.org/10.1016/j.infsof.2023.107305
https://doi.org/10.1016/j.infsof.2023.107305
http://crossmark.crossref.org/dialog/?doi=10.1016/j.infsof.2023.107305&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Information and Software Technology 164 (2023) 107305M. Laiq et al.
reports that need to be analyzed and the need for repeating such an
analysis after any major change in the process, product, technology, or
personnel, a manual approach is not cost-effective.

In this study, we propose and evaluate the use of topic modeling
to identify common patterns in invalid bug reports. We use Latent
Dirichlet Allocation (LDA) to automatically generate topics from the
descriptions of invalid bug reports. Practitioners can then further an-
alyze relevant topics to suggest preventive measures to avoid creating
similar invalid bug reports in the future.

In software engineering, topics generated using topic modeling
techniques such as LDA are typically interpreted and named solely
by researchers [12]. Thus, there is a lack of rigorous evaluation of
topics with domain experts. It is, therefore, unclear whether topics
generated through LDA or similar techniques make sense to developers
or managers [13]. In this work, we use LDA to generate topics from
the descriptions of invalid bug reports. We use expert-based validation
to evaluate the practical relevance of the LDA-generated topics. Practi-
tioners will validate two aspects: firstly, if there are common patterns
in the descriptions of the invalid bug reports within an LDA-generated
topic, and second, if the identified common patterns are relevant for
devising preventive measures for reducing the future inflow of similar
invalid bug reports.

In this study, the proposed approach is implemented and evaluated
at a large-scale company using data from one of their mature products
and involving engineers working on the product.

The outline of this paper is as follows. Section 2 presents related
work on categorizing and predicting invalid bug reports and topic
modeling in software engineering and bug reports. Section 3 presents
our research approach. In Section 4, we present the study’s results and
analysis. Section 5 discusses study findings, and Section 6 discusses the
validity threats to the study. In Section 7, we describe our conclusions
and future work.

2. Related work

In this section, we describe studies on classifying invalid bug re-
ports, predicting bug reports’ validity, and applying topic modeling to
bug reports.

2.1. Studies categorizing invalid bug reports

We found only a few studies [7–11] that analyze descriptions of
invalid bug reports to identify their underlying causes. These studies are
summarized in Table 1 and compared to our work (last row in Table 1).
All studies used manual approaches without involving practitioners and
three of them investigated only a single type of invalid bug reports
(non-reproducible bug reports [7,10] and wontfix bug reports [9],
respectively).

In this study, we apply an automatic approach to identify common
patterns of invalid bug reports using the descriptions of the bug reports.
Practitioners can then evaluate the relevance and usefulness of the
identified patterns to devise preventive measures to decrease the inflow
of such invalid bug reports in the future.

2.2. Studies predicting bug report validity

Few studies have focused on predicting the validity of bug re-
ports [3,6,8,14,15]. Zanetti et al. [14] used a collaborative network on
bug reports to predict the validity of bug reports using a support vector
machine (SVM) classifier.

Fan et al. [3] extracted 33 features using five dimensions, including
submitter experience, collaboration network, and a bug report’s com-
pleteness and readability. Then, they used SVM and Random Forest
classifiers to predict the validity of bug reports. Laiq et al. [6] used
the bug reports’ text and submitter experience to predict the validity of
2

bug reports in a closed-source context.
Zanetti et al. [14], Fan et al. [3], and Laiq et al. [6] used an ML-
based approach for predicting the validity of bug reports. However, He
et al. [15] applied a deep learning-based approach using the summaries
and headings of bug reports to predict their validity.

This study takes a different approach from previous studies [3,
6,8,14,15]. While previous studies have focused on using ML-based
classifiers to predict the validity of newly submitted bug reports, the
aim of this study is to prevent the creation of invalid bug reports in the
future.

To achieve this aim, the study employs LDA topic modeling to
identify common patterns in the description of invalid bug reports.
The results of this analysis can then be used by domain experts to
suggest preventive measures that can reduce the inflow of invalid bug
reports. This approach differs from previous studies in that it focuses on
identifying and addressing the common causes of invalid bug reports,
rather than just predicting their likelihood of being valid or invalid.

2.3. Topic modeling in software engineering

Topic modeling is an unsupervised machine learning technique that
aims to produce semantically similar topics in the form of clusters
for a given set of documents [16]. Contrary to supervised machine
learning, it does not require labeled data (i.e., classified documents or
taxonomies). It uses the frequencies and co-occurrences of words within
one or more documents to generate semantically similar clusters.

Topic modeling has proven to be a valuable technique in software
engineering due to its usefulness in identifying semantically similar rep-
resentative clusters from large datasets. As a result, several studies have
applied topic modeling for a variety of tasks in software engineering.
[16,17]:

• Requirements: To support tasks related to requirements, for in-
stance, requirements evolution or suggesting new features (e.g.,
[18]).

• Architecting: To support tasks related to architecture decisions,
for instance, the selection of mash-up or cloud services (e.g.,
[19]).

• Documentation: To support tasks related to software documenta-
tion, for instance, localization of features in the documentation
and automatic documentation generation (e.g., [20]).

• Coding: To support tasks related to coding, for instance, code
clone detection, code refactoring, and developer behavior predic-
tion (e.g., [21]).

• Testing: To support tasks related to software testing, for instance,
test cases prioritization (e.g., [22]).

• Maintenance: To support tasks related to software maintenance,
for instance, bug management (e.g., bug localization [23–26] and
duplicate bug report detection [27–31]).

Among the topic modeling techniques (e.g., Latent Semantic Index-
ing (LSI), Probabilistic Latent Semantic Indexing (PLSI), and Latent
Dirichlet Allocation (LDA)), LDA is the most popular and has been
widely used in the software engineering literature [16,17]. In a sys-
tematic literature on the use of topic modeling in software engineering,
Silva et al. [17] found that the majority of the papers either used LDA
(80 out of 111), or an LDA-based technique (30 out of 111) for topic
modeling, and 10 papers applied more than one technique.

On the one hand, LDA has shown promising results in software
engineering tasks (see Section 3.4.1). On the other hand, LDA has
some limitations. Lin et al. [32] report that the performance of LDA
on informal documents and short texts, such as tweets, maybe be
sub-optimal.

Zhao et al. [33] proposed Twitter-LDA to effectively discover mean-
ingful topics from short text documents, such as tweets. They also
reported that topics generated by standard LDA from the short texts

(i.e., tweets) were less meaningful than Twitter-LDA topics.
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Table 1
An overview of studies analyzing invalid bug report descriptions.

Author (year) Context Data Investigated type
of bug reports

Approach Purpose

Sun [8] (2011) Closed-source 613 bug reports of
more than 4 years.

Invalid Manual To categorize the reasons for
invalid bug reports.

Erfani Joorabchi et
al. [7] (2014)

Closed and
Open-source

Classified 1643 bug
reports of five
open-source and one
proprietary repository.

Non-reproducible Manual To categorize
non-reproducible bug reports.

Su et al. [11]
(2017)

Closed-source 231 invalid bug
reports of three server
applications.

Invalid Manual To categorize invalid bug
reports.

Rahman et al. [10]
(2020)

Open-source 576 bug reports of
Firefox and Eclipse.

Non-reproducible Manual To identify the factors for
non-reproducible bug reports
and investigate how
professional developers cope
with non-reproducible bugs.

Panichella et al. [9]
(2021)

Open-source 667 GitHub wontfix
bug reports.

Wontfix Manual To find common reasons for
wontfix bug reports.

Our work Closed-source More than 600 bug
reports.

Invalid Manual and
Automatic

To investigate if the
descriptions of invalid bug
reports can be used for
identifying any shared causes
and whether this helps in
suggesting preventive
measures.
Approaches such as pooling (i.e., aggregating semantically or tem-
orally similar documents into a single document [34]) and contex-
ualization (i.e., making subsets of documents based on their context,
.g., time or hashtags for tweets [35]) could be utilized to improve the
erformance of LDA on short texts. Furthermore, hyperparameters can
e tuned to optimize LDA performance [17].

opic modeling in bug reports
Several studies have applied topic modeling on bug reports to

upport practitioners in various bug management-related tasks, such as
ug localization [23–26], duplicate bug report detection [27–31], bug
everity prediction [36–39], automatic bug triage [38,40,41], and bug
eport categorization [42–44].

This study uses LDA, a topic modeling approach to cluster invalid
ug reports based on their descriptions. This approach produces two
atrices: (a) a documents to topics matrix and (b) a topics to keywords
atrix. In previous research in software engineering [17], the topics
roduced by topic modeling are commonly named based on keywords
nly. We use both the keywords and the actual descriptions of some of
he bug reports assigned to a topic to name the topics. In this study,
xperts from the case company performed the naming.

. Research methodology

We aim to investigate the usefulness of topic modeling to support
he identification of common patterns in bug reports. Furthermore,
e want to investigate whether the identified patterns help to devise
reventive measures for reducing the inflow of invalid bug reports.

To achieve our aim, we conducted an industrial case study [45] with
two-step research process (see Fig. 1). First, we manually analyzed
subset of invalid bug reports to assess the feasibility of the idea of

dentifying relevant common patterns of invalid bug reports using de-
criptions of invalid bug reports. This step was guided by the following
esearch question:

Q1: To what extent can common patterns in invalid bug reports
e identified and used to suggest improvements?

The likely explanation of invalid bug reports can be expected in
heir descriptions. Thus, in this research question, we investigate the
escriptions of invalid bug reports to identify their causes and possibly
3

categorize bug reports in the same class (i.e., a common pattern for bug
reports belonging to the same cause category).

Furthermore, we are interested in investigating the relevance and
usefulness of identified common patterns, i.e., do they make sense
to domain experts, and to what extent they are helpful in suggesting
preventive measures to decrease the inflow of invalid bug reports.

In the second step, we used LDA to automatically cluster invalid bug
reports based on their descriptions. The clustering reduces the number
of invalid bug reports that need to be manually analyzed. Furthermore,
each cluster has a set of weighted keywords that are representative of
the cluster, which can further assist in labeling the common pattern
found in a cluster. Thus, to investigate the role of automation in the
identification of common patterns, we posed the following research
question:

RQ2: To what extent can automation support the identification of
common patterns in invalid bug reports?

3.1. Case description

The case company is a large multinational globally distributed
Telecommunication vendor. Their context can be categorized as large-
scale software-intensive system development.

Several programming languages are used in product development
at the company. However, a majority of the code at the case company
is written in Java, JavaScript, and C++. The studied product is mature
and has a large code base older than ten years. The product team uses
a central Bug Tracking System (BTS) for managing bug reports.

The company follows agile practices and principles in software
development, e.g., sprint planning meetings and self-organizing teams.

As shown in Fig. 2, at the case company, bug reports can be
submitted by customers, testers, and developers themselves. Submitted
bug reports are first screened by the Change Control Board (CCB). When
the CCB assesses a bug report as valid, it is assigned to a relevant team.
The team then inspects the assigned bug report in more detail. If the
team still assesses the bug report as valid, it assigns it to a developer
for resolution.
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Fig. 1. Overview of our research approach.
3.1.1. Invalid bug reports
In this study, we have used the working definition of invalid bug

reports at the case company. At the case company, invalid bug reports
are defined as follows:

• No such requirement exists: The submitted bug report does not
describe any requirement that a system must fulfill.

• Configuration issues: The submitted bug report is not a fault in
a system but occurred due to faulty configuration settings used
by the bug submitter.

• Misunderstanding: The submitted bug report describes a misun-
derstanding of the working procedure of the system.

• Future requirement: The submitted bug report does not de-
scribe a fault in the system but could be considered as a future
requirement.
4

• Insufficient information: The submitted bug report does not
provide sufficient information to reproduce or analyze the sub-
mitted bug report.

3.2. Data collection

In this study, we use the company’s bug management tool BTS as
our main data source. We collected more than 3500 bug reports for
the studied product (see Section 3.1) spanning 5 years (2016–2021),
of which around 17% were invalid bug reports. For our analysis, we
used the following fields of the invalid bug reports: heading (a short
description of the bug), observation (a detailed description of the bug,
including replication steps), answer (text describing the resolution of
the bug report or the reason for considering it invalid), and resolution



Information and Software Technology 164 (2023) 107305M. Laiq et al.
Fig. 2. Bug management flow at the case company.
Table 2
Practitioner’s profiles, Focus Group Meeting-1 (FG1), Focus Group Meeting-2 (FG2), expert-based validation of automatic approach (EV).

Position Description Experience FG1 FG2 EV

Domain Expert The practitioner is a domain expert and software architect who works with a
cross-functional team and is mainly responsible for the product release.

∼8 years ✓ ✓ ✓

Manager As a product manager, the practitioner is mainly responsible for communication and
product quality assurance. However, the practitioner also plays a role in product
development decisions.

∼20 years ✓ ✓

Manager The practitioner is an architect in analytics and Business Intelligence (BI). He is
responsible for services delivery tools, i.e., supporting the products teams with BI in
that area.

∼20 years ✓ ✓

Data Scientist The practitioner is a team leader of the data science team at the case company
supporting multiple product units, i.e., developing tools to boost research and
development. Further, the practitioner is qualified with PhD in applied computing.

∼10 years ✓

Junior
Data Scientist

The practitioner is qualified with a master’s degree in software engineering and
currently works at the case company as a junior data scientist.

∼3.5 years ✓

Domain Expert and
Quality Architect

The practitioner is a quality manager for a couple of products at the case company
and an experienced software engineer.

∼10 years ✓ ✓ ✓
status (see Section 3.1). We further discuss the justification for these
fields in Section 3.4.

In general, practitioners’ feedback is essential not just for validat-
ing a proposed technique but also facilitates technology adoption in
practice [46]. Moreover, practitioner involvement is especially impor-
tant for technologies that require humans in the loop. One of the
shortcomings of existing research on invalid bug reports is its lack of
involvement of software maintenance practitioners (see Sections 1 and
2.1). Thus, this case study is conducted with the active involvement of
industry participants. We conducted two focus group meetings and two
expert-based validations with practitioners (see Table 2) to collect their
feedback and validate our approach. Focus group meetings involve
several roles at the case company, including managers, domain experts,
and data scientists.

In the first focus group meeting, we evaluated the results of the
manual analysis. In the second focus group meeting, we presented our
automatic approach and collected feedback from practitioners on the
approach.

In the two expert-based validations with two domain experts, we
evaluated the results of the automatic approach, i.e., the relevance
of automatically identified common groups of invalid bug reports and
their usefulness in suggesting preventive measures.

Moreover, to understand the case company’s management process,
we read their internal documentation and asked practitioners questions
regarding the processes and terminology used at the case company.

3.3. Design and analysis approach for RQ1 (i.e., To what extent can
common patterns in invalid bug reports be identified and used to suggest
improvements?)

To answer RQ1, the second author manually coded invalid bug
reports submitted for the selected product in the last 6 months (i.e., 37
invalid bug reports). For the manual coding, we used the full final
description of bug reports, including the final verdicts (i.e., invalid
or valid), comments, and communication between the submitters and
development teams. We carefully reviewed their descriptions and as-
signed codes for each indication of causes for why a bug report was
5

considered an invalid bug at the case company. We followed an iter-
ative process of adding new codes and revising the previous codes as
we coded each additional bug report. The themes related to invalid bug
report causes emerged by analyzing repeating codes.

To assess the validity of the common patterns for causes of in-
valid bug reports identified by the researchers, we conducted a focus
group with practitioners from the case company. During the focus
group, we briefly presented our approach. Afterward, we presented our
findings regarding common issues identified in the data and collected
practitioners’ feedback.

3.4. Design and analysis approach for RQ2 (i.e., To what extent does
automation support the identification of common patterns in invalid bug
reports?)

As described above, we first manually analyzed and identified rel-
evant and useful common patterns of invalid bug reports using their
descriptions. This established the feasibility of the idea of using the
descriptions of invalid bug reports to inform the suggestion of preven-
tive actions at the case company. However, such a manual approach
is impractical as the analysis needs to be done repeatedly and requires
substantial effort to manually code a large number of code bug reports.
Thus, we used LDA, a topic modeling approach, to support the identifi-
cation of common patterns of invalid bug reports from more than 600
bug reports.

We applied LDA on the answer and observation fields of bug reports,
as these fields together provide a sufficiently detailed description of
both the problem and the resolution. Furthermore, the practitioners
recommended using these two fields, which we also found appropriate
during our manual analysis for RQ1. The resulting topics from LDA
are each a collection of words that frequently co-occur in the corpus
of documents. However, it is important to note that not all of the
generated topics may address a particular subject. For example, it could
be a cluster filled with common or trivial terms [13] that are irrelevant
to the properties of interest of a bug report. Thus, we are interested in
investigating whether the topics generated by LDA can assist practition-
ers in identifying common patterns of invalid bug reports, as we found



Information and Software Technology 164 (2023) 107305M. Laiq et al.

n

in the manual analysis (RQ1). Additionally, we seek to explore how the
identified patterns can be utilized by practitioners to devise preventive
measures to reduce the influx of invalid bug reports.

In the following subsections, we describe the motivation for using
the LDA topic modeling approach, the selection of the LDA model, and
the evaluation of LDA results.

3.4.1. LDA topic modeling
In this case study, we used LDA [47], a generative statistical tech-

nique, for topic modeling. We choose LDA because LDA has shown
promising results in various software engineering tasks, such as soft-
ware maintenance [48,49], software testing [22,50,51], software re-
quirements [18,52], and source code refactoring [53,54]. In a system-
atic literature review on topic modeling in software engineering, Silva
et al. [17] reported that 95 out of 111 papers used LDA or LDA-based
techniques for topic modeling.

LDA makes an assumption that the entire corpus of documents can
be described with a set of topics and that each document belongs
to one or more topics. Likewise, each term in the corpus belongs to
one or more topics [16]. Using these assumptions, LDA is able to
discover topics that suitably describe the entire corpus [47]. Further,
LDA is robust to over-fitting compared to other topic models, such as
Probabilistic Latent Semantic Indexing (pLSI) [47].

3.4.2. LDA model selection
We generated different models consisting of 20, 15, 10, and 8 topics,

using the observation and answer fields of invalid bug reports. Based on
the coherence values and our subjective assessment, we selected a topic
model with 10 topics. The coherence value started decreasing after 10
topics. Furthermore, we observed noise (i.e., repetition of words and
words having negligible weights and very low frequencies) in topic
models for more than 10 topics.

3.4.3. Qualitative evaluation
In software engineering, topics generated using topic modeling tech-

niques are commonly evaluated/named using keywords only [17]. Of-
ten these topics are named/interpreted solely by the researchers [12].
Thus, there is a lack of rigorous evaluation of topics with domain
experts. It is, therefore, unclear whether the topics generated through
LDA or similar techniques make sense to developers or managers [13].

In this work, we first apply LDA and generate topics using descrip-
tions of invalid bug reports. Then we backtrack to get the original bug
reports (i.e., documents in LDA terminology) belonging to each topic.
Finally, we use expert-based validation to evaluate those topics, i.e., to
assess if there are relevant common patterns of invalid bug reports in
those topics and to what extent we can use those common patterns to
devise preventive measures.

Topic naming/interpretation takes time and can be tedious [13]. To
conclude the evaluation sessions within an hour with domain experts,
we validated only 5 of the 10 topics, namely the three largest topics,
one medium sized, and one smaller topic. Note that there is a significant
difference in size also between the three largest topics. To investigate
whether LDA-generated topics can help practitioners identify relevant
patterns for suggesting preventive actions, we considered five topics
sufficient for validating the practical utility of our approach.

For the validation process (i.e., topic naming to identify relevant
common patterns from the LDA-generated topics and suggesting pre-
ventive measures based on them), the domain experts were provided
with the following information:

• Instructions about the task and its purpose.
• Top 10 bug reports belonging to each topic. The top 10 bug

reports were selected based on their contribution to a topic,
measured as percentage.

• A bar chart (see Fig. 3) for each topic depicting the top ten
keywords (i.e., LDA-generated keywords) for the topic together
with the frequency and weight for each of the keywords.

The feedback for each topic was recorded.
6
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Fig. 3. Top 10 keywords with frequency and weight. The actual keywords have been
anonymized.

3.4.4. Data preparation
In order to apply LDA, we followed standard pre-processing steps

for topic modeling [17]. As input to LDA, we used the observation and
answer fields of the bug reports (as described in Section 3.4). In a pre-
processing step, we first removed the headers of the fields (belonging
to the template), extra white spaces from the text, and stop-words.
We then applied lemmatization and tokenization. In the final step, we
converted the token into a document term matrix (i.e., the text as a
matrix where rows are documents and columns are terms) and created a
dictionary as an input for the model with other parameters (i.e., corpus,
number of topics, etc.).

4. Results and analysis

In this section, we present the results and analysis of our study.

4.1. RQ1: To what extent can common patterns in invalid bug reports be
identified and used to suggest improvements?

As a result of the manual analysis (see Section 3.3 for analysis
procedure), we identified the following relevant common patterns of
invalid bug reports and the corresponding number of bug reports for
each pattern: misunderstanding of functionality (5), working as expected
(15), non-reproducible (6), wrong version (4), faulty configuration (5), and
faulty test data (2).

Below we briefly describe common patterns1 identified using the
manual approach:

• Misunderstanding of functionality: The bug reports in this
category are attributed to misunderstandings by the submitter of a
bug report regarding how certain tasks ought to be performed by
the system. For example, a common issue in this category relates
to dependencies between functions, e.g., X and Y. To activate Y,
X must be started and enabled. Otherwise, a user is unable to
activate Y. This category of invalid bug reports has also been
identified in previous work by Sun [8], Erfani Joorabchi et al. [7],
and Rahman et al. [10].

• Working as expected: The bug reports in this category are quite
similar to category misunderstanding of functionality. However, in
this category, bug reports point to system functionalities that
work as defined according to the documentation. While the bug
reports in the misunderstanding of functionality pattern could be
considered a general misunderstanding of systems functionalities,

1 Due to company restrictions, we cannot report names of compo-
ents/features and exact terms. However, we report the main common patterns
dentified as a result of manual analysis.
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the invalid bug reports in this category are primarily related to
user expectations for functionality to behave according to their
suggested definition.

• Non-reproducible: The bug reports in this category describe bugs
that developers cannot reproduce. Such bugs could be reported
due to network issues or some unknown problem on the side
of the submitter of the bug report. This category of invalid bug
reports has also been identified in previous work by Panichella
et al. [9], Erfani Joorabchi et al. [7], and Rahman et al. [10].

• Wrong version: The bug reports in this category describe issues
that are caused by using a wrong version of a component or
system by the submitter of the bug report. Either support for that
version is no longer available, or the version needs to be updated.
This category of invalid bug reports has also been identified in
previous work by Panichella et al. [9], Erfani Joorabchi et al. [7],
and Su et al. [11].

• Faulty configuration: The bug reports in this category describe
issues that are caused by faulty configurations. This is a well-
known reason for invalid bug reports. However, in reality, faulty
configurations are not bugs. The problem is caused by miscon-
figuration, and the system will work after proper configuration.
This category of invalid bug reports has also been identified in
previous work by Sun [8], Panichella et al. [9], Erfani Joorabchi
et al. [7], and Su et al. [11]. They found that bug reports were
submitted in this category because the submitter used the wrong
configuration. Once the correct configuration is used, bugs are no
longer present.

• Faulty test data: The bug reports in this category can be traced
to the use of faulty data while testing the system or using it to
achieve certain tasks.

The practitioners’ general responses were that these common pat-
erns are plausible and align with their subjective judgment. One of the
omain experts commented that invalid bug reports related to two of
he above-listed categories (‘‘working as expected’’ and ‘‘misunderstanding
f functionality ’’) are quite prevalent at the case company.

Another domain expert acknowledged the relevance of the iden-
ified common patterns for proposing corrective actions. One of the
ractitioners commented, ‘‘After looking at those common patterns, I
ould suggest improving documentation for our complex features’’.. An-
ther participant commented, ‘‘We should consider educating people to
ecrease invalid bug reports belonging to common patterns: working as
xpected and misunderstanding of functionality’’.. Preventive measures
roposed by domain experts to decrease the inflow of invalid bug
eports are described in Section 4.2.2.

Managers also acknowledged the relevance of common patterns.
hey showed interest in scaling up the approach to investigate if the
pproach can be used on larger data-sets and for other products.

.2. RQ2: To what extent does automation support the identification of
ommon patterns in invalid bug reports?

To support the identification of common patterns in invalid bug re-
orts through automation, we applied LDA as described in Section 3.4.
hen, we validated the automated approach with two domain experts
see Table 2 for their profiles).

The domain experts were given five topics, including the top 10 bug
eports belonging to each topic and the most frequent words with their
espective weights as described in Section 3.4.3.

In Table 3, we describe the feedback of the two domain experts
n the five topics for identifying relevant common patterns of invalid
ug reports. Section 4.2.2 describes the feedback on the usefulness of
ommon patterns to devise preventive measures. In Section 4.2.3, we
resent the feedback on the usefulness of term frequency and weight
n interpreting the topics.
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In Table 3, we can see that a topic can be viewed from varied
ngles by domain experts. For example, feedback on the first topic
ndicates that both domain experts notice a pattern related to a specific
eature of a system. Whereas, the first domain expert attributes the
nvalid bug reports in this cluster to inexperienced people, the second
omain expert attributes them to faulty test data. This does not indicate
problem with the topics or the evaluation but differences in the

nowledge and interests of the domain experts.

.2.1. Common patterns identified using LDA
During the expert-based validation of the LDA topic modeling ap-

roach (see Section 3.4.3), practitioners identified the following seven
atterns: faulty test data, working as expected, complex features, specific
features, lack of system knowledge, reported due to inexperience, and new
requirement. Of those seven, two were already identified during manual
analysis (faulty test data and working as expected) and are described
in Section 4.1. Below we describe the remaining five patterns2:

• Complex features: This category captures invalid bug reports
that are related to complex features of a system. One interesting
finding by domain expert-1 (see Table 3) was identifying a com-
mon pattern of invalid bug reports related to a complex feature.
He further added that there are certain complex features in their
system, and bug reports in this topic are related to that specific
feature.

• Specific features: This category captures invalid bug reports that
are related to specific features of a system. During the validation
of the automatic approach, both domain experts identified pat-
terns (i.e., from topics 1, 2, and 5, see Table 3) of invalid bug
reports related to specific features of the system. Due to company
restrictions, we cannot share the names of those features.

• Lack of system knowledge: This category captures invalid bug
reports that are reported due to a lack of a system of knowl-
edge. In the feedback, practitioners highlighted that people often
submit such invalid bug reports due to their lack of knowledge
about complex and latest functionalities of the system. Sun [8]
also found that some invalid bug reports were submitted because
of the submitters’ lack of system knowledge. This category is
closely related to the pattern misunderstanding of functionality,
i.e. bug reports submitted due to a misunderstanding of system
functionality. However, the bug reports in this category are due
to insufficient knowledge about the system.

• Reported due to inexperience: This category captures invalid
bug reports that inexperienced individuals mainly submit. The
practitioners highlighted that inexperienced individuals lack gen-
eral knowledge of functionalities of the system and its complex
features. Therefore, they report such kind of invalid bug reports.
This category is related to the lack of system knowledge cate-
gory with an additional aspect: inexperienced people only submit
invalid bug reports in this category.

• New requirement: This category captures invalid bug reports
that are submitted as bugs; however, these bug reports point to
new requirements or features for the system to support. This cat-
egory of invalid bug reports has also been identified in previous
work by Panichella et al. [9], Erfani Joorabchi et al. [7], and
Rahman et al. [10]. They discovered that new requirements or
feature requests were submitted as bug reports.

2 Due to company restrictions, we cannot report names of compo-
ents/features, exact terms, and exact topics. However, we report the main
ommon patterns identified as a result of LDA topic modeling.
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Table 3
Feedback by domain experts on the automatic approach.

Topic Id Domain expert-1 Domain expert-2

#1 These bug reports make sense together, and I can see a
couple of patterns of invalid bug reports in this topic: (a)
specific feature (also complex feature) and (b) reported due
to inexperience.

I see a couple of patterns, one related to test data and the
other related to a specific feature.

#2 These bug reports do not describe issues in the system and
can be categorized as working as expected, i.e., working as
expected pattern.

Bug reports in this topic point to issues of a specific feature
and its test-related data (i.e., related to test data).

#3 In this topic, submitters are reporting bug reports that are
not implemented and could be future requests or new
requirements.

These bug reports are reported due to lack of system
knowledge, i.e., lack of system knowledge pattern.

#4 Multiple themes not dominated by any specific. No distinct pattern.

#5 In this topic, I can see two unique patterns of invalid bug
reports, i.e., both patterns are related to specific features of
the system.

No distinct pattern.
4.2.2. Improvement suggestions
In order to validate the usefulness of identified common patterns

for suggesting preventive measures to decrease the number of invalid
bug reports in the future, we used expert-based validation as described
in Section 3.4. The domain experts suggested the following preventive
measures:

(a) Co-reviewer: One of the highlighted approaches proposed by
practitioners was the use of a co-reviewer for bug report writing
at the early stages. It is important to ensure only bug reports
describing faults in the code proceed to the next step of the bug
handling process. Otherwise, a lot of resources will be consumed.
However, this idea will only work for testers and developers but
not for customers.

(b) Improve documentation: The practitioners also agreed on the
idea of improving the documentation for some parts of software
systems. In our manual analysis, we identified that a number of
invalid bug reports could be avoided by improving the system’s
documentation in some areas.
It should be noted that our approach helps in identifying those
parts of the system where such improvements will likely have the
most positive effects.

(c) Training of new employees: It is highly likely that new em-
ployees will make mistakes while writing the bug reports and
eventually will submit invalid bug reports. Thus there is a need
to train those people. This could, for example, be achieved by
working in pairs, e.g., a junior and senior in combination. Further,
training could be optimized for specific features identified in the
automatic approach results.
Bettenburg et al. [55] also reported that inexperienced people
are likely to submit invalid bug reports. Just et al. [56] pointed
out that people with experience often submit high-quality bug
reports. Thus, training is important for new employees, or they
could work in pairs (i.e., junior and senior).

(d) Decision support tool for invalid bug prediction: Our discus-
sions with practitioners indicated that an ML-based intelligent
tool could be used to identify likely invalid bug reports early.
Using such a tool could save resources and help to effectively
manage bug reports (i.e., prioritize valid bug reports based on the
prediction results of the ML-based tool).

.2.3. Term frequency and weight for interpreting LDA topics
We collected practitioners’ feedback on the usefulness and effec-

iveness of term frequency and weight associated with each keyword
or naming topics and identifying the common patterns of invalid bug
eports. We presented them with the top 10 words belonging to each
opic (see Fig. 3 for an example) and collected their feedback. In
able 4, we present their response for the selected topics.
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In general, practitioners’ responses were positive regarding the use-
fulness of keywords for interpreting the topics. They also reported
that some keywords helped identifying patterns, for instance, keywords
related to the specific features of their system. One of the domain
experts commented, ‘‘I can see the keywords in this topic point to one of
our features in the system. Thus, [I conclude] this cluster of invalid bug
reports is related to that specific feature’’.

5. Discussion

In this case study, we analyzed invalid bug reports in a large-
scale closed-source software-intensive product development context.
We collected more than 3500 bug reports data spanning 5 years, of
which around 17% were invalid. This study was conducted with the
active participation of industry practitioners.

In the following subsections, we discuss the findings of the case
study.

Data-driven Approach for Decreasing Invalid Bug Reports: In this
study, we propose and evaluate LDA, a topic modeling approach, to
identify patterns in descriptions of invalid bug reports. We analyzed
more than 600 invalid bug reports and identified a representative
group of clusters that were further analyzed by domain experts (see
Section 3.4). The feedback from domain experts indicates (a) that
relevant and useful common patterns related to the causes of invalid
bug reports can be identified using their descriptions (see Sections 4.1
and 4.2 for the identified common patterns) and (b) that these patterns
can be utilized to suggest to preventive measures (see Section 4.1 and
Table 3 for preventive measures).

The common patterns describing the causes of invalid bug reports
will be highly context-specific. Thus, the preventive measures proposed
based on the identified common patterns for one product may not be
applicable to other products, even at the same company. Also, the
preventive measures need to be changed, as the underlying reasons for
invalid bug reports will change over time. This is where the manual
approaches fail; however, our approach delivers this. Our approach can
automatically identify a representative group of clusters that domain
experts can further analyze to identify relevant common patterns and
use them to devise preventive measures.

On the one hand, our approach is useful in identifying context-
specific patterns such as complex features and features where the doc-
umentation should be improved, see Table 3. On the other hand, our
approach also identified general patterns that are in line with the
common reasons and categories of invalid bug reports identified in
previous work [7–11], such as misunderstanding of functionality, testing
error, non-reproducible, environmental issue, and conflicting expectation.

In those previous works, a validation with domain experts is miss-
ing; the researchers solely identified the common patterns describing
the causes of invalid bug reports. Furthermore, the potential use of the
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Table 4
Practitioners’ feedback on term frequency and importance.

Topic Id Feedback - domain expert-1 Feedback - domain expert-2

#1 Somewhat helpful. Keywords were helpful.
#2 Yes, keywords were helpful in identifying the pattern. Keywords were helpful.
#3 Not useful. Keywords were somewhat helpful.
#4 Not useful. Not much helpful.
#5 Useful. Not helpful.
patterns for suggesting preventive measures has been overlooked. How-
ever, involving practitioners is essential since only they have sufficient
knowledge and context information to assess whether the patterns are
(a) relevant and (b) useful to suggest suitable preventive measures for
a certain ‘‘class’’ of bug reports. Likewise, the LDA topics interpretation
accuracy of non-experts is relatively low (50%, as reported by Hindle
et al. [13]). Consequently, we involved software maintenance practi-
tioners (see Table 2) in identifying relevant common patterns of invalid
bug reports from LDA topics generated using the descriptions of invalid
bug reports. Further, we also evaluated their usage for identifying
preventive measures.

In this study, we do not evaluate the effectiveness of the proposed
preventive measures for decreasing invalid bug reports. This will re-
quire a longitudinal study. Furthermore, it would be interesting to
explore to what extent the identified common patterns and preventive
measures for one product are relevant to other products in the same
context.

Using our approach, practitioners can devise preventive measures
targeting current issues of invalid bug reports. Furthermore, the ap-
proach can help in identifying specific areas for improvement that may
help to decrease the inflow of invalid bug reports, such as complex
features, features where documentation can be improved, and common
patterns of bug reports submitted by inexperienced developers.
Topic Modeling in Invalid Bug Reports: Topic modeling techniques,
such as LDA, are used to discover semantically similar clusters (i.e., top-
ics) from a large collection of documents. However, not all topics may
describe a subject of interest, and not all may make sense to domain
experts. A cluster might just comprise common terms. Our findings
reveal that LDA-generated topics from invalid bug reports descriptions
make sense to domain experts (see Table 3). Thus, LDA can be used
to effectively identify common patterns of invalid bug reports and
that these patterns are relevant and useful for practitioners to devise
preventive measures.

Due to practitioners’ interest, we developed a tool to support our
approach. The tool could help new product managers or product teams
to explore and identify common patterns of invalid/invalid bug reports.
The tool provides the following features (see column two of Fig. 1):

• The tool groups semantically similar bug reports.
• The tool shows the top ten bug reports and top 10 keywords

belonging to each group.
• The tool provides a graphical representation of topics with their

top keywords and weight, see Fig. 3.3
• The tool provides support for adding domain-specific stop-words.
• The tool has LDA inference support to evaluate the effects of the

proposed preventive measures.

ecommendation for Evaluating LDA Topics: Based on our experience
nd feedback from the domain experts, we provide the following gen-
ral recommendations for the evaluation of LDA topics in the context
f bug reports:

• Topic naming: Topic naming/interpretation takes time and could
be tedious. In our study, it took more than an hour for each

3 Due to company restrictions, we cannot report actual words with their
requency and weight.
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domain expert to name topics. However, rigorous evaluation of
topics with domain experts is necessary to have confidence in the
findings.

• Term frequency and weight for topic naming: Our findings show
that sole usage of terms with high frequency and weight may not
be sufficient for naming/interpreting all topics, even for domain
experts (see Table 4). Thus, we recommend using both the top
topic words and the top documents belonging to each topic.

6. Limitations and threats to validity

This section discusses the limitations of the proposed approach
and potential threats to the validity of the empirical investigations
conducted as part of the design.

6.1. Applicability and relevance of solution

The proposed approach has been applied and evaluated in a large-
scale software development context. However, the solution is relevant
for any cases where the influx of invalid bug reports is a challenge,
provided bug reports are sufficiently described (see Section 3.4).

The proposed approach uses the descriptions of invalid bug reports
because the likely explanation for the causes of invalid bug reports
can be expected there. Thus, common patterns describing the causes of
invalid bug reports can be identified using their descriptions and can
further likely be utilized by practitioners to devise preventive measures.

6.2. Internal validity

We extracted more than 3500 bug reports from the company’s
bug tracking system and analyzed the 17% of them (approx. 600 bug
reports) that were flagged as invalid. The used data of invalid bug
reports is not extensive but sufficient and realistic for the proposed
approach because the number of invalid bug reports in the closed
source is smaller [6] compared to the open source. However, the
quality of bug reports in the closed source is relatively higher [57]
compared to the open source. Thus the descriptions of bug reports
would contain sufficient information. Also, the case company follows a
rigorous process to manage bug reports. Thus, the bug reports used in
this study contain a sufficient level of detail. Furthermore, we only used
bug reports with practitioners’ final verdicts (i.e., valid or invalid) as
these labels represent judgments of more than one domain expert. The
points mentioned above give us confidence that the proposed approach
is data-driven and there is little likelihood of overfitting.

The extent of common patterns in the invalid bug reports was in-
vestigated through manual analysis, which imposes a risk of researcher
bias. To mitigate this threat, we validated the identified common
patterns with practitioners. Similarly, for the automatic approach, we
validated the LDA-generated patterns with practitioners to validate the
usefulness of the approach.

Further assumptions of usefulness are based on the possibility to
identify preventive measures. The preventive measures for decreasing
the number of invalid bug reports in the future were proposed by
practitioners.
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6.3. External validity

Since this is a single case study, statistical generalization to other
cases is not possible. We assume that the extent of common patterns are
similar in similar cases, where the scale of organization, bug manage-
ment approach, programming languages used, maturity of the product,
size of code-base, number of people involved in development, testing
and support of the studied product, and type of system are important
factors to consider (see Section 3.1).

Similarly, we assume that the benefits of applying the proposed
data-driven approach applies to other cases managing a large inflow of
reported bugs. However, to gain evidence for both these assumptions,
further studies in more contexts are needed.

Nevertheless, some of our identified common patterns are in line
with the common reasons, and categories of invalid bug reports iden-
tified in previous work [7–11], such as misunderstanding of function-
ality, testing error, non-reproducible, environmental issue, and conflicting
expectation.

6.4. Construct validity

Similar to previous works [3,14], this case study defines valid
and invalid reports according to their working definition at the case
company, see Section 3.1.

To avoid bias and to improve the reliability of the interpretation of
practitioners’ feedback, two researchers participated in the focus group
meetings with the practitioners. One was taking notes, and the other
led the discussion. Later, both researchers discussed the feedback and
presented it back to the practitioners for validation.

The feedback from two domain experts for each topic was collected
using a form. We internally reviewed and revised the form before
sending it to domain experts. Furthermore, we presented our results
back to domain experts for validation.

6.5. Conclusion validity

In this study, we used an LDA topic modeling approach to identify
common patterns of invalid bug reports. We choose LDA because LDA
has shown promising results in various software engineering tasks, such
as software maintenance [48,49], software testing [22,50,51], software
requirements [18,52], and source code refactoring [53,54].

LDA makes an assumption that the entire corpus of documents can
be described with a set of topics, and each document belongs to one or
more topics. Likewise, each term in the corpus belongs to one or more
topics [16]. Using this assumption, LDA is able to discover themes that
suitably describe the entire corpus [47]. Furthermore, LDA is robust to
overfitting compared to other topic models, such as Probabilistic Latent
Semantic Indexing (pLSI) [47]. Notwithstanding, LDA has some limita-
tions. For instance, LDA performance can be suboptimal for short and
informal documents such as tweets [32]. In this study, we used invalid
bug report descriptions (i.e., documents in LDA terminology) from a
closed-source company. The bug reports contain sufficient information,
as the quality of bug reports in the closed source is relatively higher
than that in the open source [57], and the case company follows a
rigorous process in bug management.

Moreover, LDA-generated topics may point to common words in-
stead of describing a subject of interest and thus may not make sense
to domain experts. However, our findings reveal that LDA-generated
topics from the description of invalid bug reports make sense to domain
experts (see Table 3) and can be used to identify common patterns of
invalid bug reports and further be utilized by domain experts to suggest
preventive measures for decreasing the inflow of invalid bug reports
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(see Section 4.2.2).
7. Conclusion and future work

In large-scale software development, a number of bug reports are
submitted daily. However, not all of the submitted bug reports describe
an erroneous behavior of a software system. Such invalid bug reports
are treated the same way as valid bug reports. Thus, they consume a sig-
nificant amount of time and resources and affect the bug management
process and a company’s ability to respond quickly to real problems
adversely.

This study shows that relevant common patterns of invalid bug
reports can be identified from their descriptions and can be used by
practitioners to devise preventive measures. We also showed that it
is possible to support the identification of relevant common patterns
with automation in large-scale software development. Using LDA, prac-
titioners can effectively identify relevant common patterns of invalid
bug reports and analyze them further to devise preventive measures
for decreasing the inflow of invalid bug reports.

Furthermore, our proposed approach to identifying common pat-
terns of invalid bug reports from their descriptions and their usage
to devise preventive measures is context-independent. Thus, it can be
utilized in other contexts where large amounts of invalid bug reports
are an issue.

In the future, we aim to evaluate our approach on other products
at the case company and evaluate the effectiveness of the proposed
preventive actions.
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