
HYPERPARAMETERS ANALYSIS OF MACHINE LEARNING TECHNIQUES
FOR CLASSIFICATION OF MARINE TARGETS IN SAR IMAGES

Fabiano G. da Silva1, Lucas P. Ramos2, Bruna G. Palm3, Renato Machado2

1Centro de Guerra Acústica e Eletrônica da Marinha (CGAEM), Niterói/RJ – Brazil, fabiano.gabriel@marinha.mil.br,
2Instituto Tecnológico de Aeronáutica (ITA), São José dos Campos/SP – Brazil, lucaspr@ita.br, rmachado@ita.br.

3Blekinge Institute of Technology (BTH), Karlskrona – Sweden, bruna.palm@bth.se

ABSTRACT

Due to the extensive coastal area of Brazil, pattern recognition
techniques based on artificial intelligence can search for
targets at sea faster for surveillance, rescue, or illicit combat
activities. This article presents a hyperparameter analysis
of machine learning techniques to classify targets in SAR
images. We considered a data set with vertical horizontal
polarization SAR images from Campos Basin, Rio de Janeiro,
to classify oil platforms and ships. The classification
attributes are extracted through a convolutional neural
network VGG-16 pre-trained with the ImageNet data set.
Then, four machine learning techniques are evaluated,
random forest, decision tree, k-nearest-neighbors, and
logistic regression. As a metric for assessing the classifiers,
accuracy (Acc) and area under the curve (AUC) are used.
The grid search technique is used to identify the best
combination of parameters of the classifiers with the highest
Acc and AUC. Finally, the best result is the logistic regression
classifier.

Key words – Machine Learning, Image Classification,
Hyperparameters, Synthetic Aperture Radar.

1. INTRODUCTION

The Brazilian coast has an extensive area of approximately
4.5 million km2. It is well known that the traffic of boats
along the coastal roads impacts the economy of the country.
It is challenging to monitor all the activities of exports and
imports, and, therefore, maritime surveillance needs to be
improved. Orbital SAR systems prove to be an interesting
strategy for this type of application [1]. Nowadays, many
SAR systems are orbiting the Earth, e.g., ERS-1, ERS-2,
ENVISAT, and Sentinel-1 series from the European Space
Agency; the Canadian systems RADARSAT-1, RADARSAT-
2; the Italians COSMO-SkyMed; the German TERRASAR-
X and TANDEM-X, and the Chinese GAOFEN-3 SAR
systems. Those systems provide SAR images for research
and customers all around the world. In particular, SAR
systems have advantages over optical systems. For example,
SAR systems are characterized by an active sensor that not
dependent on sunlight; it can work day and night, generating
images in unfavorable weather conditions.

Due to the formation process, it is difficult to visually
identify targets in SAR images. Ships appear as bright spots
because of high backscattering values, while water surfaces
with low backscattering values appear with darker [2] areas.
In addition, SAR images are characterized by speckle noise,
also known as multiplicative noise, which is generated by

the variation of backscattering on non-homogeneous surfaces.
This phenomenon makes it even more difficult to detect and
classify targets in SAR images. One of the possible solutions
for those tasks is to use advanced methods of artificial
intelligence (AI), such as machine learning, which permits
automating and generating automatic image recognition.
Recent studies indicate that machine learning (ML) and deep
learning (DL) techniques are efficient tools to detect ships
from SAR images [3–6].

ML is a branch of AI that can be divided into
subclasses: supervised, unsupervised, and reinforcement
learning [7]. Among the algorithms that can be used,
the following stand out: Neural Networks, Support Vector
Machine, logistic regression (LR), random forest (RF),
decision tree (DT), and k-nearest neighbors (kNN). In target
classification, performance indicators depend on identifying
the most appropriate adjustments of hyperparameters
weights. Among the techniques that allow better optimization
of hyperparameters, it stand out random search [8, 9], genetic
algorithms [8, 10], and grid search [8, 11–13]. The random
and grid search techniques quickly arrive at the optimal
solution compared to the genetic algorithm [8]. Grid search
is a technique widely used [13], which provides increased
accuracy of classifiers after its use [8]. In this work, the grid
search technique is considered.

The region of interest for the research is concentrated in
the Campos Basin, located in the state of Rio de Janeiro.
The region is characterized by an area of 120,000.00 km2

and stands out for its national oil production [14], being
the second largest national producer, according to the ANP
Bulletin [15]. Therefore, in the Campos Basin, a large
concentration of platforms and ships are our targets of
interest. Thus, this article aims to use hyperparameters
analysis through the grid search function to evaluate the
performance of ML techniques in the classification of SAR
images.

The rest of this paper is structured as follows. In Section
2, we present characteristics of the Sentinel orbital system,
an overview of DL highlighting convolutional neural network
(CNN) VGG-16, and the methodology used in the research.
Section 3 analyzes and discusses the obtained results. Finally,
we end this paper with conclusions and final remarks in
Section 4.

2. MATERIAL AND METHODS

This section briefly presents some characteristics of the
Sentinel mission. In addition, the methodology considered
to obtain the targets from SAR images is described.
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2.1. Sentinel Mission

The Sentinel mission is formed by a constellation of two
satellites, Sentinel-1A and Sentinel-1B, launched on April
3, 2014, and April 25, 2016. The system is capable of
generating medium and high-resolution images [16]. These
systems are at an altitude of approximately 693 km, with
a 12-day repetition cycle, generating SAR images in the C-
band [16, 17].

Sentinel-1 operates in the 5.405 GHz center frequency,
with single (HH or VV) or dual (HH+HV, VH+VV)
polarization, using one channel for transmitting (V or H) and
two channels for receiving (V and H). where V is the vertical
polarization and H is the horizontal polarization, and have 945
kg of the total mass.

2.2. Sentinel-1 Image Data set

The data set consists of eight SAR images in VH polarization
obtained from the Copernicus project [18]. These are
interferometric wide (IW) images, level 1 ground range
detected (GRD), high resolution (20 m × 22 m - range ×
azimuth) images. Based on the SAR images, targets are
defined, cut, and transformed into patches. Figure 1 presents
two examples of oil platforms and its respective SAR images.

2.3. Overview Deep Learning

DL is a subset of ML inspired by the information processing
patterns present in the human brain. DL is designed based
on layers of artificial neural network algorithms [19]. In
recent years, DL has been one of the most used computational
approaches in the ML field.

DL has been, in recent years, one of the most used
computational approaches in the ML field. One of the reasons
for this is its ability to learn from large volumes of [20] data.
The ZfNet, VGG, GoogLeNet, Inception-V3, Inception-V4,
ResNet, and Xception networks stand out among the DL.
CNN is one of the most popular and used DL networks. One
of the advantages of this is its ability to detect features without
human need.

In [21], a practical CNN project that became known as the
Visual Geometry Group (VGG) is proposed. The VGG-16
is formed by 13 convolutional layers, 5 max-pooling, 3 fully
connected, and 1 softmax. The composition details of the
VGG-16 layers can also be seen in the diagram in Figure 2.
In this research, the VGG-16 architecture is composed of the
FC7 layer that provides the features to the ML algorithms,
as shown in Figure 3. The use of a pre-trained CNN has the
following advantages over training a new one: the need for
equipment with less computational power because the image
is processed only once; less data is needed to achieve high
accuracy because the deep layers have activations that can
be used to represent the deep features [22]. To perform the
classification, we used the widely know methods: RF [11],
LR [23], DT [24], and kNN [25].

2.4. Methodology

This section presents the methodology. The work is divided
into some steps that can be seen through Figure 4.

Figure 1: Optical and SAR images of fix and FPSO oil rigs.
Optical and SAR images extracted from [26] and [27],

respectively.
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Figure 2: VGG-16 formation diagram.

2.4.1. Data set and preprocessing

The dimensions of the images are (Range × Azimuth): 912
× 596 pixels, 968 × 596 pixels, 939 × 596 pixels, 901 ×
596 pixels, 930 × 596 pixels, 944 × 596 pixels, 985 × 596
pixels, 1057 × 596 pixels. SAR images were calibrated using
SNAP (Sentinel Application Platform) software. Then, the
targets of interest are defined individually, according to their
geolocation (latitude × longitude) [28]. Finally, each image
patch is saved in TIFF format.

2.4.2. Extraction of features

Feature extraction plays an important role in ML. In this
work, this step is done through CNN VGG-16, which
provides data to classifiers through the FC7 layer, as shown
in Figure 3.

2.4.3. Formation of train and test samples

After extracting attributes, the vectorized data set (df-16vh)
is formed. Based on this data set, subgroups (bootstraps) are
created randomly and with replacement using the bootstrap
technique. Each group is developed considering the following
proportion of the total of 400 samples: 80% (training) and
20% (test), the same methodology applied by [1, 3, 27].

2.4.4. Tuning parameters and Classification

In this step, the parameter adjustment is performed through
the “grid search” function present in Scikit-Learn [29] which
combines the parameters of each classifier. Subsequently, we
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Figure 3: CNN VGG-16 architecture used for feature
extraction.

apply the LR, RF, DT, and kNN classifiers.
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Figure 4: Methodology.

3. RESULTS

The numerical results are presented, and analyzed in this
section. The shape hyperparameter adjustment automation
allows for achieving better classification results. Depending
on the classification technique, the most suitable adjustment
can be very time-consuming due to many existing parameters.

Initially, the data set to be classified is vectorized by CNN
VGG-16, which extracts 4096 features. From the vectorized
data set, 50 distinct groups are formed for the training and
testing of classifiers. We used the grid search function to
identify the best combination of parameters.

The classifications were performed based on the
parameters defined by the grid search function and evaluated
through the area under the curve (AUC) and accuracy (Acc)
metrics. The average of each metric was calculated based on
the 50 subgroups (bootstrap) formed from the target features
extracted with the VGG-16. Table 1 presents the combination
of parameters with best metrics.

The results are shown in Figure 5. It is observed that the
classifiers with True Positive Rate closer to 1 have higher
AUC and also Acc. Therefore, when analyzing the ROC
curve, the best classifier is considered to be the one in which
the curve is closest to the y axis.

4. DISCUSSION

In short, we can observe that, for all classifications, the
optimization with parameter adjustment provided a gain in
relation to the default configuration. The comparison of the

Table 1: List of parameters optimized by classifiers.

Classifier Parameter

C penalty tol solver

LR 0.2 l2 0.01 liblinear

criterion min-samples-split min-samples-leat splitter

DT gini 2 10 random

n-estimators random-state max-features

RF 100 0 auto

n-neighbors p weights

kNN 10 1 distance

RF-100 (AUC = 0.91, Acc = 0.82)
DT default (AUC= 0.81, Acc= 0.74)
LR-4 (AUC=0.93, Acc=0.86)
kNN-1 (AUC=0.87, Acc=0.79)  

Chance

Figure 5: ROC curve comparing the best AUC and Acc results
of the RF, LR, DT and kNN classifiers.

best result of each classifier is shown in Figure 5. It can be
seen that the LR has the highest AUC and Acc, 0.93 and 0.86,
respectively. Next comes RF with AUC and Acc, 0.91 and
0.82, respectively.

5. CONCLUSIONS

This article analyzed the tuning of parameters to compare
machine learning techniques in classifying marine targets in
SAR images with VH polarization. The grid search function
was used to identify the best combinations of parameters.
As a step prior to classification, CNN VGG-16 was used
to extract features. The RF, LR, DT, and kNN classifiers
were evaluated for AUC and accuracy. The grid search
parameter adjustment technique proved efficient because
the combinations found provided gains to the classifiers,
highlighting the RF with AUC of 0.91, Acc of 0.82; DT with
AUC of AUC of 0.81, Acc of 0.74; kNN with AUC of 0.87,
Acc of 0.79. For LR, the optimization of parameters did not
present gains. Despite this, it was the classifier with the best
results of AUC of 0.93, and Acc of 0.86. VGG-16 proved
to be efficient because it extracted representative features for
ML classifiers. In future works, other CNN techniques, such
as ZfNet, VGG-19, GoogLeNet, Inception-V3, Inception-V4,
and ResNet, could be considered. In addition, other ML
techniques, such as support vector machine, naive Bayes,
neural networks, and AdaBoost, could also be evaluated.

https://proceedings.science/p/164350?lang=pt-br 1097

https://proceedings.science/p/164350?lang=pt-br


6. REFERENCES

[1] Fabiano G. da Silva, Lucas P. Ramos, Bruna G. Palm,
and Renato Machado. Assessment of Machine Learning
Techniques for Oil Rig Classification in C-Band SAR Images.
Remote Sensing, 14(13), 2022.

[2] Ramona Pelich, Marco Chini, Renaud Hostache, Patrick
Matgen, Carlos Lopez-Martinez, Miguel Nuevo, Philippe Ries,
and Gerd Eiden. Large-scale automatic vessel monitoring
based on dual-polarization sentinel-1 and AIS data. Remote
Sensing, 11(9):1078, 2019.

[3] Fabiano G da Silva, Lucas P Ramos, Bruna G Palm, Dimas I
Alves, Mats I Pettersson, and Renato Machado. Hybrid feature
extraction based on PCA and CNN for oil rig classification in
C-Band SAR imagery. In Artificial Intelligence and Machine
Learning in Defense Applications IV, volume 12276, pages
116–122. SPIE, 2022.

[4] Yuxing Mao, Xiaojiang Li, Hao Su, Yue Zhou, and Jianwei
Li. Ship detection for sar imagery based on deep learning: A
benchmark. In 2020 IEEE 9th Joint International Information
Technology and Artificial Intelligence Conference (ITAIC),
volume 9, pages 1934–1940, 2020.

[5] Kai Zhao, Yan Zhou, and Xin Chen. A dense connection
based sar ship detection network. In 2020 IEEE 9th
Joint International Information Technology and Artificial
Intelligence Conference (ITAIC), volume 9, pages 669–673,
2020.

[6] C.P. Schwegmann, W. Kleynhans, B.P. Salmon, L.W.
Mdakane, and R.G.V. Meyer. Very deep learning for
ship discrimination in synthetic aperture radar imagery. In
2016 IEEE International Geoscience and Remote Sensing
Symposium (IGARSS), pages 104–107, 2016.

[7] Laura Igual and Santi Seguí. Introduction to data science. In
Introduction to Data Science, pages 1–4. Springer, 2017.

[8] Zelin Huang, Wei Wu, Hongbin Liu, Weichun Zhang, and
Jin Hu. Identifying dynamic changes in water surface
using sentinel-1 data based on genetic algorithm and machine
learning techniques. Remote Sensing, 13(18):3745, 2021.

[9] RS Andersen and P Bloomfield. Properties of the random
search inglobal optimization. J. Optim. Theory Appl, 16:383–
398, 1975.

[10] Baosu Guo, Jingwen Hu, Wenwen Wu, Qingjin Peng, and
Fenghe Wu. The tabu_genetic algorithm: a novel method
for hyper-parameter optimization of learning algorithms.
Electronics, 8(5):579, 2019.

[11] Giandomenico De Luca, João MN Silva, Salvatore Di Fazio,
and Giuseppe Modica. Integrated use of sentinel-1 and
sentinel-2 data and open-source machine learning algorithms
for land cover mapping in a mediterranean region. European
Journal of Remote Sensing, 55(1):52–70, 2022.

[12] Chris Thornton, Frank Hutter, Holger H Hoos, and Kevin
Leyton-Brown. Auto-weka: Combined selection and
hyperparameter optimization of classification algorithms.
In Proceedings of the 19th ACM SIGKDD international
conference on Knowledge discovery and data mining, pages
847–855, 2013.

[13] Kaibin Xu, Jing Qian, Zengyun Hu, Zheng Duan, Chaoliang
Chen, Jun Liu, Jiayu Sun, Shujie Wei, and Xiuwei Xing. A new

machine learning approach in detecting the oil palm plantations
using remote sensing data. Remote Sensing, 13(2):236, 2021.

[14] G. Armelenti, K. Goldberg, J. Kuchle, and L.F. de Ros.
Deposition, diagenesis and reservoir potential of non-
carbonate sedimentary rocks from the rift section of campos
basin, brazil. Petroleum Geoscience, 22(3):223–239, 2016.

[15] ANP. Boletim mensal da produção de petróleo e gás natural,
2021.

[16] P. Potin, B. Rosich, N. Miranda, P. Grimont, I. Shurmer,
A. O’Connell, M. Krassenburg, and J.-B. Gratadour.
Copernicus sentinel-1 constellation mission operations status.
In IGARSS 2019-2019 IEEE international geoscience and
remote sensing symposium, pages 5385–5388, 2019.

[17] D. Geudtner, N. Gebert, M. Tossaint, M. Davidson, F. Heliere,
I. Navas Traver, R. Furnell, and R. Torres. Copernicus and esa
sar missions. In 2021 IEEE radar conference (RadarConf21),
volume 2021-May, 2021.

[18] ESA. Copernicus Open Access Hub, Junho 2021.

[19] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep
learning. nature, 521(7553):436–444, 2015.

[20] Laith Alzubaidi, Jinglan Zhang, Amjad J Humaidi, Ayad
Al-Dujaili, Ye Duan, Omran Al-Shamma, J Santamaría,
Mohammed A Fadhel, Muthana Al-Amidie, and Laith Farhan.
Review of deep learning: Concepts, cnn architectures,
challenges, applications, future directions. Journal of big Data,
8(1):1–74, 2021.

[21] Karen Simonyan and Andrew Zisserman. Very deep
convolutional networks for large-scale image recognition.
arXiv preprint arXiv:1409.1556, 2014.

[22] Subrato Bharati, Prajoy Podder, and M. Rubaiyat Hossain
Mondal. Hybrid deep learning for detecting lung diseases from
x-ray images. Informatics in Medicine Unlocked, 20:100391,
2020.

[23] Steven S Skiena. The data science design manual. Springer,
Cham, Switzerland, 2017.

[24] Shuteng Niu, Yongxin Liu, Jian Wang, and Houbing Song.
A decade survey of transfer learning (2010–2020). IEEE
Transactions on Artificial Intelligence, 1(2):151–166, 2020.

[25] Shichao Zhang, Xuelong Li, Ming Zong, Xiaofeng Zhu, and
Debo Cheng. Learning k for knn classification. ACM
Transactions on Intelligent Systems and Technology (TIST),
8(3):1–19, 2017.

[26] Brazilian Navy. Directorate of Ports and Coasts - DPC, 2021.
https://www.marinha.mil.br/dpc/helideques.

[27] L.E. Falqueto, J.A.S. Sa, R.L. Paes, and A. Passaro. Oil rig
recognition using convolutional neural network on sentinel-1
sar images. IEEE Geoscience and Remote Sensing Letters,
16(8):1329–1333, 2019.

[28] National Petroleum Agency (ANP). List of platforms in
operation, 2021. https://www.gov.br/anp/pt-br/centrais-de-
conteudo/dados-abertos/lista-de-plataformas-em-operacao.

[29] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel,
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss,
V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau,
M. Brucher, M. Perrot, and E. Duchesnay. Scikit-learn:
Machine learning in Python. Journal of Machine Learning
Research, 12:2825–2830, 2011.

https://proceedings.science/p/164350?lang=pt-br 1098
Powered by TCPDF (www.tcpdf.org)

https://proceedings.science/p/164350?lang=pt-br
http://www.tcpdf.org

