ABSTRACT

Background: The continued success of Lean thinking beyond manufacturing has led to an increasing interest to utilize it in software engineering (SE). Value Stream Mapping (VSM) had a pivotal role in the operationalization of Lean thinking. However, this has not been recognized in SE adaptations of Lean. Furthermore, there are two main shortcomings in existing adaptations of VSM for an SE context. First, the assessments for the potential of the proposed improvements are based on idealistic assertions. Second, the current VSM notation and methodology are unable to capture the myriad of significant information flows, which in software development go beyond just the schedule information about the flow of a software artifact through a process.

Objective: This thesis seeks to assess Software Process Simulation Modeling (SPSM) as a solution to the first shortcoming of VSM. In this regard, guidelines to perform simulation-based studies in industry are consolidated, and the usefulness of VSM supported with SPSM is evaluated. To overcome the second shortcoming of VSM, a suitable approach for capturing rich information flows in software development is identified and its usefulness to support VSM is evaluated. Overall, an attempt is made to supplement existing guidelines for conducting VSM to overcome its known shortcomings and support adoption of Lean thinking in SE. The usefulness and scalability of these proposals is evaluated in an industrial setting.

Method: Three literature reviews, one systematic literature review, four industrial case studies, and a case study in an academic context were conducted as part of this research.

Results: Little evidence to substantiate the claims of the usefulness of SPSM was found. Hence, prior to combining it with VSM, we consolidated the guidelines to conduct an SPSM based study and evaluated the use of SPSM in academic and industrial contexts. In education, it was found to be a useful complement to other teaching methods, and in the industry, it triggered useful discussions and was used to challenge practitioners' perceptions about the impact of existing challenges and proposed improvements. The combination of VSM with FLOW (a method and notation to capture information flows, since existing VSM adaptations for SE are insufficient for this purpose) was successful in identifying challenges and improvements related to information needs in the process. Both proposals to support VSM with simulation and FLOW led to identification of waste and improvements (which would not have been possible with conventional VSM), generated more insightful discussions and resulted in more realistic improvements.

Conclusion: This thesis characterizes the context and shows how SPSM was beneficial both in the industrial and academic context. FLOW was found to be a scalable, lightweight supplement to strengthen the information flow analysis in VSM. Through successful industrial application and uptake, this thesis provides evidence of the usefulness of the proposed improvements to the VSM activities.
Operationalization of Lean Thinking through Value Stream Mapping with Simulation and FLOW

Nauman bin Ali
Operationalization of Lean Thinking through Value Stream Mapping with Simulation and FLOW

Nauman bin Ali

Doctoral Dissertation in Software Engineering

Department of Software Engineering
Blekinge Institute of Technology
SWEDEN
Abstract

Background: The continued success of Lean thinking beyond manufacturing has led to an increasing interest to utilize it in software engineering (SE). Value Stream Mapping (VSM) had a pivotal role in the operationalization of Lean thinking. However, this has not been recognized in SE adaptations of Lean. Furthermore, there are two main shortcomings in existing adaptations of VSM for an SE context. First, the assessments for the potential of the proposed improvements are based on idealistic assertions. Second, the current VSM notation and methodology are unable to capture the myriad of significant information flows, which in software development go beyond just the schedule information about the flow of a software artifact through a process.

Objective: This thesis seeks to assess Software Process Simulation Modeling (SPSM) as a solution to the first shortcoming of VSM. In this regard, guidelines to perform simulation-based studies in industry are consolidated, and the usefulness of VSM supported with SPSM is evaluated. To overcome the second shortcoming of VSM, a suitable approach for capturing rich information flows in software development is identified and its usefulness to support VSM is evaluated. Overall, an attempt is made to supplement existing guidelines for conducting VSM to overcome its known shortcomings and support adoption of Lean thinking in SE. The usefulness and scalability of these proposals is evaluated in an industrial setting.

Method: Three literature reviews, one systematic literature review, four industrial case studies, and a case study in an academic context were conducted as part of this research.

Results: Little evidence to substantiate the claims of the usefulness of SPSM was found. Hence, prior to combining it with VSM, we consolidated the guidelines to conduct an SPSM based study and evaluated the use of SPSM in academic and industrial contexts. In education, it was found to be a useful complement to other teaching methods, and in the industry, it triggered useful discussions and was used to challenge practitioners’ perceptions about the impact of existing challenges and proposed improvements. The combination of VSM with FLOW (a method and notation to capture information flows, since existing VSM adaptations for SE are insufficient for this purpose) was successful in identifying challenges and improvements related to information needs in the process. Both proposals to support VSM with simulation and FLOW led to identification of waste and improvements (which would not have been possible with conventional VSM), generated more insightful discussions and resulted in more realistic improvements.

Conclusion: This thesis characterizes the context and shows how SPSM was beneficial both in the industrial and academic context. FLOW was found to be a scalable, lightweight supplement to strengthen the information flow analysis in VSM. Through successful industrial application and uptake, this thesis provides evidence of the usefulness of the proposed improvements to the VSM activities.
Acknowledgements

First of all, I would like to express my sincere gratitude to my supervisors, Prof. Claes Wohlin and Dr. Kai Petersen. Besides their participation and guidance for the thesis, they have been inspirational mentors. As impeccable role models, they have inculcated and enforced a strong work ethic of diligence and integrity. I am also greatly indebted to them for their support throughout this research, and the opportunity and space for both personal and professional growth.

I am thankful to all the practitioners who participated in this research. For their valuable knowledge and time that enabled the studies that are part of this thesis. In particular, I am thankful to Kennet Kjellsson from Ericsson AB for the opportunity to do applied research together.

Colleagues at SERL deserve special praise for their contribution in creating a vibrant and open work environment that is conducive to research. I would especially like to thank Ronald, Bogdan and Michael for all the great times on and after work.

I would also like to thank Sobia and Mr. Tanveer for proof-reading parts of this thesis.

This work would not have been possible without the love, understanding, patience and encouragement from Binish and Yusha. I am also deeply grateful to my parents for their unconditional love, advice, sacrifices and their support in every decision. Last but not least, I am grateful to my brother Umair for encouraging and selflessly supporting me throughout my post graduate studies.

This work was supported by ELLIIT, the Strategic Area for ICT research, funded by the Swedish Government.
Overview of papers

Papers included in this thesis:


and uses


and

Authors’ Contribution: Nauman bin Ali is the first author for all the papers except one of the two short papers that constitute Chapter 7. As the lead author, Nauman bin Ali was responsible for leading the research activities, which included: formulation of the research questions, study design, collecting and analyzing data, and most writing activities. In one of the short papers in Chapter 7, Dr. Kai Petersen was the lead author.

Role of advisors: Prof. Claes Wohlin and Dr. Kai Petersen have mainly supported through feedback on research design and reviewing the papers. Furthermore, with their input and in discussion, ideas for studies were defined and further refined.

Role of coauthors: The study reported in Chapter 3 was done by Nauman bin Ali and Michael Unterkalmsteiner (a PhD. student) and the work was equally divided between them.

In Chapter 2, Nauman bin Ali and Dr. Kai Petersen applied the inclusion-exclusion criteria and performed quality evaluation on all the papers independently. This was primarily done to improve the reliability of the secondary study. Prof. Claes Wohlin was extensively involved in this study, his contribution included refinement of research questions, review of the study protocol, discussion on the results and several reviews of the intermediate and final version of the paper with feedback on the formulations.

In the studies reported in Chapters 4, 5 and 6, Dr. Kai Petersen was also involved in the data collection at the company. In one of the two studies reported in Chapter 4, Dr. Mika Mäntylä contributed in the writing of the paper. Finally, two external researchers collaborated in the capacity of experts in the methodology that was being used in the two studies. In Chapter 5, Breno Bernard Nicolau de França (a PhD. student) acted as an observer reflecting on the way the simulation was used in the study. In Chapter 6, Prof. Kurt Schneider, supported the study with his expertise of FLOW and also contributed to the writing and reviewing of the paper.

Other papers not included in this thesis:


Kai Petersen and Nauman bin Ali. ‘Operationalizing the requirements selection process with study selection procedures from systematic literature reviews’, Proceedings of the 6th Workshop on Requirements Prioritization and Communication, RePriCo’15 co-located with International Conference for Requirements Engineering for Software Quality (REFSQ), Essen Germany, 2015.
# Table of Contents

1 Introduction .................................................................................................................. 1
   1.1 Overview ................................................................................................................. 1
   1.2 Background and related work .............................................................................. 6
   1.3 Research gaps and contributions ........................................................................... 10
   1.4 Overview of chapters ........................................................................................... 19
   1.5 Discussion .............................................................................................................. 26
   1.6 Some indications of research impact ..................................................................... 33
   1.7 Conclusion ............................................................................................................ 34
   1.8 Future work ........................................................................................................... 36

2 A systematic literature review on the industrial use of software process simulation .. 45
   2.1 Introduction .......................................................................................................... 46
   2.2 Related work ........................................................................................................ 48
   2.3 Research methodology ......................................................................................... 53
   2.4 Characteristics of studies ..................................................................................... 70
   2.5 Systematic literature review results ..................................................................... 76
   2.6 Discussion ............................................................................................................. 78
   2.7 Conclusion ............................................................................................................ 86

3 Use and evaluation of simulation for software process education: a case study ...... 103
   3.1 Introduction .......................................................................................................... 104
   3.2 Background and related work ............................................................................. 105
   3.3 Research design ................................................................................................... 107
   3.4 Results .................................................................................................................. 111
   3.5 Analysis and revisiting research questions ............................................................. 116
   3.6 Conclusion ............................................................................................................ 118

4 Aggregating software process simulation guidelines: Literature review and industry experience .................................................................................................................. 123
   4.1 Introduction .......................................................................................................... 124
   4.2 Related work ........................................................................................................ 125
# Table of Contents

4.3 Research methodology .............................................. 127  
4.4 Consolidated process for SPSM based on literature sources .... 133  
4.5 Experience of using the consolidated process ................... 143  
4.6 Discussion ............................................................. 156  
4.7 Conclusion ............................................................. 158  

5 Evaluation of simulation assisted value stream mapping: two industrial cases 165  
5.1 Introduction ............................................................. 166  
5.2 Related work ......................................................... 168  
5.3 Framework for simulation assisted VSM (Contribution 1) ....... 169  
5.4 Research methodology ............................................. 174  
5.5 Results of the evaluation (Contribution 2) ....................... 180  
5.6 Discussion ............................................................. 194  
5.7 Conclusion ............................................................. 199  

6 FLOW assisted value stream mapping in a large-scale software product development 209  
6.1 Introduction ............................................................. 210  
6.2 Related work ......................................................... 211  
6.3 Research methodology ............................................. 214  
6.4 FLOW assisted VSM ................................................. 218  
6.5 Results ................................................................. 221  
6.6 Experience and reflections ........................................... 234  
6.7 Follow-up after six-months ......................................... 239  
6.8 Conclusion ............................................................. 240  

7 Identifying and evaluating strategies for study selection in systematic literature studies 243  
7.1 Introduction ............................................................. 244  
7.2 Related work ......................................................... 245  
7.3 Research method ..................................................... 245  
7.4 Identified strategies (RQ1) .......................................... 248  
7.5 Evaluating study selection strategies (RQ2) ..................... 250  
7.6 Discussion ............................................................. 257  
7.7 Conclusion ............................................................. 259
Chapter 1

Introduction

1.1 Overview

Lean thinking has its origins in the Japanese manufacturing industry and can be traced to work done in the 1950s at Toyota [23]. Womack et al. [80] however are credited to coin the term “Lean production” and for bringing widespread attention to Lean thinking [23]. The continued success of Lean thinking beyond manufacturing [41] [72] has led to an increased interest to adapt and utilize it in software engineering (SE) [58] [73] [22]. Lean thinking is defined as specifying value from the customer’s standpoint, mapping and streamlining value-creation activities to deliver it (value stream mapping), developing the ability to conduct these activities without interruption and with predictability (achieving flow), where the development is only triggered by a request (pull-based development), and always striving to perform these activities with ever more effectiveness (continuous improvement) [79]. Womack and Jones [79] propose a step-by-step plan for transformation to Lean as the following: (1) Find a change agent, get the necessary knowledge and competence. (2) Find motivation to introduce change (capitalize on a crisis). (3) Perform Value Stream Mapping (VSM). (4) Picking something important, quickly start with removing waste for immediate returns. From the definition, and the transformation steps the central role and contribution of VSM to operationalize Lean thinking and facilitating organizations in transforming their current way of working is evident [62] [79]. Furthermore, many organizations in various domains have attributed substantial success to the VSM based improvements [41].
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However, a review of extant literature on Lean in SE shows that VSM lacks the same recognition in SE [47]. In a systematic literature review, Pernstål et al. [47] found that while VSM is a “central practice” in Lean, only two papers report the use of VSM in the SE context out of a total of 38 included papers.

It seems that early adopters of Lean in SE are experiencing the common pitfalls as many manufacturing organizations. As Womack and Jones noted that many organizations skip the most critical step of performing VSM itself and instead rush to eliminate waste from the process [62]. A similar trend is seen in the SE context [47] where only a few studies have reported the use of VSM and the focus has been on applying individual Lean practices and investigating various types of waste [58] in software development. Such well-intended endeavors lead to sub-optimization, as only isolated parts of the overall value stream are improved. Thus, the benefits of Lean transformation in the form of improved quality, reduced cost and shorter time-to-market do not reach the end customer.

VSM is a Lean practice that maps the current product development process (current state map), identifies value adding and non-value adding activities and steps, and helps to create an action plan for achieving an improved future state of the process (future state map) [31] [62] [41] [58] [73]. VSM facilitates to disseminate the current understanding of customer value throughout the entire development organization and helps attain alignment with it. Figure 1.1 illustrates the notation used by Poppendieck and Poppendieck [57] to draw a value stream map. For each activity, the time taken in processing (while a team or a person is actively working on a request) and the total calendar time spent on a request is used to calculate value adding time. Similarly, the waiting times in backlogs between various activities are calculated and captured with this notation.

\[ \text{Process step or activity} \rightarrow \text{Process step or activity} \rightarrow \text{Process step or activity} \]

\[
\begin{array}{c|c|c}
\text{Value adding time} & \text{“x” units} & \text{“y” units} & \text{“z” units} \\
\hline
\text{Non-value adding} & \text{“i” number of iterations} & \text{“j” units} & \text{“k” units} \\
\end{array}
\]

Figure 1.1: VSM notation (based on [57]).
VSM is a practice that “straddles the gray area between” concrete practices and analytical principles [22]. It implements several of Lean principles directly (like “optimize the whole”, “eliminate waste”) and contributes to fulfilling many others (like “continuous improvement”, “flow” and “pull-based” development). One of the fundamental principles of Lean is to “optimize the whole” [57] and VSM puts this principle to use by taking several measures to take a system-wide perspective, e.g. by considering the end-to-end process and involving multiple stakeholders responsible for various activities in the process [31], both in identification of waste and improvements. It ensures that the focus is on the most significant impediments hindering the organization from delivering value to the customer.

Moreover, revisiting and improving our understanding of customer value and performing VSM to stay aligned with the aim of delivering value to customers efficiently and effectively, provides the necessary means for “continuous improvement”, which is another Lean principle [79]. VSM helps to identify waste by providing means to visualize and analyze the current value stream. This helps to operationalize another principle of Lean that is to “eliminate waste”. The types of waste (e.g. partially done work, unnecessary features) listed by Poppendieck and Poppendieck [57] should only be considered as a guideline however, it is the VSM activity that will help to see where these manifest in the concrete case of a company’s process and which types of waste should be handled with priority.

Figure 1.2, depicts how VSM can systematically operationalize the Lean principles by using them first to guide the analysis of the current value stream, then in identification of waste and lastly in identifying which improvements to implement.

![Figure 1.2: Overview of the VSM steps and their role in the operationalization of Lean principles.](image)
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Table 1.1 provides an example of how VSM may facilitate the transition to pull-based development from the current push-based paradigm with large backlogs. This example shows how VSM helps to transition from the abstract principles of Lean (like “achieving flow”) to identify and implement concrete practices and actions (like using Kanban and limiting work in progress (WIP) [67]) to realize them. VSM also directly contributes to achieving the Lean principle of “deliver fast” [57] as it explicitly targets waiting times in the process and attempts to reduce the time-to-market.

VSM analyzes both material and information flow [62]. In software product development, an equivalent analysis of material flow will look at the flow of “work items”, e.g. a requirement, use case or a user story, through the process (referred to as artifact flow). This has been the focus of current adaptations of VSM outside of manufacturing i.e. for tracing work items through the process, identifying waiting and productive times [41] [31] [43] [58], using a notation similar to the one presented in Figure 1.1. However, for a thorough analysis of the software development process, information flow is equally important to analyze. It is pertinent to capture information needs, knowledge and competence required to carry out the development tasks. The aim is to achieve an information flow that leverages the Lean principle of “pull” such that one process produces only what another process needs [62]. Particularly, in large-scale software development with complex communication structures, it becomes important to focus on the information flow and explicate it. The existing guidelines and notation for VSM [41] [62] do not allow capturing the information flow. As a consequence, we cannot identify value-adding and non-value adding activities required to streamline the process of value creation.

From key literature on Lean [79] [62] and from an application of VSM in an industrial software development context [31], the following two shortcomings were identified in current adaptations of VSM to the SE context. First, the notation used only provides a snapshot of the system and fails to capture the dynamic aspects of the un-

<table>
<thead>
<tr>
<th>VSM based analysis</th>
<th>Observations</th>
<th>Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyze:</td>
<td>- Large waiting times</td>
<td></td>
</tr>
<tr>
<td>- Waiting times</td>
<td>- Long list of backlog items</td>
<td></td>
</tr>
<tr>
<td>- Variations in the intermediate phases and the process outcomes</td>
<td>- Introduce limits on work in progress (WIP)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Use Kanban as a visualization and planning tool</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Transition towards pull-based development</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: An example of how VSM helps to identify relevant practices guided by the Lean principle of achieving flow
derlying processes. This leads to a simplistic analysis to identify bottlenecks. Also, the improvement actions and the target value maps are assessed based on idealistic assertions. These limitations reduce the confidence in the improvement actions identified in VSM, which implies that it is less likely that such improvement actions will be implemented. Second, the current VSM method and notation is unable to capture and represent the myriad of significant information flows, which in software development go beyond just the schedule information about a software artifact’s flow through the various phases of a development process.

The thesis attempts to address these shortcomings and emphasizes the use of VSM in the context of Lean software development as a practice that connects existing work on conceptual (e.g. principles of Lean) and tactical levels (concrete practices and processes). For the first shortcoming of VSM, we have proposed the use of Software Process Simulation Modeling (SPSM) as a solution. To achieve this improvement, the usefulness of SPSM was evaluated, and guidelines to perform simulation-based studies in industry were consolidated. This knowledge was used to support VSM with SPSM. To overcome the second shortcoming of VSM, alternatives for capturing rich information flows in software development were explored and a suitable approach was identified to support VSM.

Overall, the thesis attempts to facilitate adoption of Lean thinking in the SE context by supplementing the existing guidelines for conducting VSM. Through successful industrial application, positive evaluation and uptake, the thesis provides evidence of the usefulness and scalability of the improved VSM (including support for simulation and richer information flow modeling) in practice.

Using literature reviews and case study research, the thesis makes the following contributions:

Contribution-1: Recognizes the central role of VSM in operationalization of Lean in the SE context and improves the existing guidelines for conducting VSM.
Contribution-2: Determined the usefulness of SPSM to support VSM in artifact flow analysis and when reasoning about changing the process.
Contribution-3: Determined the utility of FLOW to support VSM to capture, analyze and improve information flows in software development.
Contribution-4: Determined the usefulness of SPSM in applied settings.
Contribution-5: Consolidated the guidelines to apply SPSM in industry.
Contribution-6: Improvement in the guidelines for conducting systematic literature studies by providing means to systematically perform and document study selection related decisions.
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The remainder of this chapter is outlined as follows: related work for this thesis is briefly discussed in Section 1.2. Section 1.3 identifies the research gaps and maps them to the contributions of the thesis. It provides the main research question and motivates the choice of the research methods utilized in the thesis. Threats to the validity of the research are also discussed in this section. Section 1.4 provides a summary of each of the chapters in the thesis and Section 1.5 discusses the findings. Section 1.6 presents some indications of the impact of the research in this thesis. Section 1.7 concludes the chapter.

1.2 Background and related work

This thesis proposes and evaluates a solution to an industry relevant problem of effective application of Lean in software development to achieve the improvements in quality, time to market and cost of development as other adopters of Lean. To conduct research on the main topic of interest more effectively, the thesis also proposed and evaluated improvements to guidelines for conducting systematic literature studies, particularly related to study selection criteria and the process.

In this regard, predominantly four main topics of research are used in the thesis, which are: Lean software development and in particular the practice of VSM, SPSM, information flow analysis, and study selection in systematic literature studies.

In the following sections related work on each of these topics is presented briefly. For a detailed discussion of existing research on these topics, see Chapter 2 for SPSM, Chapter 5 for VSM and combination of simulation with VSM, Chapter 6 for information flow analysis in the context of VSM, and lastly Chapter 7 for study selection in secondary literature studies.

1.2.1 VSM

In product development, a context more similar to software development than manufacturing [57], the use of VSM has led to several tangible benefits. McManus [41] reports significant reduction in lead-time and variability of the process and attributed up to 25% of savings in engineering effort to VSM based improvements. The success of VSM outside manufacturing and production and in the context of process improvement in product design/development and engineering made it interesting to explore if it can be leveraged in software development too.

Yang et al. [82] have applied VSM to improve the lead-time of an IT company’s R&D process for a hardware component. Mujtaba et al. [43] used VSM as a means
to reduce the lead-time in the product customization process. Kasoju et al. [29] have used VSM to improve the testing process for a company in the automotive industry.

Khurum et al. [31] have extended the definition of waste in the context of software intensive product development. They adapted and applied VSM in the context of large-scale software intensive product development [31].

The shortcomings identified by Khurum et al. [31] are related to the static process models that are currently used in VSM. Given these shortcomings, and the claimed strengths of SPSM over static process modeling (such as its ability to capture uncertainty and dynamism in software development and its perceived low cost of studying a process change [38]), we argue that SPSM can be used to overcome these shortcomings.

### 1.2.2 SPSM

Software development is a dynamic activity that involves people, tools and processes. The development process is often very complex involving many people, working with various tools and technologies to develop hundreds of requirements in parallel. This complexity [19] makes it challenging to assess the potential impact of the changes proposed for process improvement. Furthermore, changing the development process is a time and resource intensive undertaking. Therefore, the inability to gauge with certainty the likely implications of a change becomes a major barrier in software process improvement.

Software process simulation modeling is proposed as an inexpensive [42] [30] mechanism that attempts to address this challenge by providing proactive means to assess what will happen before actually committing resources for the change [30]. Software process simulation is the numerical evaluation of a mathematical model that imitates the real-world process behavior [7] [38]. Such a computerized model focuses on one or more of the software development, maintenance or evolution processes in particular relevant to the phenomenon of interest [30]. SPSM was first suggested in 1979 by McCall et al. [39] and has been used to address various challenges in the software development ever since, e.g. accurate estimation, planning and risk assessment. The simulation models developed over the years have varied in scope (from parts of the development life-cycle to long-term organizational evolution), purpose (including process improvement, planning, training etc.), and approach (system dynamics, discrete event simulation etc.) [86].

Motivated by the claimed benefits of SPSM in literature that could potentially address the limitations of static models used in VSM, we explored if others have capitalized on this possibility. Based on the results of two systematic reviews on Lean in the SE context [47], [73], we found no studies focusing on the investigation of sim-
Chapter 1. Introduction

ulation assisted VSM for software product development. However, our independent
search outside SE yielded encouraging results. Other disciplines have not only com-
bined VSM with simulation, but have done so for largely the similar reasons. Like
some other research areas in SE, this highlights the opportunity to “invest in finding
and evaluating commonalities and similarities, rather than differences that often appear
to be quite artificial” [19]. The following are some of their motivations for combining
VSM with simulation (please refer to Chapter 5 for details), which align well with our
motivations to supplement VSM with SPSM:

1. VSM alone is time consuming and simulation can assist to speed-up the anal-
ysis of the current process, and the derivation and verification of the proposed
improvements to the process.
2. It helps to verify the impact of changes and to answer questions that cannot be
answered by VSM alone.
3. VSM provides a snapshot, it is unable to detail dynamic behavior. Simulation can
help predict the flow and levels and provide more accurate quantitative measures
given its ability to handle both deterministic and stochastic inputs.
4. VSM alone cannot capture the complexity in terms of the iterations, overlaps,
feedback, rework, uncertainty and stochasticity of the process.
5. Simulation helps to reason about changing the process, and supports consensus
building by visualizing dynamic views of the process.

1.2.3 Information flow analysis

None of the reported applications of VSM in the SE context [47] [73] have covered
the aspect of information flow analysis. This thesis, is the first to propose and evaluate
the combination of VSM with an information flow analysis methodology. Several re-
searchers have investigated dependencies and dynamics of software projects including
the impact of information flowing through projects: Pikkarainen et al. [56], for exam-
ple, investigate communication in agile projects and their impact on building trust. The
focus of their work is the impact of agile communication patterns on project success.

Winkler [76] uses the term “information flow” while focusing on dependencies
between artifacts. The main interest is in traceability of requirements considering only
document-based requirements and information flows. Different ad-hoc illustrations
were used to discuss the flow of requirements.

Information flow modeling (FLOW) [68] has been proposed as a systematic method
to capture, visualize, and improve situations consisting of a complex network of doc-
umented, and undocumented, verbal or informal flow of information. It intentionally
uses a very simple notation [64] that can be used on a white-board or a piece of paper to
discuss current and desired situations. The FLOW method uses interviews and begins the analysis by identifying current communication channels and network of information flows [69] [70]. Furthermore, FLOW has been applied to medium-sized groups in several companies where complex networks of information flows were successfully identified, modeled, and discussed with domain experts [68] [83].

Berenbach and Borotto [8] present requirements project metrics. All metrics are based on documented information only. However, information flow within their formal requirements development process could be modeled in FLOW. Some of their metrics could be extended to refer to informal and undocumented information too.

The existing methodology and notation of VSM [41] [62] does not allow to capture the flow of information. As a consequence, we cannot identify value-adding and non-value adding activities required to streamline the process of value creation. Therefore, we needed a systematic, lightweight approach that could supplement VSM, without a lot of overhead. Furthermore, the notation used should be simple and intuitive without additional training of practitioners to understand and analyze the information flows visualized using it. For the solution required for information flow analysis, it was not necessary to create artifacts for documenting information models for the company. Rather, the purpose was to create models that are just detailed enough to support the information flow analysis that is part of VSM. Thus, we needed an information modeling technique that can identify information bottlenecks, unfulfilled information needs, information overload (e.g. on certain employees), and identify mismatch in current storage medium or communication mechanism (e.g. we may be currently relying on face-to-face communication while the product development has been distributed to different geographical sites).

With the above considerations and demonstrated benefits of FLOW in a variety of smaller-scale software development units, we propose and evaluate the combination of VSM with FLOW. This can yield potentially useful results, as both have a focus on capturing and improving information flows. FLOW’s systematic approach, and simple graphical notation can compensate the limitation of existing VSM method and notation to purposefully analyze and improve information flows in software development.

1.2.4 Study selection in systematic literature studies

Systematic literature studies [34] [50] are used to explore a variety of topics in software engineering with an aim to answer a research question by conducting an “exhaustive” search for relevant literature [34]. Starting with a large set of potentially relevant studies, reviewers rely on several steps of selection, first by reading titles and abstracts, followed by full-text reading for quality assessment [34]. Thus, the reliability of a secondary study is highly dependent on the repeatability of the selection process [78].
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Kitchenham and Brereton [33] have aggregated the research on the process of conducting systematic literature studies. They found that the research focusing on the selection of studies has two complementary themes: (1) Using textual analysis tools to assist the selection process e.g. by visualization of citations and content maps to identify clusters of similar studies [16]. Existing work has shown feasibility of the approach and that it can reduce the effort spent on selection [71], but a thorough evaluation of the approach is still required [33]; (2) Making the inclusion/exclusion more systematic. The second theme where strategies for study selection are identified and evaluated is a contribution of the work presented in Chapter 7 of the thesis.

1.3 Research gaps and contributions

The following research gaps were identified and investigated further in this thesis:

Gap-1: Lack of recognition for VSM as the key tool in operationalization of Lean
Gap-2: Very few applications of VSM in the context of software development exist and current adaptations of VSM have two major shortcomings in terms of the use of static process modeling and their inability to capture information flows in software development.
Gap-3: Systematic mapping studies exist, but there is no aggregation of evidence for usefulness of SPSM for the intended purposes.
Gap-4: Lack of guidelines to choose a process for conducting an SPSM based study from a multitude of proposed process descriptions. Furthermore, there is a lack of aggregation of best practices facilitating such a study.
Gap-5: Lack of explicit strategies to guide the selection of articles in systematic secondary studies and their evaluation.

Gap-1 was identified by studying key literature on Lean [79] [80] [62] that identifies VSM as the central practice in Lean transformation. Not finding the same emphasis in the current research on Lean in SE [47] and the apparent disconnect between abstract Lean principles [57] and concrete practices lead to identification of this gap. Contribution-1: This thesis recognizes VSM as the connection between the abstract and the concrete when adopting Lean in the SE context (please see Section 1.1 for more details). Furthermore, this theoretical contribution is realized by improving the existing guidelines for conducting VSM.

Gap-2 was identified by reflecting on the limitations in current VSM applications, which were due to the shortcomings of static process models that were being used [31]. Secondly, it was apparent from previous applications of VSM that they have focused
entirely on artifact flow analysis and have overlooked information flow altogether. Furthermore, the current guidelines and notation used in VSM [62] [31] [41] are insufficient to deal with information and communication challenges in software development. **Contribution-2 and Contribution-3:** The shortcomings of using static models in artifact flow analysis were overcome by assisting VSM with simulation. Similarly, to capture the information flows in software development in sufficient detail to enable analysis and improvement, Information flow modeling approach FLOW [69] was identified as a candidate and evaluated to support VSM in a large-scale product development.

**Gap-3** was identified by studying the existing literature on the application of simulation in SE. It was observed that there are numerous primary studies applying different simulation techniques for various purposes. However, the existing secondary studies performed poorly on the quality criteria recommended by Kitchenham and Charters for evaluating an SLR [34]. Furthermore, these studies have only scoped the research area and have neither evaluated nor identified the evidence of the usefulness of SPSM. **Contribution-4:** This thesis identifies, aggregates and evaluates the evidence of the usefulness of SPSM from published industrial research. Secondly, the thesis reports results supplementing the existing evidence about usefulness of SPSM in an academic setting.

**Gap-4** was identified when the SPSM literature was consulted for a systematic process to guide and support a simulation based study in a company. It was observed that there are a multitude of proposals specializing in the simulation approach used, the experience of modelers or the size of the organization. There are two set of detailed guidelines for individual steps, but both are focused only on SPSM studies using System Dynamics (a technique for simulation modeling) [37] [54]. **Contribution-5:** This thesis reports aggregated good practices to provide practitioners with a process that is based on accumulation of knowledge in SPSM literature. Furthermore, this process was used to develop a system dynamics based training model of the testing process in a company. The experience and reflections on this application were also reported.

**Gap-5** was identified during the design of the review protocol for a systematic literature review (SLR) to evaluate the usefulness of SPSM (reported in Chapter 2). It was observed that there were no comprehensive selection guidelines, which was a serious threat to the reliability of an SLR results given that it reduced the repeatability of an SLR. **Contribution-6:** This thesis contributes to the improvement of the SLR guidelines [34] by proposing and evaluating a systematic approach for the selection of articles in systematic secondary studies.

Figure 1.3 illustrates how various contributions address the individual gaps and together achieve the overall aim of this research.
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Aim: To facilitate adoption of Lean thinking in the SE context

Gap-1: Lack of recognition for VSM in the SE context

Contribution-1: Recognizing VSM as the key practice to operationalize Lean and addressing the shortcomings in current adaptations to SE

Gap-2: The uncertainty and dynamism in software development processes cannot be captured in static representation

Contribution-2: Improved artifact flow analysis with SPSM support for reasoning for process change

Gap-3: Lack of aggregation of evidence for the usefulness of SPSM

Contribution-4: Evidence of the usefulness of SPSM

Gap-4: Multiple processes for conducting an SPSM based study

Contribution-5: Consolidated process and guidelines for conducting SPSM based study

Gap-5: Lack of guidelines for performing study selection

Contribution-6: Study selection strategies and documentation guidelines

Figure 1.3: Overview of the research gaps addressed in the thesis.

1.3.1 Research questions

The main objective of the thesis is to operationalize Lean thinking and facilitate its adoption in the SE context. On a theoretical level this is achieved by highlighting a disconnect between the abstract concepts and the theory of Lean and the operational or tactical practices. On an applied level the thesis takes a two pronged approach as follows: First it puts forward proposals to combine VSM with simulation and FLOW to overcome the two major shortcomings in current adaptations of VSM. Secondly, it contributes by providing evidence for the usefulness and scalability of these proposed
improvements to VSM in software development. The research question answered in the thesis is:

**RQ: How to operationalize Lean thinking in the software engineering context?**

From a review of relevant literature it was evident that VSM is the key practice that helps organizations in Lean transformation and adopting Lean principles. Thus, our research focus is on using VSM as the tool and answer the following sub-research questions to improve VSM and address the main RQ i.e. operationalize Lean thinking by using VSM.

**Sub-RQ-1:** How to improve artifact flow analysis in value stream mapping? This is achieved by combining VSM with simulation and assessing which waste and improvements could be identified with this combination. Furthermore, the approach and its outcome were evaluated from practitioners’, and an external simulation expert’s perspective.

**Sub-RQ-2:** How to improve information flow analysis in value stream mapping? To answer this question, an appropriate information modeling approach was selected and combined with VSM. The combination is evaluated in the context of a large-scale software product development from practitioners’ perspective. The scalability (testing it for such a large product) and usefulness (identifying information flow related challenges and improvement) is also analyzed.

Figure 1.4 illustrates how various chapters complement each other to contribute towards the overall aim of operationalization of Lean thinking in software development through VSM. Chapters 2 to 5, help to answer Sub-RQ-1 and Chapter 6 addresses Sub-RQ-2. The work presented in Chapter 7 improves the guidelines for conducting systematic literature studies and was used to enable research in Chapter 2.

The following is a brief summary of the contribution and connection between various chapters: Chapters 2 and 3 attempt to identify evidence of the usefulness of software process simulation for software engineering. Chapter 2 reports the design and results of a systematic literature review of industrial studies on software process simulation, while Chapter 3 is a primary study where the impact of software process simulation was investigated in an academic setting. Using a literature review, we identified and consolidated the process to conduct a simulation-based study. This process, its application in the case company and the lessons learned are reported in Chapter 4. A case study, undertaken to understand the testing process of our industrial partner to support the simulation based study, is also used in this chapter. Chapter 5 reports the lessons learned from other disciplines that have combined value stream mapping with simulation. It also reports a framework and its evaluation in two industrial cases. Chapter
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Main contribution: Operationalization of lean thinking through value stream mapping

- Evaluating the usefulness of simulation to support value stream mapping
  - Chapter 2 & 3: Evidence of the usefulness of SPSM for industrial and academic context
  - Chapter 4: Aggregation of guidelines and procedures to perform simulation based studies in industry
  - Chapter 5: A framework and its application for simulation assisted value stream mapping

Secondary contribution: Improving the reliability of secondary literature studies

- Evaluating the usefulness of information modeling to support value stream mapping
  - Chapter 6: A framework and its application to perform FLOW assisted value stream mapping

Figure 1.4: Overview of the thesis: research questions, major contributions and the mapping to chapters in the thesis.

6 reports the proposal to support VSM with FLOW and its evaluation in a large-scale product development case. Chapter 7 reports a literature review to identify strategies to reduce bias and resolve disagreements between reviewers in secondary studies (systematic mapping studies and reviews). This chapter also reports the evaluation of identified strategies by utilizing these in a systematic literature review reported in Chapter 2. This work has been used to support the secondary studies conducted in this thesis.

1.3.2 Research method

Research methods most relevant to empirical software engineering [66] include: controlled experiments [77], case study research [63], survey research [18], ethnography [61], and action research [40]. This thesis can be described as mixed method research [66]. Different methods were chosen and combined based on their appropriateness to provide the data necessary to answer the research questions in individual studies. An overview of research methods applied in various chapters is provided in Table 1.2. A brief introduction to the research methods applied in the thesis is provided in the following subsections.
Table 1.2: Mapping of the research context and the methods used for research reported in the six chapters of the thesis.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Chapters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Systematic literature review</td>
<td>✔</td>
</tr>
<tr>
<td>Literature review</td>
<td>✔</td>
</tr>
<tr>
<td>Case study / Action research</td>
<td>✔</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industry</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academia</td>
<td>✔</td>
<td></td>
<td></td>
<td>✔</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Systematic literature review**

A systematic literature review aims to exhaustively identify, assess and synthesize evidence related to a specific research question in an unbiased and repeatable manner [34]. A defined review protocol, with an explicit search strategy, inclusion/exclusion criteria, and data extraction forms, guides a systematic review to select and analyze primary studies [34].

This thesis reports one systematic literature review in Chapter 2 that aimed to comprehensively evaluate and assess the claimed usefulness of SPSM for the intended purposes. This review is based on the guidelines by Kitchenham and Charters [34] and uses the study selection process presented in detail in Chapter 7.

Chapters 4, 5 and 7 each report a literature review to identify existing research and get an overview of relevant topics. Hence, thorough quality assessment and synthesis were not required. The reviews were still done with a defined search strategy, an explicit selection process and a described data extraction and analysis process. However, we do not consider these systematic literature reviews as the purpose was not to aggregate and evaluate the evidence reported in existing research [50].

**Case study**

Given the nature of software development which is very context dependent [51], it is difficult to study a phenomenon of interest in isolation. Thus, case studies are a highly relevant research method as they investigate a contemporary phenomenon within its natural context [63]. It has a high degree of realism, but that comes at the expense of the level of control that one may achieve in controlled experiments. The credibility of the results is improved by triangulation of data sources, observers, methods and
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Theories [63]. Case studies use a flexible design approach which allows change of design based on data gathered e.g. more data can be gathered if the data collected is insufficient for analysis. It may involve various iterations of the following steps [63]: case study design, preparation of data collection, collecting evidence, data analysis, and reporting.

Chapters 3, 4, 5 and 6 all report case study research conducted as part of this thesis. All of these studies involved the introduction of an intervention to improve the problem situation and simultaneously contribute to scientific knowledge. This bears similarity to action research, where a researcher actively participates in planning, implementing, monitoring and evaluating the impact of the introduced change [40]. A distinction between action research and case study research with the purpose of improving certain aspect of the phenomenon being studied [63] is not always straightforward. For example, in Chapter 4 case study and literature review were used within the framework of action research methodology [49]. A practical problem was identified in the company, we conducted a case study to understand the problem context and conducted a literature review to understand the state-of-the-art. Similarly, taking on the role of practitioners we developed the simulation model in the company and evaluated the process derived from literature.

Chapter 3 reports a case study done in an academic context (in an active course) to supplement existing evidence since the use of simulation has mostly been evaluated in purely experimental setting, whereas Chapters 4, 5 and 6 report studies conducted in industrial settings. These chapters provide a detailed account of the context of these studies.

1.3.3 Validity threats and limitations

Different classifications exist for validity threats of empirical research, e.g. for experimentation [77] and for case studies [63]. The threats to the validity of findings in the thesis are discussed using the classification by Runeson and Höst [63]. It was used as most of the studies in this thesis have used case study research.

Reliability

The validity threats to the reliability of a study are related to the repeatability of a study i.e. how dependent are the research results on the researchers who conducted it [63].

This threat was minimized by involving multiple researchers in design and execution of the studies. For example, for the systematic review reported in Chapter 2, it meant review of the study protocol by two additional reviewers, two reviewers independently applying selection criteria and performing quality assessment on all the
potential primary studies. This was done to achieve consistency in the application of the criteria and to minimize the threat of misunderstanding by either of the reviewers. To minimize reviewers bias and dependence of review results on personal judgments, explicit criteria and procedure were used. These measures along with the detailed documentation of the process also increase the repeatability of the review. In Chapter 4, only one reviewer did the selection of studies, data extraction from the selected primary studies and the analysis of the extracted guidelines. This means that there is a risk of bias, and a threat to the validity of results exists. However, this threat of bias was reduced by having explicit objective criteria to guide selection and data analysis (coding of individual guidelines) was reviewed by a second researcher.

Similarly, in all case studies, explicit case study protocols with documented steps for data collection and analysis were used. Generally, two researchers did data collection and analysis. Where it was not possible or practical to duplicate the effort for analysis (e.g. due to time constraints introduced due to practitioners availability for studies reported in Chapters 5 and 6), additional measures were undertaken to reduce bias and ensure consistent analysis of data. For example, with the review of analysis and results by a second researcher and then through feedback from the practitioners. Practitioners’ feedback on intermediate results and observations was collected throughout the studies.

Furthermore, involvement of external researchers as observers in studies reported in Chapters 5 and 6 also helped improve the reliability of results by providing an additional means of observer triangulation.

**Internal validity**

The factors that the researcher is unaware of or cannot control the extent of their effect, limit the internal validity of studies investigating a causal relation [63].

For literature reviews, we tried to minimize the risk of overlooking relevant literature by taking measures such as: searching in venues atypical of computer science and software engineering e.g. using business and management literature as well, by using guidelines presented in Chapter 7 for selection of articles that aim to reduce bias in selection and document the selection decisions, and by supplementing protocol driven database search with backward and forward snowball sampling [75]. There is some empirical evidence that snowballing provides improved results when compared to database search [28] [21].

For case studies, involvement of multiple researchers in interviews, workshops and retrospective meetings allowed for triangulation of notes and observations acquired from these meetings by individual researchers. This reduced the threat of misinterpretation of feedback by the researchers. In all studies, instead of relying on the perspec-
tive of a single individual or role, multiple practitioners having different roles in the company were interviewed and involved in the workshops, to avoid any bias. Thus, through triangulation using multiple practitioners from different teams the threat of having a biased perspective of the processes and challenges in the organization was reduced.

**Construct validity**

The threats to construct validity reflect whether the measures used really represent the intended purpose of investigation [63].

For case studies, a conscious attempt was made to strive to have data source triangulation. For example, interviews and workshop results were compared with archival data, process documentation and source artifact analysis to strengthen the evidence generated in these studies. Using the appropriate amount of raw data and through a clear chain of evidence (maintaining traceability between the results, data and data sources), this validity threat was minimized.

For the systematic review reported in Chapter 2, rigor and relevance were evaluated based on what has been reported in the articles, hence few studies could potentially score higher, especially those based on Ph.D. theses. That is, the authors could have followed the steps, but due to page restrictions did not report on the results. Furthermore, an absolute scale was used in the evaluation of rigor of studies and validation of the models without compensating for the purpose of the studies. However, the principle conclusion of the chapter would not be different.

Regarding the guidelines to conduct an SPSM based study presented in Chapter 4, given that both researchers had no previous experience of SPSM, they ideally reflected the situation of a practitioner who is faced with the task of conducting an SPSM study. This lack of prior knowledge increased the likelihood that the successful outcome of this study can be attributed to the consolidated process, and not the expertise authors had in the area. However, there could be various confounding factors that the authors could not control in this study. For example, there is a threat of maturation that the authors acquired more knowledge from literature beyond what is documented in the reported guidelines.

Similarly, a majority of the process guidelines consolidated in Chapter 4 have been developed and used for system dynamics based SPSM studies. Therefore, there is a high likelihood that the consolidated process is biased in support for use of this approach. Furthermore, because of various reasons (as discussed in Chapter 4) system dynamics was the approach of choice. This means that the usefulness of the consolidated process needs to be evaluated for other simulation approaches.
For studies reported in Chapters 5 and 6, it was clearly shown that the improvements led to the identification of new improvement opportunities, practitioners developed new insights about their development processes and that the improvements resulting from the intervention will improve the quality of the software they develop and are realistic to implement. This can be attributed to the use of the proposed intervention as practitioners expressed this opinion in an anonymous survey. This confidence in the results was further strengthened in a follow-up in the organization six months after the conclusion of the study, since all the improvements have either been adopted or they are in the process of implementing them. However, there is still a need to revisit the case organization again and assess if the improvements yielded a quantifiable improvement in achieving the stated goal that was to reduce the time-to-market significantly.

**External validity**

The threats to external validity limit the generalization of the findings of the study outside the studied case [63].

Given that case study research has been the primary method of investigation, the results are strongly bound to the context of the studies. However, each chapter attempts to report the context of the study in detail to support generalization to this specific context. Researchers and practitioners working in a similar context may find the results transferable to their unique context [51]. In general, the results of this thesis will be interesting for organizations developing large-scale software development and trying to adapt and scale Agile software development for their context.

In Chapter 7, the strategies for study selection have been evaluated in only one systematic review. Often the title and abstract of an article is insufficient to draw a conclusion about relevance of a study e.g. the context whether a study was done in practice or in a lab is unclear. Hence, the guidelines to approach selection and how to document the decisions are applicable in other reviews regardless of the topic.

### 1.4 Overview of chapters

The contribution of individual chapters towards the aim of the thesis was discussed in Section 1.3.1 and illustrated in Figure 1.4. In the following sections, a summary of motivation, research method, and main results for each of the chapters is presented.
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1.4.1 Chapter 2: A systematic literature review on the industrial use of software process simulation

To assess the use of simulation to support VSM in the SE context, we first explored literature on the use of simulation in the broader context of software process simulation. We found conflicting claims about the practical usefulness of SPSM, ranging from: “SPSM is useful in SE practice and has had an industrial impact” [85], “SPSM is useful however it is yet to have a significant industrial impact” [36, 25, 9] to “questions about not only the usefulness but also the likelihood and potential of being useful for the software industry” [52].

There is considerable literature on SPSM and there are a number of mapping studies [87] [86], but none is aggregating evidence. Thus, the need to evaluate evidence to assess these conflicting standpoints on the usefulness of SPSM was identified. A systematic literature review was performed to identify, assess and aggregate empirical evidence on the usefulness of SPSM. To assess the strength of evidence regarding the usefulness of SPSM for the proposed purpose, the articles were assessed based on scientific rigor and industrial relevance [26], moreover, the simulation model’s credibility (in terms of the level of verification and validation (V&V) performed, see Chapter 4 for details of V&V in the context of SPSM) was taken into account.

The results of the review revealed that to date, the persistent trend is that of proof-of-concept applications of software process simulation for various purposes (e.g. estimation, training, process improvement, etc.) using a variety of simulation approaches (most commonly system dynamics and discrete event simulation). The scope of the simulation models is usually restricted to a single phase of the life-cycle or the life-cycle of a single product. A broader scope encompassing long-term product evolution, multiple product releases or complex concurrent development scenarios are rarely investigated in real-world SPSM studies.

The 87 shortlisted primary studies, scored poorly on the stated quality criteria. Also, only a few studies report some initial evaluation of the simulation models for the intended purposes. Only 18% of the primary studies verified both the model structure (i.e. representativeness of the simulation model of the software process being studied) and behavior (i.e. whether model behavior accurately captures dynamic process behavior). Overall, 13% provided an evaluation. Only 5% of the studies scored high on either rigor or relevance. Furthermore, the evaluation done was at best only static according to the definition from Gorschek et al. [20], i.e. feedback from practitioners was collected whether the model has the potential to fulfill the intended purpose. Of the overall set, only one article reports having verified structure and behavior of the model, and evaluated it against the specified purpose.
The results clearly show a lack of conclusive evidence to substantiate the claimed usefulness of SPSM for any of the intended purposes. A few studies that report the cost of applying simulation do not support the claim that it is an inexpensive method. There is no evidence to support the claims of industry adoption of SPSM and its impact on industrial practice [84, 85]. There are no reported cases of the transfer of technology where SPSM was successfully transferred to practitioners in the software industry. Furthermore, there are no studies reporting long-term use of SPSM in practice.

**Key findings:** The claims about the usefulness of SPSM, its industrial impact and it being an inexpensive method could not be substantiated from over three decades of research. While the reporting quality of research, and model validation steps need considerable improvement, the need for evaluating SPSM with respect to its purpose is paramount. In use of SPSM as a scientific method of inquiry, care should be taken when interpreting the results taking into account the limitations of simulation in general and the SE context in particular.

1.4.2 Chapter 3: Use and evaluation of simulation for software process education: a case study

The findings in Chapter 2 indicate that while the usefulness of SPSM for industry could not be established there are enough successful proof-of-concept applications that indicate its potential. Furthermore, even the skeptics [52] consider that SPSM has the most potential as a training and learning tool. This motivated us to evaluate the use of SPSM based intervention for an educational purpose.

Software Engineering being an applied discipline, its concepts are difficult to grasp solely at a theoretical level. In the context of a project management course, which aims to convey to students with hands-on experience the knowledge to prepare, execute and finalize a software project, we had observed that students encounter difficulties in choosing and justifying an appropriate software development process. We hypothesized that the students had inadequate experience of different software development processes, and therefore lacked the analytical insight required to choose a process appropriate for the characteristics of the course project.

This chapter presents the evaluation of the use of a simulation based game called SimSE [45] for improving students’ understanding of software development processes. The effects of the intervention were measured with the Evidence-Based Reasoning framework [13] by evaluating the strength of students’ arguments for choosing a particular development process over others.

The framework enabled decomposition of arguments into distinct parts, which ensured an objective evaluation of the strength of the arguments in student reports. This
assessment allowed us to gauge students’ understanding of software development processes.

The results indicate that students generally have difficulty providing strong arguments for their choice of process models. Nevertheless, the assessment indicates that the intervention of the SPSM based game had a positive impact on the students’ arguments. The indications reported in this chapter (from use of software process simulation in an active course) add to the confidence in evidence reported in earlier empirical studies in controlled settings. Given the potential gains as seen in this study, and the relative maturity, intuitive user interface and documentation of the SimSE tool (which was used in the study) [45], the minor additional cost of including it in a course to reinforce concepts already learned was well justified.

Key findings: Evidence from an existing systematic review and the case study presented here shows that simulation could successfully be used in combination with other teaching methods. Simulation was successfully used to reinforce already acquired knowledge about software development process models. The results indicate that while industry uptake of SPSM may be a distant dream there is evidence to encourage its use in SE education.

1.4.3 Chapter 4: Aggregating software process simulation guidelines: Literature review and action research

To combine SPSM with VSM and use it in industry, it was necessary to understand how SPSM based studies are conducted in an applied setting. However, in literature on SPSM, a number of processes were found that were positioned to target a certain simulation approach, size of the organization, modelers’ experience etc. Therefore, it was not as obvious to know which of these processes to follow. This problem was addressed by conducting a literature review to identify existing process prescriptions, and analyzing and consolidating them. It was found that a common trait among all the prescribed process was the iterative and incremental nature of the process to conduct a simulation based study. The consolidation of these processes led to a six-step process. Furthermore, this consolidated process was supplemented with guidelines from SPSM literature in particular and simulation literature in general. Chapter 4 presents a brief description of each step, the sources which recommend them, guidelines applicable for each of the steps and references to relevant literature.

This process was successfully used to develop a system dynamics based simulation model of the test process at the case company. The experience and reflection on using the consolidated process for developing the simulation model are also reported in this chapter. The simulation based study was preceded by a case study at the com-
pany (using process documentation, defect database and interviews with practitioners having various roles in the organization as data sources), which provided the necessary understanding of the organization’s development context and in particular their testing process.

**Key findings:** The overall process for conducting an SPSM based study in industry is independent of the simulation approach, experience level of modelers, and the size of the organization where the study is conducted. Another key result is the recognition that *SPSM is simulation too* i.e. while the SPSM community has redone some of the work already accomplished by other disciplines (which have a relatively longer tradition of using simulation as a method of inquiry), there is an opportunity to learn from them and leverage the similarities and address the peculiarities of the SE context.

### 1.4.4 Chapter 5: Evaluation of simulation assisted value stream mapping: two industrial cases

VSM as a tool for lean development has led to significant improvements in different industries. In a few studies, it has been successfully applied in a software engineering context. However, some shortcomings have been observed in particular failing to capture the dynamic nature of the software process to evaluate improvements i.e. such improvements and target values are based on idealistic situations. The aim is to overcome these shortcomings of VSM by combining it with SPSM, and to provide reflections on the process of conducting VSM with SPSM.

Chapters 2 and 3 provide an awareness of the possible ways that SPSM can be utilized, what techniques and approaches exist, and which ones are more appropriate for a certain purpose and for the scope of modeling. The evidence gathered in these chapters provides confidence and bounds the expectations regarding the utility of SPSM. Likewise, Chapter 4 provides the guidelines to facilitate the use of SPSM in industry. Thus, the work presented in Chapters 2 to 4 provides the foundation, and together it facilitates conscious decision making about choosing an appropriate modeling purpose, scope, and the steps to reach the required level of model credibility.

In this chapter, results of a literature review on how other disciples have combined VSM with simulation are presented. These are used to propose how SPSM can be combined with VSM using the guidelines adapted for the SE context by Khurum et al. [31]. Using case study research, VSM assisted by SPSM was used for two products at Ericsson AB, Sweden. Ten workshops were conducted in this regard. Simulation in this study was used as a tool to support discussions instead of as a prediction tool. The results have been evaluated from the perspective of the participating practitioners, an
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external observer, and reflections of the researchers conducting the simulation that was elicited by the external observer.

Significant constraints hindering the product development from reaching the stated improvement goals for shorter lead-time were identified. The use of simulation was particularly helpful in having more insightful discussions and to challenge assumptions about the likely impact of improvements. However, simulation results alone were found insufficient to emphasize the importance of reducing waiting times and variations in the process. Due to the participatory approach followed in VSM, with involvement of various stakeholders, consensus building steps, emphasis on flow (through waiting time and variance analysis) and the use of simulation led to realistic improvements with a high likelihood of implementation.

**Key findings:** Use of simulation proved an effective tool to prompt insightful discussions and reflect on the impact of addressing certain challenges and for reflecting on the likely benefits of proposed improvements. The results clearly indicate positive experience from using simulation to assist VSM, and practitioners would like to see more extensive use of simulation as a decision support tool. However, researchers had to perform the simulation model building activities and present the models and their outputs, and it is difficult to foresee practitioners developing simulation models on their own in the future, at least in the case company. Another major limitation to the utility of simulation is a lack of data, simulation results did not carry the same weight even when calibrated using within-company data from a different team.

1.4.5 Chapter 6: FLOW-assisted value stream mapping in a large-scale software product development

The current adaptations of VSM from Lean manufacturing focus mostly on the flow of artifacts and have taken no account of the important information flow in software development. A solution specifically targeted towards information flow elicitation and modeling is FLOW. This chapter proposes and evaluates the combination of VSM and FLOW to identify and alleviate information and communication related challenges in large-scale software development.

Using case study research, FLOW assisted VSM was used for a large product at Ericsson AB, Sweden. Both the process and the outcome of FLOW assisted VSM have been evaluated from the practitioners’ perspective. It was found that FLOW helped to systematically identify and elaborate waste, challenges and improvements related to information flow. Practitioners were positive about the use of VSM as a method of choice for process improvement and found the overview of the entire process using the FLOW notation very useful. The combination of FLOW and VSM presented in this study was
successful in uncovering issues and systematically characterizing their solutions, indicating their practical usefulness for waste removal with a focus on information flow related issues.

**Key findings:** FLOW provides a systematic approach to elicit, visualize and analyze information flows. The lightweight approach with intuitive notation provided the necessary support missing in the current VSM to analyze information flow and effectively streamline the value stream.

### 1.4.6 Chapter 7: Identifying and evaluating strategies for study selection in systematic literature studies

The study selection is critical to improve the reliability of secondary studies. However, when designing the review protocol for the systematic review presented in Chapter 2 of this thesis, a lack of guidelines to systematically perform and document study selection was identified. By analyzing the existing systematic literature reviews, the strategies and rules employed by researchers for ensuring reliability of selection were identified.

Thirteen different strategies for inclusion and exclusion were identified. Three were used to assure objective inclusion/exclusion criteria to reduce bias, three to resolve disagreements and uncertainties due to bias, and seven defined decision rules on how to act based on disagreements/agreements. It was also found that the strategies most frequently used in existing reviews were the ones proposed in the systematic review guidelines [34].

To evaluate the identified strategies, a process for study selection employing them was presented and evaluated in an SLR (reported in Chapter 2 on the usefulness of software process simulation). As expected, it was found that the most effective strategy is the most inclusive strategy, as all less inclusive strategies lead to a loss of relevant papers. From an efficiency point of view adaptive reading (proposed in this study) allows following the most inclusive strategy with relatively little additional effort. The importance of having multiple reviewers and to interpret inter-rater agreement statistics carefully was also highlighted quantitatively. Other interesting observations were related to the impact of following less inclusive strategies on the results of the study. However, no conclusions can be drawn in that regard.

**Key findings:** Importance of having more than one reviewer to improve reliability of secondary studies. Improve repeatability by clearly documenting the selection criteria, decisions and the process, and pilot and use inter-rater statistics to assess the quality. However, results of pilots and inter-rater statistics should be interpreted with care, given the high likelihood of noise in database-search for relevant articles.
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1.5 Discussion

1.5.1 VSM with simulation

We evaluated the use of SPSM to support VSM in two industrial cases. Inspired by the ways SPSM has been used to support VSM in other disciplines, a framework listing the possible uses along with references to relevant literature were provided. Furthermore, the use of simulation to support discussions regarding which challenges should be addressed on priority and under the given assumptions what is the impact of proposed improvements. SPSM contributed substantially in highlighting the potential of reducing waiting times and improving the flow in the process. The ability to model uncertainty in the process was visibly the most beneficial in providing a realistic test bed to assess the improvements by making the assumptions of practitioners explicit and providing input for choosing between alternatives.

However, there are several considerations when utilizing SPSM, which are discussed in the following subsections.

Cost of SPSM

Compared to experimenting with the actual process SPSM is positioned as an inexpensive mechanism of inquiry [81] [42] [30] [38]. However, the premise that a simulation model produces as reliable results as a case study, where the change is introduced on a smaller scale, has two problems:

1. The cost of conducting an effective simulation should be considered. It will include, e.g.:
   - The cost of the necessary measurement program that can feed the model with accurate data (as seen in Chapter 5).
   - The cost in terms of required tool support, training and effort for development and maintenance of simulation models.

2. When comparing to other methods of studying a system (like experiment or case study research) the strength of evidence should also be taken into account.

   In the SLR of SPSM literature (see Chapter 2), only two studies reported an estimate of the effort spent on the simulation based study. Pfahl and Lebsanft [55] report 18 months of calendar time for the simulation study and an effort of one person year in consulting and 0.25 person years for the development part. In another study, Pfahl [53] only reports the calendar time of three months for knowledge elicitation and modeling
and four meetings with the client. Shannon [65] predicted a high cost for the simulation as well, “a practitioner is required to have about 720 hours of formal classroom instruction plus 1440 hours of outside study (more than one man-year of effort)”.

Given the nature of software development where change is so frequent (technology changes, software development process, environment, and customer requirements etc.), it is very likely that for the simulation as a decision support tool will need adaptation. Expecting practitioners to put one man-year of effort is very unrealistic. Thus, there is a need to reduce this cost, identify and alleviate other challenges that practitioners face to develop and maintain simulation models on their own. Murphy and Perera [44] have done some research in this direction in the automotive and aerospace industry where they looked at the problems encountered and enabling factors for a successful implementation of a simulation in a company. Similarly, when we using simulation as a decision support tool for use by practitioners it raises unique requirements on the simulation tools, e.g. integration of the simulation model with the existing decision support system [6] [44].

Evidence for the usefulness of simulation

Apart from the cost of using simulation another important aspect that will highly influence the decision to adopt simulation in practice is the evidence of the usefulness of SPSM for its intended purposes in the real-world software development.

Here is a brief summary of promised benefits of software process simulation (for details see Chapter 2 for applied SPSM and for overall SPSM literature see [87] and [86]):

- Improved effort and cost estimation
- Improved reliability predictions
- Improved resource allocation
- Risk assessment
- Studying success factors for global software development
- Technology evaluation and adoption
- Training and learning

Christie’s [14] words of caution that “simulation is not a panacea” are not repeated often enough. And simulation is presented as exactly that: a panacea, a silver bullet. However, when an attempt was made in this thesis to assess the evidence presented in literature for these claimed benefits, it was found that there is almost no evaluation reported. Furthermore, the studies reported in SPSM literature scored poorly in terms of scientific rigor (for a detailed discussion see Chapter 2). The lack of discussion of
limitations or threats to the validity of findings from the SPSM studies (see Chapter 2) further highlights this problem.

Whereas to establish SPSM as an alternative to static process models, analytical models, and as means of planning, management and training in industry, the evidence of its efficacy must be presented. Unfortunately, based on the systematic review (see Chapter 2) and the survey results [3], SPSM modelers see verification and validation as the evaluation of simulation models. Some initial work towards a framework that highlights the need for evaluation of the value aspect of a simulation model is done by Ahmed et al. [2].

In the thesis, the usefulness of SPSM was evaluated in both industrial and academic contexts. In an industrial context, we evaluated the usefulness of simulation as a tool for reflection and reasoning about changes to the software development process. In Chapter 5, SPSM was successfully utilized to reflect on the impact of addressing identified challenges and reason about which improvements should be prioritized to implement in the context of VSM.

For software process education, based on results of a systematic literature review [74] and the work presented in Chapter 3, SPSM is considered a useful tool to reinforce the theoretical understanding of software process models. SPSM achieves this by putting the knowledge to practice in a simulated environment. It must be highlighted that SPSM has shown value as a supplement to existing teaching methods and should not be considered an alternative to existing methods. For example, in the case reported in Chapter 3, it would take an impractical number of iterations to learn a process model just by playing the SPSM based game repeatedly. This would not be an efficient approach to learning.

Moreover, experiencing process models in a simulated environment does not mean that we can eliminate the need for the practical project (where the students choose and apply a process model to develop a software product). SPSM based games impose certain restrictions on how the games are played. Furthermore, the underlying process models implemented in such games have a fixed interpretation with assumptions about how various factors are interrelated. For example, in the simulation tool used in Chapter 3, students will not have the freedom to combine best practices from process model “A” with another process model say “B”, which may otherwise make “B” more appropriate for the given context. Of course, such a combination can be modeled but that would mean training the students in simulation modeling which is beyond the scope of the course.
Strength of evidence generated by SPSM

Another aspect is strength of evidence generated by SPSM. This aspect is indirectly evaluated in the evidence of usefulness but in this section the focus is on more intrinsic elements that are the foundation of SPSM. A critical discussion of the limitations of SPSM will help position it appropriately as a means to supplement other empirical methods. Some limitations discussed below are generally true for any simulation but they are aggravated in SPSM because of the nature of software development.

Models are simplification: Simulation models like any models are a simplification, abstraction, and at best approximations of the system of interest [14]. In large organizations, the documented process, the actual process and the perceived process are different. Thus, there is some level of uncertainty brought into the software process simulation modeling. Looking at the existing literature a lot of the studies simulate process models based on standards (e.g. IEEE-12207) claiming that this is the process used by the company. The processes described in standards are often adapted in practice, and not applied as specified in a standard, which is a potential validity threat to the conclusions drawn from such studies. Similarly, this raises questions about the validity of the simulation results when the models are only calibrated with data from the case company using an existing process model.

In Chapter 4, for example, when we were simulating the test process for training purposes, we could not just use a general test process like the ISO/IEC/IEEE 29119-2. It was important to capture the testing process followed in the company in sufficient detail. So, that the practitioners can relate with the simulation model, trust its results, and find the lessons learned from working with the simulation model transferable to practice. This could only be achieved if the model sufficiently replicates both the structure (e.g. tasks, activities and their sequence) and behavior (e.g. data about defect density, number and frequency of iteration in various phases) of the real process. However, besides all the efforts to make the model as realistic as possible, due to the number of assumptions and reliance on “estimation” for the calibration of the model for missing data, the model can only be used for illustrative purposes.

Lack of evidence for causal relations: There are no established physical laws that govern software development and SPSM deals with entities that are difficult to quantify [14]. Confidence in the model depends on verification and validation of the structure and behavior of the model [14]. Similarly, our existing understanding of the causal relations is not at the level of physical laws, e.g. on size and effort [27], and for software metrics validation in general [32]. This brings another layer of uncertainty in the software process simulation models.

In Chapter 5, to support the simulation modeling we tried to identify relationships between several challenges identified in the process and the factors influencing them.
However, it was an unsuccessful attempt, as soon it became a speculative exercise where practitioners reasoned about how several factors were inter-related. Finally, the practitioners were not confident at all in quantifying (even as estimates) these relations.

Lack of data: Olsen [46] describes that a model without supporting data is a little more than a visual metaphor. He further highlights the importance of accurate measures to enable adequate predictions by the model [46]. However, a lack of empirical data in the software industry is a common challenge faced by software process simulation modelers [30]. An often used solution in the existing SPSM research is the use of industry averages and estimates from analytical models. Given the context driven nature of software development [51] it is clear that this adds a certain amount of uncertainty in the software process simulation models that are calibrated with cross-company data. Another means often used to overcome the lack of data is to use the analytical models like COCOMO [12]. Ironically, the analytical models that were criticized for their static nature [30] are being used for calibrating the simulation models. Furthermore, there is inconclusive evidence for the usefulness of cross company data, e.g. Kitchenham et al. [35] found evidence both supporting and refuting the usefulness of cross-company data sets for cost estimation. Given that a simulation cannot be effective unless both the model and data accurately represent the real-world [66]. The lack of data, therefore, adds another layer of uncertainty in software process simulations.

In Chapters 4 and 5, it was realized that SPSM making opportunistic use of available data (i.e. where the measurement program collecting data in an organization was not directed by the needs of the simulation model) added serious shortcomings to the calibration of the models. For example, in the study reported in Chapter 4 while the detailed data for attributes of requirements being implemented in each version of the product and the defects found in each version were available, there was no traceability between requirements and defects. Thus, neither the relation between e.g. the size of the requirements and number of defects introduced nor the number of times a requirement had to iterate in various phases before being released could be discerned from the data. Therefore, we had to rely on expert judgment to estimate and calibrate the model, but the variation between various experts’ opinion added serious threats to the validity of the reliability of the results beyond an illustrative tool for training.

Similarly, in the case studies reported in Chapter 5, simulation was used as a tool for reflection and reasoning about changes in the development process. It was clear that simulation results led to more insightful discussions in both cases. However, in one product (due to the unavailability of data) data from the other product were used for the calibration of the model. In this case, practitioners argued that the results were less applicable for their case.

In other cases where practitioners generally have a dismissive attitude of “not applicable here” towards empirical evidence [59], it is likely that such practitioners will
dismiss the results of simulation altogether if it were not calibrated with their data. The likelihood of such reactions is even higher if the simulation results do not align with their perception. Thus, a lack of data threatens the usefulness of SPSM even as a tool for reflection.

**Simulation as an alternative empirical method**

Simulation is motivated as an alternative by citing the high cost and risk of manipulating the actual system [42] [81]. In principle this statement is true, but that is precisely the reason why pilot studies are performed where the change is incorporated on a small scale.

Simulation is sometimes suggested as an alternative to case study as the results of a simulation study are somehow more generalizable. For example, “the usual way to analyze process behaviour is to perform the actual process in a case study and observe the results. This is a very costly way to perform process analysis, because it involves the active participation of engineers. Furthermore, results from a particular case study cannot necessarily be generalized to other contexts. Another way of analyzing processes is to simulate them” [66]. Others have proposed it as an alternative to expensive controlled experiments that are often done at a scaled down problem in laboratory settings. For example, “Simulation modeling provides a viable experimentation tool for such a task. In addition to permitting less costly and less time-consuming experimentation, simulation-type models make ‘perfectly’ controlled experimentation possible” [1].

These observations indicate that the SPSM researchers view simulation as a research method. However, there is an evident desire to transfer the SPSM state-of-the-art to the software industry considering the SPSM studies reported in literature that involved companies.

Based on the results of a systematic literature review where the claims of usefulness of SPSM could not be substantiated (see Chapter 2), our own experience of conducting SPSM based studies in industrial settings (see Chapters 4 and 5) and the weaknesses of SPSM as discussed in Section 1.5.1 we do not consider simulation models an alternative to other research methods.

**Likelihood of widespread adoption**

The cost of simulation (as discussed in Section 1.5.1) and the strength of evidence (see Section 1.5.1) generated by SPSM should inform our decision of when and how to use SPSM. Based on the research presented in this thesis, characterizing the limitations of the utility of SPSM, we consider it a decision-support tool used by researchers and
consultants to support practitioners. No reported cases of long-term use of SPSM or adoption by industry have been found (see Chapter 3). Also, our own experience of using simulation in industry (see Chapter 5) indicates very little likelihood of wide spread adoption of SPSM in the software industry. For example, practitioners participating in the studies reported in Chapter 5 acknowledged the contribution of simulation in the VSM related work, and expressed the desire to see it being more extensively used for decision support. However, they were not willing to model themselves and did not allocate time to receive trainings even though we offered to help.

Conducting SPSM based study

The analysis of existing process guidelines for conducting SPSM revealed considerable similarity among them. It was further concluded that the process for conducting an SPSM based study is independent of the factors that were highlighted as the focus of each of these processes e.g. simulation approach, modelers experience or organizational size. Furthermore, at an abstract level the process is very similar to the generally recommended process for simulation based studies in other disciplines. This suggests that SPSM and simulation in other disciplines are more similar than previously thought. We can learn from their methodology, reporting guidelines, best practices and lessons learned and evaluate them for SPSM.

The consolidated process for conducting an SPSM based study in industry presented in this thesis (see Chapter 4) reduces confusion in choice of a process caused by the plethora of process prescriptions. The process can act as a checklist for advanced simulation modelers as well as facilitate novice modelers for conducting SPSM based studies. The utility of this model was demonstrated successfully in this thesis.

1.5.2 VSM with FLOW

Software development is a knowledge intensive activity [10]. However, process models for information flow often neglect verbal, informal communication or the experience required to carry out complex software development tasks. Instead, such models mainly focus on only documented information flow [60]. In practice, for example, many requirements, decisions, and rationales are only communicated using informal means. Thus, it is important to capture both documented (“solid”) and undocumented, verbal, or informal (“fluid”) flow of information [69] [64].

Similarly, the current push towards these more flexible approaches further increases the importance of capturing the “fluid” information flow. Since, traditional plan-driven approaches tend to rely on documented information propagation, while the Agile approaches rely on “direct communication” [15].
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Solid information is typically stored in documents, files, recordings, or other kinds of permanent media. Creating and retrieving information takes longer and requires more effort, but does not rely on the creator, and can be performed at a later point in time and by many people. Fluid information flows faster and often more easily: phone calls, chats, or short messages do not get formally documented, but convey information as well. Fluid information is typically stored in a person’s mind. It is important to see both solid and fluid information as inseparable and mutually constituting [24]. Each has its own strengths and weaknesses but their interplay complements each other. Many companies need to mix and adjust elements from both ends of the spectrum and try to find an overall optimum. FLOW is particularly useful in this regard as it showed that it can help organizations take those decisions on a case by case basis.

Both VSM and FLOW have synergies and hence are even more successful in combination. FLOW was successfully used to elicit and model information flows. The approach and the analysis in the VSM. While VSM provided a broader framework that brings a systematic approach of reflecting on the value stream to eliminate waste and identifying improvements. Furthermore, the artifact flow analysis, where the time-line for the value stream is assessed, helps to quantify the implications of challenges in information flow.

1.6 Some indications of research impact

Apart from three cases of conducting VSM reported in this thesis (Chapters 5 and 6), in the fourth instance, a practitioner from the case company (who was involved in the earlier VSM studies) took over the entire responsibility for conducting VSM. We were involved only in a supportive role (doing the data analysis in the background). Since, then the practitioner has been involved in training other employees in sites in Germany, China, India and the US to facilitate and encourage local teams to start reporting the new measurements, use the dashboards and conduct VSM locally.

So, far they have conducted VSM for eight products and the feedback has been very positive from the teams. They consider that the benefits of the workshops outweigh the time spent by participating in them. Even with product teams with skeptical participants the value became apparent once they had participated in the workshops.

All the reports of quantitative data analysis on lead-time, and the visualizations for flow (used during the work that is reported in Chapters 5 and 6) are now part of the VSM dashboard to facilitate the practitioners to analyze their development processes. There are new measurement points that have been introduced into the process based on the work presented in the thesis.
Feedback on dashboard-based reports is also positive as practitioners found it useful to reflect objectively on the perceptions that they had about the state of their product development (e.g. size and place of backlogs). However, the dashboard is not currently used as part of routine work and they are hoping that having local “VSM facilitators” will help to get VSM rolling in the organization.

The feedback on incorporating simulation has also been positive, but there is a need to make it more accessible to practitioners that will take on the role of “VSM facilitators” in the organization. Given the consistent overall process that is followed throughout the organization and the standard suite of measurements that are collected in each of the products provides some avenues for the use of simulation. The expectation is to explore further the possibility to train the “VSM facilitators” to enable the use of simulation models even though they will not be required to create the models themselves. This would provide them with the tool set to perform certain analyses and highlight the importance of having continuous/even flow over the typical resource utilization mindset that is currently prevalent.

Similarly, there has been some influence of the work presented in Chapter 3 within our department at the university. The simulation based intervention used in that study is part of the graduate level course as a four-hour workshop distributed over two days. Furthermore, some colleagues have used the Evidence-Based Reasoning framework [13] identified and adapted in Chapter 3 to give students formative feedback in scientific argumentation.

The work presented in Chapter 7 to improve the guidelines for systematic secondary studies has been well received by the community, it was published as two short papers. The first paper [48] received high scores from authors of the guidelines for SLR in SE and is part of the updated guidelines [33] the evaluation paper [4] got the best short paper award at the International Symposium on Empirical Software Engineering and Measurement, Turin, Italy 2014.

### 1.7 Conclusion

This thesis aimed to facilitate the adoption of Lean thinking in the software industry. We evaluated VSM to operationalize Lean thinking using SPSM and FLOW. To incorporate SPSM into VSM, there was a need: to evaluate the usefulness of SPSM in the SE context, to develop guidelines for conducting simulation based study in industry, and provide a framework to combine SPSM with VSM. Similarly, a proposal to combine FLOW with VSM to facilitate information flow analysis was presented and evaluated. Thus, both artifact flow (or material flow) and information flow analysis in VSM were improved. Based on the findings of this thesis, the following conclusions are drawn:
**RQ: How to operationalize Lean thinking in the context of software development?**

In current adaptations of Lean in SE, VSM is either a tool that is used only after a certain set of practices in a prescribed order have been implemented [22] or its role is limited to visualizing the process and eliminating waste [58]. This may explain why besides the popularity and interest in Lean, only a few applications of this key practice have been reported in the SE context [47] [73]. In this thesis, value stream mapping was identified as the key practice that can operationalize Lean thinking and facilitate the organizations’ attempting a Lean transformation. Contrary to some prescribed order for adopting Lean practices [22], which is highly unlikely to be applicable/relevant in every context, VSM provides a systematic approach to identify the most relevant changes in each unique context. Furthermore, while VSM directly targets waste and by identifying and eliminating it, it directly contributes to achieving the aims of pull, flow, continuous improvement and above all to “optimize the whole”.

The Lean principles are used to guide and help practitioners applying VSM to identify waste and recommend improvements, where the unique characteristics of development teams, software product, and other technical and organizational factors are taken into consideration. Similarly, there are no fixed definitions of waste, the categories identified in literature [57] are an excellent starting point and practitioners may use them for reflecting on their own development process when doing VSM. The guidelines that were further improved in this thesis, take some key lessons learned from software process improvement literature into consideration. With the use of VSM we were able to get the buy-in from both management and development teams. This was evident from their confidence in the value of the improvements in terms of improving the quality of the product and that improvements are realistic and will be implemented. It was also confirmed in a follow-up workshop that virtually all suggested improvements have been implemented.

**Sub-RQ-1: How to improve artifact flow analysis in value stream mapping?** The combination of simulation with VSM allowed overcoming the current limitation of VSM using static models for identification of challenges and selection of improvement alternatives to implement. In the given case, simulation contributed significantly to help challenge whether addressing the perceived major challenges had the potential of achieving the target of improvement. Simulation output provided useful input for discussions, to make our assumptions explicit and helped to make a more informed decision about the choice of improvement. Overall, by taking the uncertainty of the process into the model we achieved a quantitative data source for triangulation of expert opinion beyond the empirical data about the current process performance. Possible ways of combining simulation with VSM and their likely benefits have been identified.
in the thesis. However, a decision has to be made on a case-to-case about the feasibility of using simulation.

**Sub-RQ-2: How to improve information flow analysis in value stream mapping?**

There are a number of information flow modeling alternatives that are available, however, FLOW was found to be a light-weight and systematic approach to elicit information and visualize information flows using its simple and intuitive notation. In the context of VSM, it enabled to capture the process in sufficient detail to expose challenges related to information flow e.g. overload on key stakeholders, and sole reliance on a human resource as an information source while multiple non-collocated sites require the information. In our proposal, FLOW works in the background without the need to provide practitioners any additional training or familiarization with the methodology of FLOW. This also made the combination with VSM a success.

## 1.8 Future work

There is considerable interest in scaling Agile for large-scale software development. We intend to continue doing research on the topic. Application of Lean thinking to software development is relatively new however, there is considerable research that is complementary to generic lean principles. We intend to further leverage from existing work in the complementary areas of value-based software engineering [11], theory of constraints [5], and systems thinking and system dynamics [37] [17].

Seeing the benefits of using simulation, there is an interest from our industrial partner for exploring further avenues for its use. The future direction of our research with regard to simulation is to identify opportunities for the use of SPSM where practitioners can benefit from its use without having to invest extensively in learning to build simulation models. One such opportunity exists in the case company, where a shared process and measurements are implemented that provides a consistent view of the current development activities.

Similarly, we will continue to contribute to the development of empirical methods for SE research. One proposal is to assess and improve the guidelines for doing database search or snowball sampling employing graph theory.
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Chapter 2

A systematic literature review on the industrial use of software process simulation

Abstract

Software process simulation modeling (SPSM) captures the dynamic behavior and uncertainty in the software process. Existing literature has conflicting claims about its practical usefulness: SPSM is useful and has an industrial impact; SPSM is useful and has no industrial impact yet; SPSM is not useful and has little potential for industry. To assess these conflicting standpoints on the usefulness of SPSM. A systematic literature review was performed to identify, assess and aggregate empirical evidence on the usefulness of SPSM. In the primary studies, to date, the persistent trend is that of proof-of-concept applications of software process simulation for various purposes (e.g. estimation, training, process improvement, etc.). They score poorly on the stated quality criteria. Also, only a few studies report some initial evaluation of the simulation models for the intended purposes. There is a lack of conclusive evidence to substantiate the claimed usefulness of SPSM for any of the intended purposes. A few studies that report the cost of applying simulation do not support the claim that it is an inexpensive method. Furthermore, there is a paramount need for improvement in conducting and reporting simulation studies with an emphasis on evaluation against the intended purpose.
Chapter 2. A systematic literature review on the industrial use of ...

2.1 Introduction

Delivering high quality software products within resource and time constraints is an important goal for the software industry. An improved development process is seen as a key to reach this goal. Both academia and industry are striving to find ways for continuous software process improvement (SPI). There are numerous SPI frameworks and methodologies available today [7, 47, 17], but they all have one challenge in common: the cost of experimenting with the process change. It is widely claimed that software process simulation modeling (SPSM) can help in predicting the benefits and repercussions of a process change [40], thus, enabling organizations to make more informed decisions and reduce the likelihood of failed SPI initiatives.

Since the suggestion to use simulation modeling for understanding the software development process by McCall et al. [108] in 1979, there is considerable literature published over the last three decades in this area. There are a number of secondary studies on the subject that have scoped the research available on the topic [19, 27, 57, 58, 59, 56, 14].

From these studies, it can be seen that all SPSM purposes identified by Kellner et al. [19] have been explored in SPSM research over the years. In terms of the scope of the simulation models, it has ranged from modeling a single phase of the life-cycle to various releases of multiple products [57, 56]. The following is a brief list of some proclaimed benefits of SPSM:

- Improved effort and cost estimation
- Improved reliability predictions
- Improved resource allocation
- Risk assessment
- Studying success factors for global software development
- Technology evaluation and adoption
- Training and learning

Such range of claimed potential benefits and reports of industrial application and impact [53] give an impression that simulation is a panacea for problems in Software Engineering (SE). However, some authors have recently questioned the validity of these claims [37]. Three positions can be delineated from literature on SPSM:

Claim 1: software process simulation is useful in SE practice and has had an industrial impact [53].
Claim 2: SPSM is useful however it is yet to have a significant industrial impact [28, 16, 8].
Claim 3: questions not only the usefulness but also the likelihood and potential of being useful for the software industry [37].

In this study, we aim to aggregate and evaluate, through a systematic literature review [24], the empirical evidence on the usefulness of SPSM in real-world settings (industry and open source software development). In essence, we aim to establish which of the claims in the SPSM community can be substantiated with evidence. The main contributions of this study can be summarized as the following:

- We attempted to substantiate the claim that SPSM is an inexpensive [110, 19] mechanism to assess the likely outcome before actually committing resources for a given change in the development process [19].
- We attempted to characterize which SPSM approaches are useful for what purpose and under which context in real-world software development (cf. [19] for a definition of purpose and scope).
- We used a systematic and documented process to identify, evaluate, and aggregate the evidence reported for the usefulness of SPSM [24, 18].
- The existing secondary studies cover literature published from 1998 till December 2008. We included any literature published till December 2012 and also considered other than typical SPSM venues and found substantially more studies (a total of 87 primary studies of which 17 are published before 1998, 46 between 1998 and 2008, and 24 after 2008) that have used SPSM in a real-world software development setting than any of the existing secondary studies.
- From the existing secondary studies, we now know that many simulation approaches “can be applied” and that they “can be useful”. However, in this study we attempt to see if there is a progression in SPSM literature and if these claims can now be substantiated.
- By following an objective, thorough and systematic approach (detailed in Section 2.3) the existing research on SPSM is evaluated in an objective, unbiased manner. This well-intentioned endeavor is to identify improvement opportunities to raise the quality and steer the direction of future research.

The remainder of the chapter is structured as follows: Section 2.2 presents the related work. Section 2.3 explains our research methodology. Section 2.4 shows the characteristics of the primary studies, followed by the review results in Section 2.5. Section 2.6 discusses the results of the systematic literature review, and Section 2.7 concludes the chapter.
2.2 Related work

Using the search strategy reported in Section 2.3.2, we identified a number of existing reviews of the SPSM literature [19, 27, 57, 58, 59, 56, 14, 5]. These are mostly mapping studies that provide an overview of the SPSM research. None of these studies help to assess which of the claims about the usefulness of SPSM are backed by evidence.

Kitchenham and Charters [24] have identified criteria to assess an existing review. From these criteria, we used the detailed check-list proposed by Khan et al. [20] and the general questions recommended by Slawson [45]. The aim was to evaluate the existing reviews on their objectives, coverage (data sources utilized, restrictions etc.), methodology, data extraction, quality assessment, analysis, validity and reporting. The detailed criteria are available in [4].

2.2.1 Existing reviews

The results of our assessment using these criteria [4] on the existing literature reviews in the SPSM field are presented in the following subsections.

Kellner et al. [19]

Kellner et al. [19] provide an overview of SPSM field and identify the objectives for use of simulation, scope of simulation models and provide guidance in selecting an appropriate modeling approach. They also summarize the papers from the First International Silver Falls Workshop on Software Process Simulation Modeling (ProSim’98).

Their study was published in 1999 and there is considerable new literature available on the topic. We utilize their work to explore how the research in real-world application of SPSM has used the simulation approaches for the purposes and scopes identified in their study.

Zhang et al. [57, 58, 59, 56]

Zhang et al. [57, 58, 59, 56] reported a “two-phase” scoping study on SPSM research. They have used six broad questions to scope [35] the field of SPSM. They [56] also acknowledge that their study “is also a kind of mapping study”.

In the initial phase, Zhang et al. [57] performed a manual search of renowned venues for SPSM literature. In the second phase [56], it was complemented with an electronic search in IEEE, Science Direct, Springer Link and ACM, covering literature from 1998-2007.
The use of only one reviewer for selection, data extraction, quality assessment and study categorization is a potential threat to the validity of their studies. With such a large amount of literature that one reviewer had to go through for these two broad studies, a reviewer is highly likely to make mistakes or overlook important information [22, 51]. If only one reviewer is doing the selection there is no safety net and any mistake can result in missing out a relevant article [21]. Another shortcoming, as acknowledged by the authors is the use of a less rigorous process for conducting the review [57], “the main limitation of our review is that the process recommended for PhD candidates is not as rigorous as that adopted by multiple-researchers”.

For the tasks where a second reviewer (e.g. for data extraction from 15% of the studies in the second phase [56]) was involved, neither the inter-rater agreement nor the mechanism for resolution of disagreements is described.

**Liu et al. [27]**

Liu et al. [27] primarily scoped the research on software risk management using SPSM. They seek answers for five broad scoping questions but focusing on use of SPSM in software risk management. The mapping results represent the studied purposes, the scope of the modeled processes and the tools used in the primary studies.


Like the Zhang et al. study [57, 56], Liu et al. [27] did not use the quality assessment results in the selection of studies or in the analysis. Their entire review was done by one reviewer “One PhD student acted as the principal reviewer, who was responsible for developing the review protocol, searching and selecting primary studies, assessing the quality of primary studies, extracting and synthesizing data, and reporting the review results.”

**Zhang et al. [53]**

Zhang et al. [53] present an overview of software process simulation and a historical account/time-line of SPSM research, capturing who did what and when. They claim to have done some impact analysis of SPSM research based on the results of their earlier reviews [57, 58, 59, 56]. The “case study” reported in this article to supplement the
“impact” analysis is at best anecdotal and is based on “interview-styled email communications” with Dr. Dan Houston. They have acknowledged this to be an initial study that needs to be extended when they say “we are fully aware that our results are based on the examination of a limited number of cases in this initial report. The impact analysis will be extended to more application cases and reported to the community in the near future”.

Furthermore, the following conclusions in the article [53] are not backed by traceable evidence reported in primary studies included in their review:

- “It is shown that research has a significant impact on practice in the area” i.e. SPSM in practice.
- “Anecdotal evidence exists for the successful applications of process simulation in software companies”.
- “The development of an initial process simulation model may be expensive. However, in the long-term, a configurable model structure and regular model maintenance or update turn out to be more cost effective”.

**de França and Travassos [14]**

de França and Travassos [14] characterized the simulation models in terms of model type, structure, verification and validation procedures, output analysis techniques and how the results of the simulation were presented in terms of visualization. Their study is different from previously discussed reviews (in sections Section 2.2.1-Section 2.2.1) as it considers verification and validation of models, and hence has an element of judging the quality of the simulation models being investigated. Another difference that is important to note is their inclusion of all simulation studies that were related to the software engineering domain (e.g. architecture) thus covering simulation as a whole. They used Scopus, EI Compendex, Web of Science and developed their search string by defining the population, intervention, comparison, and outcome.

In their selection of studies, one reviewer conducted the selection first, his decisions were reviewed by a second reviewer and lastly the third reviewer cross-checked the selection. This increased the validity of study selection however it is prone to bias as the selection results from the first reviewer were available to the second reviewer and subsequently both the categorizations potentially biased the selection decision of the third reviewer.

The list of primary studies and the results of quality appraisal are reported in the study. They have also reported their data extraction form, but did not report on the measures undertaken to make the data extraction and classification of studies more reliable.
They extracted information about model verification and validation and how many studies conducted this activity in different ways. This provides an interesting point of comparison with our study as both studies conducted this assessment independently without knowing each others outcomes.

**Bai et al. [5]**

Bai et al. [5] conducted a secondary study of empirical research on software process modeling without an explicit focus on SPSM. The study has four research questions that scope the empirical research in software process modeling for:

- Research objectives
- Software process modeling techniques
- Empirical methods used for investigation
- Rigor of studies (whether research design and execution are reported)

The study used “7 journals and 6 conference proceedings, plus other relevant studies found by searching across online digital libraries, during the period of 1988 till December 2008”. Although the general selection criteria and data extraction form are presented, no details of the procedure for selection, extraction or quality evaluation are presented. The detailed criteria for how the rigor of studies was evaluated are also not reported. Likewise, it is unclear what was the role of each reviewer in the study. Without this information it is difficult to judge whether the results are sensitive to the way the review was conducted.

Given that only 43 empirical studies are identified in their review raises some concerns about their search strategy (selection of venues, search strings etc.). Since their study had a broader scope than ours which is including all software process modeling literature, there should have been substantially more studies.

To aggregate results they used frequency analysis in terms of how many studies investigated a specific research objective, process modeling technique, using a certain empirical method and how many described the design and execution of the study.

### 2.2.2 Our contribution

The contributions of this study in comparison to existing secondary studies can be summarized as following:

1. Given the conflicting claims about the usefulness of SPSM it was important to use a systematic methodology to ensure reliability and repeatability of the review to the extent possible. We have decided to use two reviewers and other
preventive measures (discussed in detail in Sections 2.3.4, 2.3.5, 2.3.7 and 2.3.6) to minimize the threats of excluding a relevant article. These measures included using pilots, inter-rater agreement statistics and a documented process to resolve differences. With these we aimed to reduce the bias in various steps of selection, extraction and analysis of the primary studies.

2. The conflicting positions with regard to SPSM could not be resolved based on the existing secondary studies because their focus is not to identify and aggregate evidence (as discussed in Section 2.2.1). On the contrary, our contribution is the identification of research studies using SPSM in real-world software development followed by an attempt to evaluate and aggregate the evidence reported in them. Thus, investigating if the claims of potential benefits can be backed by evidence.

3. In theory, a systematic literature review is an exhaustive study that evaluates and interprets “all available research” relevant to the research question being answered [24]. However, in practice it is a subset of the overall population that is identified and included in a study [51]. In this study, however, we aspired to take the study population as close to the actual population. The number of studies identified in this study compared to other reviews is discussed in detail in Section 2.6.6. To achieve this we took following decisions:

- Search in not restricted to only typical venues of SPSM publications and includes the databases that cover Computer Science and SE literature.
- Lastly in the existing reviews, the potentially relevant sources for the management and business literature were not included in the search. Zhang et al. [56] noticed that SPSM research mainly focuses on managerial interests. Therefore, it is highly probable that SPSM studies may be published outside the typical Computer Science and SE venues. Thus, in this literature review, we also searched for relevant literature in data sources covering these subjects. In particular, business source premier was searched that is specifically targeting business literature.
- The secondary studies by Bai et al. [5], Liu et al. [27] and Zhang et al. [57, 58, 59, 56] only cover literature published between 1998 and 2008, in this systematic literature review we do not have an explicit restriction on the start date and include all literature published till December 2012. Given the noticeable trend of increasing empirical research reported in these studies [5, 27] our study also contributes by aggregating the more recent SPSM literature.
- No start date was put on the search to exhaustively cover all the literature available in the selected electronic databases up till the search date (i.e.
December 2012). This enabled us to identify the earliest work by McCall from 1979 [108] and also include earlier work of Abdel-Hamid [60, 61, 62, 66, 63, 64, 65].

4. Other secondary reviews only scoped the existing research literature and did not highlight the lack of evaluation of claimed benefits. Overall, in a systematic and traceable manner we identify the limitations of current research in terms of reporting quality, lack of verification and validation of models, and most significantly the need to evaluate the usefulness of simulation for different purposes in various contexts.

5. This review by identifying the limitations in the current SPSM research has taken the first step towards improvement. The criticism of SPSM is not intended to dismiss its use, but to identify the weaknesses, raise awareness and hopefully improve SPSM research and practice. We have also provided recommendations and potential directions to overcome these limitations and perhaps improve the chances of SPSM having an impact on practice.

2.3 Research methodology

To identify appropriate SPSM approaches for given contexts and conditions a systematic literature review following the guidelines proposed by Kitchenham et al. [24] was performed. We attempted to aggregate empirical evidence regarding the application of SPSM in a real-world settings.

2.3.1 Review question

To assess strength of evidence for usefulness of simulation in real-world use we attempt to answer the following research question with a systematic literature review:

**RQ:** What evidence has been reported that the simulation models achieve their purposes in real-world settings?

2.3.2 Need for review

As a first step in our review, to identify any existing systematic reviews and to establish the necessity of a systematic review, a search in electronic databases was conducted. The keywords used for this purpose were based on the synonyms of systematic review methodology listed by Biolchini et al. [10] along with “systematic literature review”.
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The search was conducted in the databases identified in Table 2.1, in year 2013, using the following search string with two blocks joined with a Boolean ‘AND’ operator:

\[(\text{software AND process AND simulation}) \text{AND} (\text{“systematic review” OR “research review” OR “research synthesis” OR “research integration” OR “systematic overview” OR “systematic research synthesis” OR “integrative research review” OR “integrative review” OR “systematic literature review”})\]

This search string gave 47 hits in total. After removing duplicates, titles and abstracts of the remaining articles were read. This way we identified five articles that report two systematic reviews [57, 58, 59, 56] and [27].

By reading the titles of articles that cite these reviews, we identified two more relevant review articles [53, 14]. In Section 2.2, we have already discussed in detail the limitations of these articles. We have also discussed the novel contributions of our study and how we have attempted to overcome the shortcomings in these existing reviews.

Table 2.1: Digital databases used in the study

<table>
<thead>
<tr>
<th>Database</th>
<th>Motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE, ACM Digital and Engineering Village (Inspec and Compendex) and Science direct</td>
<td>For coverage of literature published in CS and SE.</td>
</tr>
<tr>
<td>Scopus, Business source premier, Web of science Google Scholar</td>
<td>For broader coverage of business and management literature along with CS, SE and related subject areas. To supplement the search results and to reduce the threats imposed by the limited search features of some databases this search engine was used.</td>
</tr>
</tbody>
</table>

2.3.3 Search strategy

A conscious decision about the keywords and data-sources was made that is detailed below along with the motivation:

**Data sources**

Since, the study is focused on the simulation of software development processes, therefore it is safe to look for relevant literature in databases covering Computer Science
(CS) and Software Engineering (SE). However, as the application of simulation techniques for process improvement may be published under the business related literature, e.g. organizational change, we decided to include databases of business literature as well.

Keywords

Starting with the research questions suitable keywords were identified using synonyms, encyclopaedia of SE [29] and seminal articles in the area of simulation [19]. The following keywords were used to formulate the search strings:

- **Population**: Software process or a phase thereof. *Alternative keywords*: Software project, software development process, software testing/maintenance process
- **Intervention**: Simulation. *Alternative keywords*: simulator, simulate, dynamic model, system dynamics, state based, rule based, Petri net, queuing, scheduling.
- **Context**: Real-world. *Alternative keywords*: empirical, industry, industrial, case study, field study or observational study. Our target population was studies done in industry and we intended to capture any studies done in that context regardless of the research method used. We expected that any experiments that have been performed in industrial settings would still be identified. Yet by not explicitly including experiment as a keyword we managed to, some an extent, disregard studies in a purely academic context.
- **Outcome**: Positive or negative experience from SPSM use. Not used in the search string.

The keywords within a category were joined by using the Boolean operator OR and the three categories were joined using the Boolean operator ‘AND’. This was done to target the real-world studies that report experience of applying software process simulation. The following is the resulting search string:

```
((software ‘Proximity Op’ process) OR (software ‘Proximity Op’ project)) AND (simulat* OR “dynamic model” OR “system dynamic” OR “state based” OR “rule based” OR “petri net” OR “queuing” OR “scheduling”) AND (empirical OR “case study” OR “field study” OR “observational study” OR industr*)
```

The proximity operator was used to find more relevant results and yet at the same time allow variations in how different authors may refer to a software development process, e.g. software process, software testing process, etc. However, in the databases that did not correctly handle this operator we resorted to the use of Boolean operator AND instead. The exact search strings used in individual databases can be found in [4].
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The search in the databases (see Table 2.1) was restricted to title, abstract and keywords except in Google Scholar where it was only done in the title of the publications (the only other option was to search the full-text). Google Scholar is more of a search engine than a bibliographic database. Therefore, we made a trade-off in getting a broader coverage by using it without the context block, yet restricting the search in titles only to keep the number of hits practical for the scope of this study.

Figure 2.1 provides an overview of the search results and selection procedure (discussed in detail in Section 2.3.4) applied in this review to identify and select primary studies.

2.3.4 Study selection criteria and procedure

Before the application of selection criteria (related to the topic of the review) all search results were subjected to the following generic exclusion criteria:

- Published in a non peer reviewed venue e.g. books, Masters/Ph.D. theses, keynotes, tutorials and editorials etc.
- Not available in English language.
- A duplicate (at this stage, we did not consider a conference article’s subsequent publication in a journal as duplicate this is handled later on when the full-text of the articles was read).

Where possible, we implemented this in the search strings that were executed in the electronic databases. But since many of the journals and conferences published in primary databases are covered by bibliographic databases, we had a high number of duplicates. Also, in Google Scholar we had no mechanism to keep out grey literature from the search results. Therefore, we had to do this step manually.

After this step, the remaining articles were subjected to three sets of selection criteria preliminary, basic and advanced. As the number of search results is fairly large, for practicality, the preliminary criteria were used to remove the obviously irrelevant articles.

Preliminary Criteria

Preliminary criteria were applied on the titles of the articles, the information about the venue and journal was used to supplement this decision. If the title hinted exclusion of articles but there was a doubt the abstract was read. If it was still unclear the article was included for the next step where more information from the article was read to make a more informed decision.
Figure 2.1: Overview of steps in the selection of primary studies.
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- Exclude any articles related to the simulation of hardware platforms.
- Exclude any articles related to the use of simulation software, e.g. simulating manufacturing or chemical process or transportation, etc.
- Exclude any articles related to use of simulation for evaluation of software or hardware reliability and performance etc.
- Exclude any articles related to use of simulation in SE education in academia. Articles with educational focus using software process simulation were not rejected straight away based on the title. Instead, we read the abstract to distinguish the SPSM used for training and education in the industry from those in a purely academic context. Only the articles in the latter category were excluded in this study. If such a decision could not be made about the context, the article was included for the next step.

The preliminary criteria were applied by only one reviewer. By using “when in doubt, include” as a rule of thumb we ensured inclusiveness to reduce the threat of excluding a relevant article. Also having explicit criteria about what to exclude reduced the reviewer’s bias as we tried to minimize the use of authors own subjective judgment in selection.

**Basic Criteria**

Basic criteria were applied to evaluate the relevance of the studies to the aims of our study by reading the titles and abstracts.

- Include an article related to the simulation of a software project, process or a phase thereof. For example, the type of articles identified by the preliminary criteria.
- Exclude an article that only presents a simulation technique, tool or approach.
- Exclude a non-industrial study (e.g. rejecting the empirical studies with students as subjects or mock data). Studies from both commercial and open source software development domains were included in this review.

It was decided that articles will be labeled as: Relevant, Irrelevant or Uncertain (if available information i.e. title and abstract, is inconclusive). Given that two reviewers will do the selection we had six possibilities (as shown in Table 2.2) of agreement or disagreement between the reviewers about the relevance of individual articles.

In Table 2.2 categories A, C and F are cases of perfect agreement between reviewers. The decision regarding each of the categories motivated by the agreement level of reviewers and likelihood of finding relevant articles in such a category is listed below:
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Table 2.2: Different possible scenarios for study selection

<table>
<thead>
<tr>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>A B D</td>
</tr>
<tr>
<td>Uncertain</td>
<td>B C E</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>D E F</td>
</tr>
</tbody>
</table>

- Articles in category A and B (considered potential primary studies) will be directly taken to the last step of full-text reading. Although articles in category B show some disagreement between the authors but (since one author is certain about the relevance and the other is inconclusive) we considered it appropriate to include such studies for full-text reading.
- On the other hand, articles in category F will be excluded from the study as both reviewers agree on their irrelevance.
- Articles in category C will be reviewed further (by both reviewers independently using the steps of adaptive reading described below) where more detail from the article will be used to assist decision making. This was a rational choice to consult more detail, as both reviewers concurred on a lack of information to make a decision.
- Articles in category D and E show disagreement, with category D being the worst as one author considers an article relevant and other considers it irrelevant. Articles in these two categories were deemed as candidates for discussion between reviewers. These articles were discussed and reasons for disagreement were explored. Through consensus, these articles were placed in either category A (included for full-text reading as a potential primary study), C (uncertain need more information and subjected to adaptive reading) or F (excluded from the study).

To develop a common understanding of the criteria both reviewers read the criteria and using “think aloud” protocol applied it on three randomly selected articles.

Furthermore, before performing the actual inclusion and exclusion of studies, a pilot selection was performed. This step was done by two reviewers independently on 20 randomly selected articles. The results of this pilot are shown in Table 2.3.
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Table 2.3: Results of the pilot selection

<table>
<thead>
<tr>
<th>Reviewer 1</th>
<th>Relevant</th>
<th>Uncertain</th>
<th>Irrelevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>6</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Uncertain</td>
<td>-</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>-</td>
<td>-</td>
<td>8</td>
</tr>
</tbody>
</table>

We had an agreement on 90% of the 20 articles used in the pilot of inclusion/exclusion criteria. Based on these results with high level of agreement, we were confident to go ahead with the actual selection of the studies.

Inclusion and exclusion criteria were applied independently by two reviewers on 1906 articles that had passed the preliminary criteria used for initial screening (see Figure 2.1). The results of this phase are summarized in Table 2.4 where the third column shows the final total of articles once the articles in category D and E were discussed and reclassified.

Table 2.5 shows good agreement on the outcome of applying basic criteria on articles. This shows a shared understanding and consistent application of the criteria on the articles. Only on 30 out of 1906 articles the reviewers had a major disagreement i.e. category D in Table 2.4.

Adaptive reading for articles in category C:
Based on the titles and abstracts of articles, we often lacked sufficient information to make a judgement about the context and method of the study. Therefore we had 174 articles (category C in Table 2.4) that required more information for decision mak-

Table 2.4: Results of applying the inclusion and exclusion criteria

<table>
<thead>
<tr>
<th>Category ID</th>
<th>Number of articles</th>
<th>Total number of articles after discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>96</td>
<td>106</td>
</tr>
<tr>
<td>B</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>C</td>
<td>122</td>
<td>174</td>
</tr>
<tr>
<td>D</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>82</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>1542</td>
<td>1592</td>
</tr>
</tbody>
</table>
Table 2.5: Cohen’s Kappa and percent agreement between reviewers

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Percent Agreement</th>
<th>Cohen’s Kappa statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic criteria</td>
<td>92.50</td>
<td>0.73</td>
</tr>
<tr>
<td>Adaptive reading</td>
<td>78.60</td>
<td>0.53</td>
</tr>
<tr>
<td>Context description</td>
<td>80.50</td>
<td>0.65</td>
</tr>
<tr>
<td>Study design description</td>
<td>81.60</td>
<td>0.56</td>
</tr>
<tr>
<td>Validity threats discussion</td>
<td>95.40</td>
<td>0.73</td>
</tr>
<tr>
<td>Subjects/Users</td>
<td>92.00</td>
<td>0.34</td>
</tr>
<tr>
<td>Scale</td>
<td>80.50</td>
<td>0.58</td>
</tr>
<tr>
<td>Model validity</td>
<td>89.70</td>
<td>0.83</td>
</tr>
</tbody>
</table>

ing. Many of the existing literature reviews exclude such articles where both reviewers do not consider a study relevant (see Chapter 7) However, as we decided to be more inclusive to minimize the threat of excluding relevant research we decided to further investigate such studies.

As the number of articles in this category was quite large (174 articles) and we already had a sizable population of potential primary studies (106 and 34 articles in category A and B respectively) we could not justify spending a lot of effort in reading full-text of these articles. Therefore, we agreed on an appropriate level of detail to make a selection decision without having to read the full-text of the article. The resulting three-step process of inclusion and exclusion with increasing degree of detail is:

1. Read the introduction of the article to make a decision.
2. If a decision is not reached read the conclusion of the article.
3. If it is still unclear, search for the keywords and evaluate their usage to describe the context of the study in the article.

Again a pilot of this process was applied independently by the two reviewers on five randomly selected articles in category C. The reviewers logged their decisions and the step at which they took the decision e.g. ‘Reviewer-1 has included article Y after reading its conclusion’. In this pilot, we had a perfect agreement on four of the five articles with regard to the decision and the step where the decision was made. However, one article resulted in some discussion as reviewers noticed that in this article authors had used terms “empirical” and “example” and this made it unclear whether the study was done in real-world settings. To avoid exclusion of any relevant articles it was decided that such articles that are inconclusive in their use of these terms will be included for full-text reading.
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The adaptive reading process described above was applied independently by both reviewers and we had a high congruence on what was considered relevant or irrelevant to the purpose of this study. The inter-rater agreement was fairly high for this step as presented in Table 2.5. All articles with conflicting decision between the two reviewers were taken to the next step for full-text reading. This resulted in another 74 articles for full-text reading in addition to the 140 articles in category A and B see Table 2.4.

Advanced Criteria

This is related to the actual data extraction, where the full-text of the articles was read by both reviewers independently. Exclude articles based on the same criteria used in the previous two steps (see Section 2.3.4 and Section 2.3.4) but this time reading the full-text of the articles. We also excluded the conference articles that have been subsequently extended to journal articles (that are likely to have more details).

For practical reasons these 214 articles were divided equally among the two reviewers to be read in full-text. However, to minimize the threat of excluding a relevant study any article excluded by a reviewer was reviewed by the second reviewer. Section 2.3.7 presents the data extraction form used in this study, the results of the pilot and the actual data extraction performed in this study. The list of excluded studies at this stage are available in [4].

2.3.5 Study quality assessment criteria

The criteria used in this study were adapted from Ivarsson and Gorschek [18] to fit the area of SPSM. We dropped ‘research methodology’ and ‘context’ as criteria from the relevance category because we only included the real-world studies in this review. So, these fields were redundant.

Scoring for Rigor

To assess how rigorously a study was done we used the following three sub-criteria:

- **Description of context**
  1. If the description covers at least four of the context facets: product; process; people; practices, tools, techniques; organization and market [36] then the score is ‘1’.
  2. If the description covers at least two of the context facets then the score is ‘0.5’.
  3. If less than two facets are described then the score is ‘0’.
In general, a facet was considered covered if even one of the elements related to a facet is described. The facet “process” was considered fulfilled if a general description of the process or if name of the process model followed in the organization is provided.

- **Study design description**
  1. If the data collection/analysis approach is described to be able to trace the following then the score is ‘1’, which is given a) what information source (roles/number of people/data set) was used to build the model, and b) how the model was calibrated (variable to data-source mapping), and c) how the model was evaluated (evaluation criteria and analysis approach).
  2. If data collection is only partially described (i.e. at least one of the three - a), b), or c) above has been defined) then the score is ‘0.5’.
  3. If no data collection approach is described then the score is ‘0’ (example: “we got the data from company X”).

- **Discussion of validity threats**
  1. If all four types of threats to validity [50] (internal, external, conclusion and construct) are discussed then the score is ‘1’.
  2. If at least two threats of validity are discussed then the score is ‘0.5’.
  3. If less than two threats to validity are discussed then the score is ‘0’.

**Scoring of Relevance**

The relevance of the studies for the software engineering practice was assessed by the following two sub-criteria: users/subjects and scale:

- **Users/Subjects**
  1. If the intended users are defined and have made use of the simulation results for the purpose specified then the score is ‘1’ (in case of prediction, e.g. a follow-up study or a post-mortem analysis of how it performed was done).
  2. If the intended users are defined and have reflected on the use of the simulation results for the purpose specified then the score is ‘0.5’.
  3. If the intended users have neither reflected nor made practical use of the model result then the score is ‘0’ (e.g. the researcher just presented the result of the simulation and reflected on the output in the article).
Chapter 2. A systematic literature review on the industrial use of ...

- **Scale**

1. If the simulation process is based on a real-world process then the score is ‘1’ (articles that claim that the industrial process is similar to a standard process model were also scored as ‘1’).

2. If the simulation process has been defined by researchers without industry input then the score is ‘0’ (the articles that only calibrate a standardized process model, will also get a zero).

To minimize the threat of researchers bias both reviewers performed the quality assessment of all the primary studies independently. Kappa statistic for inter-rater agreement was computed see Table 2.5. Generally we had a fair agreement as shown by the values of Cohen’s Kappa (values greater than 0.21 are considered fair agreement). However, for criteria like Subjects/Users where we had a low agreement we do not think it is a threat to the validity of the results as all the conflicts were resolved by discussion and referring back to the full-text of the publication. The results of quality assessment of primary studies after consensus are given in Table 2.6.

Table 2.6: Rigor, relevance and model validity scores for the primary studies

<table>
<thead>
<tr>
<th>Reference</th>
<th>Context description</th>
<th>Study design description</th>
<th>Validity discussion</th>
<th>Subjects</th>
<th>Scale</th>
<th>Model validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[71]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[76]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[132]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[131]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[125]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[99]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[142]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[81]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[75]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[146]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[74]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[84]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[89]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[129]</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[91]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Context description</th>
<th>Study design description</th>
<th>Validity discussion</th>
<th>Subjects</th>
<th>Scale</th>
<th>Model validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[97]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[86]</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[83]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>[106]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[120]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[112]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[124]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[87]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[130]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[140]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[103]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[117]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[110]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[123]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[70]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[73]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[109]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[141]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[137]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[121]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[144]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[143]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[139]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[82]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[118]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[105]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[111]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[119]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[94]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[67]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[66]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>[92]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[96]</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Context description</th>
<th>Study design description</th>
<th>Validity discussion</th>
<th>Subjects</th>
<th>Scale</th>
<th>Model validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[95]</td>
<td>0 0.5 0 0.5 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[100]</td>
<td>0.5 0 0 0 0 0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[138]</td>
<td>0.5 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[80]</td>
<td>0.5 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[102]</td>
<td>0.5 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[126]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[134]</td>
<td>0.5 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[107]</td>
<td>0.5 0.5 0 0 0 0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[78]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[63]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[65]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[61]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[64]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[108]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[62]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[114]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[113]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[115]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[128]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[69]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[122]</td>
<td>0.5 0 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[79]</td>
<td>0.5 0.5 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[133]</td>
<td>0.5 0.5 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[116]</td>
<td>0.5 0.5 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[88]</td>
<td>0.5 0.5 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[85]</td>
<td>0.5 0.5 0.5 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[136]</td>
<td>0.5 1 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[93]</td>
<td>0.5 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[68]</td>
<td>0.5 0.5 0.5 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[145]</td>
<td>0.5 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[101]</td>
<td>0.5 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[98]</td>
<td>1 0.5 0.5 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>[135]</td>
<td>1 0 0 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
</tbody>
</table>
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2.3.6 Scoring model validity

To assess the credibility of models (see Chapter 4 for details of measures to achieve it) developed and applied in the primary studies we used the following criteria:

1. If the following two steps were performed the model was scored as ‘1’: a) The model was presented to practitioners to check if it reflects their perception of how the process works [19, 42], or did sensitivity analysis [19, 30]; b) Checked the model against reference behavior [44, 30] or compared model output with past data [2] or show model output to practitioners.
2. If at least one of a) or b) is reported then the score is ‘0.5’.
3. If there is no discussion of model verification and validation (V&V) then the score is ‘0’.

Both reviewers applied these criteria independently on all the primary studies. Cohen’s Kappa value for inter-rater agreement for “Model Validity” is 0.83 (Table 2.5). This shows a high agreement between the reviewers and reliability of this assessment is also complemented by resolving all the disagreements by discussion and referring back to full-text of the publications.

2.3.7 Data extraction strategy

We used a random sample of 10 articles from the selected primary studies for piloting the data extraction form. The results were compared and discussed, this helped in developing a common interpretation of the fields in the data extraction form. This pilot also served to establish the usability of the form whether we did find the relevant information at all in the articles. The data extraction form had the following fields:
Chapter 2. A systematic literature review on the industrial use of ...

- **Meta information:** Study ID, author name, and title and year of publication.
- **Final decision:** Excluded if a study does not fulfil advanced criteria presented in Section 2.3.4.
- **Quality assessment:** Rigor (context description, study design description, validity discussion) and relevance(subjects/users, scale).
- **Model building:** Problem formulation (stakeholders, scope and purpose), simulation approach and tools used, data collection methods, model implementation, model verification and validation, model building cost, level of reuse, evaluation for usefulness, criteria and outcome of evaluation, documentation, and benefits and limitations.
- **Reviewer’s own reflections:** The reviewers document notes, e.g. if an article has an interesting point that can be raised in the discussion.

We aimed to identify the intended purpose in the study as stated by their authors and not the potential/possible use of the simulation model in the study. In this regard, using the purpose statements extracted from the primary studies we followed the following three steps to aggregate the repeating purposes in the primary studies:

- **Step-1:** Starting with the first purpose statement create and log a code.
- **Step-2:** For each subsequent purpose statement identify if a purpose already exists. If it does log the statement with the existing code, otherwise create a new code.
- **Step-3:** Repeat Step-2 until the last statement has been catalogued.

The resulting clusters with same coded purpose were mapped to purpose categories defined in [19]. However, we found that the purpose category “Understanding” overlaps with training and learning and it is so generic that it could be true for any simulation study no matter what was the purpose of the study.

Traceability was ensured between the mapping, clusters, and the purpose statements extracted from the primary studies. This enabled the second reviewer to review the results of the process above whether the statements were correctly clustered together. Any disagreements between the reviewers regarding the classification were resolved by discussion.

Similarly, the descriptive statements regarding the simulation model’s scope that were extracted from the primary studies were analyzed and mapped to the scopes identified by Kellner et al. [19]. This mapping was also reviewed by the second author for all the primary studies.
2.3.8 Validity threats

The threat of missing literature was reduced by using databases that cover computer science and software engineering. We further minimized the threat of not covering the population of relevant literature by doing a search in databases covering management related literature. Another step to ensure wide coverage was to consider all literature published before the year 2013 in this study. Thus, the search was not restricted by the time of publication or venue in any database.

Using the “context” block in the search string (as described in Section 2.3.3) adds a potential limitation to our search approach i.e. the articles that mention the name of the companies instead of the identified keywords, will not be found although they are industrial studies. However, this was a conscious decision as most often applied research is listed with the keywords used in this block. This was also alleviated to some an extent by using a broader search string in Google-Scholar as described in Section 2.3.3. By using an electronic search (with search string) we reduced the selection bias (of reviewers) as well.

For practical reasons, the preliminary criteria were applied by one reviewer that may limit the credibility of the selection. However, by only removing the obviously outside the domain articles which were guided by simple and explicit criteria we tried to reduce this threat. Furthermore, at this stage and the later stages of selection we were always inclusive when faced with any level of uncertainty, this we consider also minimized the threat of excluding a relevant article. The selection of articles based on the basic criteria was done by both reviewers and an explicit strategy based on work presented in Chapter 7 was employed.

All the selection of studies, data extraction procedures and quality assessment criteria were piloted and the results are presented in the chapter. Any differences in pilots and actual execution of the studies were discussed and if needed the documentation of the criteria was updated based on the discussions. This was done to achieve consistency in the application of the criteria and to minimize the threat of misunderstanding by either of the reviewers. By making the criteria and procedure explicit, we have minimized the reviewer’s bias and dependence of review results on personal judgements. This has further increased the repeatability of the review.

Inter-rater agreement was also calculated for such activities and is discussed in the chapter, where two reviewers performed a task e.g. application of basic criteria for selection and quality assessment. The inter-rater statistics reported in this study generally show a good agreement between reviewers. This shows that the criteria are explicit enough and support replication otherwise we would have had more disagreements. All the conflicts were resolved by discussion and reviewing the primary studies together. This means that even on the criteria where the reviewers had a lower level of agreement
it is not a threat to the results of the study. However, it does point out that the criteria were not explicit enough and is a threat to repeatability of the review.

Studies are in some cases based on Ph.D. theses, e.g. [60, 61]. We evaluated the rigor and relevance based on what has been reported in the article, hence few studies that were based on the theses could potentially score higher. That is, the authors could have followed the step, but due to page restrictions did not report on the results. However, some of the studies only used calibration data and not the model itself. Given this situation, a few individual rigor and relevance scores could change, however, the principle conclusion would not be different.

Study selection and data analysis that resulted in classification of purpose and scope for the models also involved two reviewers to increase the reliability of the review. Explicit definition of criteria, and the experience of reviewers in empirical research in general and simulation in particular also increases the credibility of the review. Kitchenham et al. [23] highlight the importance of research expertise in the area of review to increase the quality of study selection.

2.4 Characteristics of studies

2.4.1 Number of new studies

Contrary to earlier research we identified significantly more studies from the real-world software development context. Zhang et al. [53] stated that they found “32 industrial application cases” of which “given the limited space, this paper, as an initial report, only describes some of the important SPS application cases we identified”. Similarly, in a systematic literature review of software process modeling literature that included both static and dynamic modeling they found a combined total of only 43 articles [5].

2.4.2 Purpose

Table 2.7 gives an overview of real-world simulation studies relating to the purposes defined in [19]. The clear majority of studies used simulation for planning purposes (45 studies), followed by process improvement (26 studies), and training and learning (21 studies). In comparison, only a few studies used simulation for control and operational management.

Planning: In planning simulation has been used for decision support [65, 135, 96, 90, 87, 129, 62, 60, 132, 109] (e.g. in relation to staffing and allocation of effort [132, 62, 90], connecting decisions and simulating them in relation to business outcomes [87], and requirements selection [129]). Furthermore, simulation has been used
by many studies for estimation [71, 117, 63, 108, 75, 114, 112, 119, 106, 111, 103, 138, 113, 75, 92, 142, 133, 67], some examples are cost and effort estimation [108, 75, 111], schedule estimation [63], release planning, and fault/quality estimation [138, 106, 100].

Process Improvement and Technology Adoption: Studies in this category used simulation to evaluate alternative process designs for process improvements [107, 121, 137, 120, 124, 141, 93, 104, 101]. As an example, [137] investigated the effect of conducting an improvement plan driven by the ISO/IEC 15504 standard. Furthermore, improvements have been evaluated by varying a number of parameters in the process to determine the best alternatives one ought to strive for (cf. [141, 93, 104]), as well as investigating specific technology adoptions to the process [123, 85, 125, 110, 139, 73, 81]. Examples of technology adoptions were introduction of test driven development (TDD) [110, 139], comparison of manual vs. model-based techniques [73], or use of different quality assurance approaches or architectural styles [81].

Training and Learning: In training and learning the majority of the studies aimed to explore or understand a phenomena from a scientific point of view to provide some recommendations and guidelines to practitioners (cf. [130, 92, 89, 117, 146, 133, 92, 99, 61, 131, 79, 75]). Examples are to understand the effect of requirements overload on bottlenecks in the whole process [92] or understanding open source system development [99], assess what factors make global software development successful [133], or understanding the effects of creeping requirements [117].
Control and Operational Management: Only few studies used simulation for control and operational management [95, 118, 72, 143, 145, 108, 144]. As an example, several studies assessed whether a project is likely to meet its expected deadline [72, 143], or whether an individual iteration is able to meet the deadline [145]. Studies [108, 144] used simulation for progress status assessment.

2.4.3 Scope

Table 2.8 defines categories for scope that a simulation study can have. The clear majority of studies focused on individual projects (56 studies). In comparison, fewer studies looked at the portion of a life-cycle (21 studies), such as testing. Only a small subset of studies investigated simulations in the context of long term evolution (4 studies), long term organization (3 studies), and concurrent projects (3 studies).

Projects: Studies investigating projects and their development life-cycle looked at different life-cycles, e.g. related to CMMI processes [95], and extreme programming (XP) projects [110]. One study explicitly stated that they are focusing on new software development [132], while others in connection with the software life-cycle (excluding requirements and maintenance phase.), see e.g. [63, 61]). The remaining studies only specified that they are looking at the overall development life-cycle of projects without further specification of the type and scope/boundaries.

A Portion of the life-cycle: Studies looking at a portion of a life-cycle investigated focused on the maintenance process solely [78, 121, 128], software reliability life cycle [138], requirements and test [70], quality assurance processes [73, 125], require-

Table 2.8: Scope of simulation models in the primary studies

<table>
<thead>
<tr>
<th>Scope</th>
<th>References</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A portion of life-cycle</td>
<td>[78, 138, 93, 72, 70, 131, 73, 125, 121, 128, 67, 82, 92, 102, 74, 134, 136, 69, 116, 86, 68]</td>
<td>21</td>
</tr>
<tr>
<td>Concurrent projects</td>
<td>[65, 137, 127]</td>
<td>3</td>
</tr>
<tr>
<td>Long term evolution</td>
<td>[141, 79, 129, 146]</td>
<td>4</td>
</tr>
<tr>
<td>Long term organization</td>
<td>[120, 87, 76]</td>
<td>3</td>
</tr>
</tbody>
</table>
ments [82], release processes [92], and processes for components off the shelf (COTS) selection and use [131].

Long term product evolution: Researchers have looked at the general long-term evolution of products without more specific classification [141, 79, 146] while [129] looked at market-driven requirements processes from a long-term perspective.

Long term organization: From an organizational perspective, studies investigated factors influencing process leadership [120], processes at an organizational level [87], and CMMI process in relation to organizational business concerns [76].

Concurrent Projects: Two parallel projects have been simulated by [65], while multiple concurrent projects have been simulated by [137] and [127].

2.4.4 Simulation approaches

Table 2.9 shows the simulation approaches used by the identified studies. System dynamics (SD) is the most commonly used simulation approach (32 studies), followed by discrete event simulation (DES) with 22 studies. A total of 12 studies combined different simulation approaches. Only few studies used approaches such as Petri nets (PN) (6 studies) and Monte Carlo (3 studies).

Hybrid simulation models were mostly combining SD and DES [107, 117, 110, 82, 145, 133, 75]. Furthermore, qualitative simulation was combined with other models such as SD, or used to abstract from a quantitative model (cf. [146, 128]). Furthermore, models combined stochastic and deterministic aspects in a single model [89].

Others include a variety of models that used approaches from control theory [142], Copula methods [143], Markov Chains [85], agent-based [80, 136, 69], while others

<table>
<thead>
<tr>
<th>Approach</th>
<th>References</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>DES</td>
<td>[78, 112, 138, 93, 111, 140, 76, 72, 123, 125, 121, 67, 92, 129, 124, 115, 102, 126, 134, 98, 86, 122, 87]</td>
<td>23</td>
</tr>
<tr>
<td>Hybrid</td>
<td>[107, 117, 110, 89, 128, 82, 145, 133, 75, 146, 83, 68]</td>
<td>12</td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>[90, 81, 84]</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>[142, 143, 85, 80, 108, 73, 95, 136, 69, 97, 91]</td>
<td>11</td>
</tr>
<tr>
<td>PN</td>
<td>[100, 135, 96, 114, 113, 101]</td>
<td>6</td>
</tr>
</tbody>
</table>
did not specify the approach used, and we could not deduce the approach from the information presented.

In connection to simulation approaches, it is interesting which tools have been used to implement them.

**SD**: Three studies reported the use of Vensim [131, 119, 118]. Other simulation tools used were Powersim [70], and iThink [106]. One study used a self-developed tool [105]. The majority of SD studies did not report the tool they used.

**DES**: For DES two studies used Extend [125, 67] and two studies used Process Analysis Tradeoff Tool (PATT) [112, 111]. Further tools used were Micro Saint [78], RSQsim [129], Telelogic SDL modeling tool [92] and SoftRel [138]. For two studies simulation models were programmed from scratch in Java [76] and C++ [72]. One study used Statemate Magnum [124] and Nakatani [115] did not specify the tool used.

**Hybrid**: For hybrid simulation a variety of tools have been used, such as DE-VSim++ (APMS) [117], Extend [82], iThink [89], Little-JIT [75], QSIM [128], and Vensim [146]. One study used a self-developed model written in Smalltalk [110].

**PN**: One study documented that they developed the model from scratch using C [100], others did not report on the tools used.

**Monte Carlo**: No information about tools has been provided.

### 2.4.5 Cross analysis purpose and scope

Table 2.10 shows a cross-analysis of purpose and scope. The simulation of individual development projects is well covered across all purposes with multiple studies for each purpose.

A portion of the life-cycle was primarily investigated for process improvement and technology adoption (8 studies) and planning (8 studies). A few studies investigated training and learning (6 studies), and only two studies focused on control and operational management.

Overall, research on concurrent projects is scarce. One study investigated concurrent projects for planning, two for process improvement and technology adoption, and one for training and learning.

Similar patterns are found for long term evolution and long term organization, where primarily individual studies investigated the different purposes with respect to the defined scopes of the simulation models.

No studies in the area of control and operational management focus on long term evolution or organization, which is by definition to be expected.
Table 2.10: Purpose and scope of SPSM in the primary studies

<table>
<thead>
<tr>
<th>Purpose and Scope</th>
<th>Control and Operational Management</th>
<th>Planning</th>
<th>Process Improvement and Technology Adoption</th>
<th>Training and Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A portion of life-cycle</td>
<td>[72, 116]</td>
<td>[138, 92, 68, 74, 86, 102, 136]</td>
<td>[78, 93, 131, 73, 125, 121, 69, 134]</td>
<td>[70, 131, 128, 82, 92, 69]</td>
</tr>
<tr>
<td>Concurrent projects</td>
<td></td>
<td>[65]</td>
<td>[137, 127]</td>
<td>[127]</td>
</tr>
<tr>
<td>Long term evolution</td>
<td></td>
<td>[129]</td>
<td>[141]</td>
<td>[79, 146]</td>
</tr>
<tr>
<td>Long term organization</td>
<td></td>
<td>[87]</td>
<td>[120]</td>
<td>[76]</td>
</tr>
</tbody>
</table>

2.4.6 Cross analysis purpose and simulation approaches

Table 2.11 shows a cross-analysis of purpose and simulation approaches. SD has been used for all purposes, while an emphasis is given to planning (17 studies), followed by process improvement (8 studies) and training and learning (8 studies). Only three SD studies focused on control and operational management.

Hybrid simulation has been used for all purposes as well, with the majority of studies focusing on training and learning (7 studies), followed by planning (6 studies), and process improvement (3 studies). Only one hybrid study has been used for control and operational management.

Overall, the number of Monte-Carlo simulations has been low with only three studies. Out of these three, two studies focus on planning and one on process improvement.
Table 2.11: Purpose and approach of SPSM in the primary studies

<table>
<thead>
<tr>
<th></th>
<th>Control and Operational Management</th>
<th>Planning</th>
<th>Process and Improvement</th>
<th>Training and Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>DES</td>
<td>[72, 126]</td>
<td>[112, 138, 111, 140, 67, 92, 129, 86, 98, 102, 87]</td>
<td>[78, 93, 123, 125, 121, 122, 134, 124, 115]</td>
<td>[76, 92]</td>
</tr>
<tr>
<td>Hybrid</td>
<td>[145]</td>
<td>[117, 89, 133, 75, 83, 68]</td>
<td>[107, 110, 89]</td>
<td>[117, 89, 128, 82, 133, 75, 146]</td>
</tr>
<tr>
<td>Monte-Carlo</td>
<td></td>
<td>[90, 84]</td>
<td>[81]</td>
<td></td>
</tr>
<tr>
<td>Other PN</td>
<td>[108, 95, 143]</td>
<td>[108, 142, 136, 97]</td>
<td>[73, 85, 69, 91]</td>
<td>[95, 80, 69]</td>
</tr>
<tr>
<td>Other SD</td>
<td>[144, 118]</td>
<td>[100, 135, 96, 114, 113]</td>
<td>[101]</td>
<td></td>
</tr>
</tbody>
</table>

PN studies primarily used the simulation for planning purposes, only one study focused on process improvement. “Other” approaches have been used in a balanced way across purposes.

2.5 Systematic literature review results

To assess the evidence of usefulness of simulation for the proposed purpose we would like to take into account the rigor and relevance of studies, model’s credibility (in terms of the level of verification and validation), scope of the model and the real-world context in which it was used.

2.5.1 Context of simulation studies

Petersen and Wohlin [36] defined different facets to describe the industrial context of a study. Each facet contains elements that could be described to characterize the facet, serving as a checklist for researchers during reporting of studies. For this study, a characterization of the following facets was sought: 1) product, 2) processes, 3) people, 4) practices, tools, and techniques, 5) product, 6) organization, and 7) market. Among the primary studies only 9% (8 studies) cover at least four context facets [36] and 56% have described less than two context facets in the articles.
2.5.2 Verification and validation of simulation models

To validate the model structure and representativeness:

- 16% of the studies used “practitioner feedback”.
- Only six studies i.e. 7% reported performing sensitivity analysis on the model.
- While 76% studies did not report any such effort.

It can be said that in some of these studies this level of validation of representativeness may not have been necessary since the models were based on standards e.g. the IEEE-12207 (under the premise that the organization uses a similar process).

To validate the model behavior:

- 47% of the studies compared the simulation model output with real data.
- 5% (i.e. four studies) reviewed the model output with practitioners.
- 6% (i.e. five studies) either compared the model output with literature or with other models.
- 40% reported no such effort.

2.5.3 Rigor and relevance of primary studies

Figure 2.2 provides an overview of how the primary studies in this review scored against the rigor-relevance criteria.

From this figure, we can divide the studies into four clear sets as listed below. For example, studies are classified as ‘A’ (high rigor, low relevance) if they have a rigor score above the median value ‘1.5’ and a relevance score below or equal to the median value ‘1’.

- 81 Studies classified as ‘C’: with (Low rigor, Low relevance) of (≤ 1.5, ≤ 1).
- 4 Studies classified as ‘B’: with (Low rigor, High relevance) of (≤ 1.5, > 1).
- 2 Studies classified as ‘A’: with (High rigor, Low relevance) of (> 1.5, ≤ 1).
- 0 Studies classified as ‘D’: with (High rigor, High relevance) of (> 1.5, > 1).

Furthermore, Figure 2.2 shows the median age of the articles in each category. It is visible that the quality of the studies does not seem to exhibit a trend of increase in rigor and relevance scores in relation to newer articles.

2.5.4 Evaluation of simulation for the intended purpose

Only 13% (11 studies) actually reported some sort of evaluation of the model’s usefulness for the suggested purpose. 6% of studies compared predicted data to real-data.
(which we have considered an acceptable evaluation provided it is the prediction and not just replication of the real-data based on the calibration of the model). Of the studies 6% used feedback from practitioners for the proposed model purposes (however not based on actual use of the model). Only one study [93] reports a follow-up study where the effectiveness of simulation for the purpose of software process improvement is investigated.

## 2.6 Discussion

### 2.6.1 Coverage of modeling scope and purposes

Overall, studies taking a long-term perspective are under-represented, only four studies looked at long term evolution, and three covered long term organization (see Table 2.10). Furthermore, there are only three studies reporting on simulating concurrent
projects, while these become more relevant at this point in time. In particular, in system of systems development and large-scale software development taking a perspective beyond the project is important. From a research perspective, this implies the need for applying simulation on concurrent projects from an end to end development life-cycle. Looking at the intersection between purpose and life-cycle, it becomes more apparent that long-term perspective, long term organization, and concurrent project simulation is a research gap. Only individual studies in those areas focused on planning and process improvement/technology adoption. A cross-analysis of purpose and simulation approaches revealed that overall the different simulation approaches were applied across all the purposes.

2.6.2 Reporting quality

23% of the primary studies partially describe the data collection, analysis and evaluation approach. 62% of these studies do not report the study design in appropriate detail (the criteria was discussed in Section 2.3.5). Only two studies explained the study design in detail. Among the four typical threats to validity [50] in empirical research only 8% of the primary studies had a discussion of two or three threats to validity. Remaining 91% of the primary studies did not have any discussion on validity threats. This gives a clear picture of the quality of reporting in primary studies and makes it difficult to analyse the credibility and the strength of evidence in these studies. From a secondary studies perspective, this highlights the challenge to synthesize the evidence (if any) reported in these studies.

2.6.3 Context

It is critical to identify the contextual factors because their interaction influences what works well in a certain setting. It is crucial to contextualize empirical evidence by aptly raising the question “What works for whom, where, when and why?” [36, 12]. Unfortunately, given that 56% of the articles describe less than two facets of context it is impossible to perform an analysis where we may establish a relation between the usefulness of simulation approaches in a given context using the empirical evidence from the primary studies.

2.6.4 Model validity

Given the lack of empirical data in industrial contexts one would tend to agree with Dickmann et al. [87] when they state that, “Methodologically, the simplest case is to prove congruence of the simulation results with real world input-output-data. However,
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This type of validation is almost never achieved because of “lack of data” from software development projects”. However, surprisingly 51% of the primary studies reported a comparison of the simulation model output with real data for validation.

One reason could be that the goals of the SPSM based study were aligned with the available data. Another explanation could be that the companies where the studies were conducted have extensive measurement programs. The first explanation is highly likely for studies where a phase of the development process is modeled with a narrow focus e.g. the simulation of maintenance process [78]. The second may also hold true as 21% of the studies either simulated a process at NASA or used their data to calibrate the model [60, 61, 62, 63, 64, 65, 112, 111, 123, 125, 104, 81, 82] since they had a strong tradition of measurements.

Overall in terms of V&V of the simulation models built and used in the primary studies, 26% had not reported any V&V whereas 45% had some level of V&V and 16% had reported V&V of both the model’s structure and behavior. From the simulation literature [30, 26] we know that the credibility of simulation models cannot be guaranteed by just one of the methods of V&V. This also points to poor credibility of the evidence reported in simulation studies. As pointed out by Ghosh [90] reproducing the output correctly does not validate the underlying cause effect relations in the model. Out of the secondary studies (discussed in Section 2.2.1), only de França and Travassos [14] have critiqued existing research for lacking rigor in model validation and the use of analysis procedures on simulation output data. Our study independently concurs their findings with respect to the model validation [14].

2.6.5 Evaluation of usefulness

Of the 87 primary studies we found a diverse coverage of simulation purpose, model scope and simulation approaches. This was summarized in Section 2.4.5 and Section 2.4.6. However, from the literature review’s perspective, the lack of evaluation of simulation models for proposed purposes is disappointing.

Ideally speaking we would like to use the evidence in studies that score high on both rigor and relevance. However, the primary studies in this review scored poorly on both dimensions. Let us therefore look at the studies in categories ‘A’ and ‘B’ (that scored high on at least one dimension as reported in Section 2.3.5) that also performed evaluation of simulation models for their intended purposes. We have three such ‘B’ studies and one ‘C’ study.

Class ‘A’:
The two studies [90, 98] though with high rigor yet low relevance scores did not perform an evaluation of the model for the proposed purpose at all.
Class ‘B’:
Hsueh et al. [95] conducted a questionnaire based survey to assess if the model can be useful for educational purposes. Although they report that most subjects expressed that the model “could provide interesting and effective process education scenarios”, but 25% of respondents considered the simulation based games were not helpful or useful to their current work. This can only be considered as an initial evaluation of the approach and given the overall positive outcome a thorough evaluation of the game for educational purpose is required.

Huang et al. [96] report that the project managers claimed that they would have made a value-neutral decision without the (simulation based) analysis from the study. However, in our opinion it is not clear if the contribution is that of the simulation model or that of the underlying “Value Based Software Quality Achievement” process framework.

Houston [93] uses DES to quantitatively analyse process improvement alternatives and then performs a follow-up study to see if the changes done in the process resulted in real improvements. Although there is no discussion on how the confounding factors and threats to the validity of the study were mitigated it is difficult to associate the evidence of improvements in the process with use of process simulation to assess improvement alternatives.

Al-Emran [68] combines Monte-Carlo simulation with DES and models the release planning phase. Without presenting any details of the evaluation, they claimed that it was found useful for early risk detection and the development of mitigation strategies in the case study conducted at a company. Furthermore, validation of neither the structure nor the behavior of the model is reported in the article.

The aspect of not performing evaluations may have permeated into SPSM from other disciplines that use simulation, where the emphasis is on verification and validation to ensure that the results are credible. In such disciplines, the results are often considered sufficiently credible if they are accepted and implemented by the sponsor of a simulation study [6]. However, it should be considered that these disciplines have an established tradition of using simulation and ample success-cases exist for them not to do follow-up studies.

Whereas to establish SPSM as an alternative to static process models, analytical models, and as means of planning, management and training in industry, the evidence of its efficacy must be presented. For example in the context of lean development, comparing a value stream mapping workshop [32] with static process descriptions with one facilitated by a dynamic simulation model. Or evaluating the effectiveness of simulation based training of practitioners compared to a well conducted seminar with graphical aids.
Unfortunately, based on the results of this systematic review and the modelers survey [3], it is indicated that SPSM modelers see verification and validation as the evaluation of simulation models. Some initial work towards a framework that highlights the need for evaluation of the value aspect of a simulation model is done by Ahmed et al. [1].

2.6.6 Comparison with previous literature reviews

The total number of simulation studies (87 identified in this study) that were related to real-world application of SPSM is fairly high, which is not indicated by previous literature reviews on simulation. For example, Zhang et al. [53] stated that they found “32 industrial application cases” of which “given the limited space, this paper, as an initial report, only describes some of the important SPS application cases we identified”. de França and Travassos [14] reported on the frequency of studies with respect to domain, which partially overlaps with what we defined as the scope. A shared observation is that the most frequent investigations relate to development projects. Furthermore, de França and Travassos reported on verification and validation, in particular of 108 of their included studies 17 papers compared their simulation results with actual results, 14 had model results reviewed by experts, and 3 studies used surveys to confirm the validity of model behavior. Whether studies do combinations of them, cannot be deduced from the tables presented. However, the study confirms that only a small portion of studies conducts verification and validation of models. A noteworthy difference between de França and Travassos [14] and the study presented in this chapter is the difference in population and sampling. Their population focused on all types of simulation in software engineering (including architecture simulation), and in their sampling they did not include business literature. Lastly Bai et al. [5] have identified a total of 43 empirical studies even though their population was all software process modeling literature including SPSM.

Furthermore, none of the existing systematic reviews [27, 57, 58, 59, 56] and [5] report the lack of evidence for the usefulness of SPSM in current research. Zhang et al. [53] do indicate a lack of objective evaluation but do not provide any traceable foundation for their claim and they do not highlight the almost non-existence of evidence for the usefulness of SPSM.

2.6.7 Cost of SPSM

When proposing a new tool or practice in industry it is important to not only report the evidence of its effectiveness but also the cost of adoption. Given that simulation
is perceived as an expensive and non-critical project management activity [38] makes reporting the cost of conducting an SPSM study even more important.

However except for two studies none of the primary studies reported the effort spent on simulation. Pfahl and Lebsanft [118] report 18 months of calendar time for the simulation study and an effort of one person year in consulting and 0.25 person years for the development part. In another study, Pfahl [120] only reports the calendar time of three months for knowledge elicitation and modeling and four meetings that were held in this period between Fraunhofer IESE and Daimler Chrysler. Shannon [43] predicted a high cost for simulation as well, “a practitioner is required to have about 720 hours of formal classroom instruction plus 1440 hours of outside study (more than one man-year of effort)”. 

Given the nature of software development where change is so frequent (technology changes, software development process, environment, and customer requirements etc.), it is very likely that for simulation as a decision support tool will require adaptation. Expecting practitioners to put in one man-year of effort upfront is very unrealistic (especially under the circumstance that we do not have strong evidence for its usefulness). Furthermore apart from the cost in terms of required tool support, training and effort for development, use and maintenance of simulation models there is the cost of the necessary measurement program that can feed the model with accurate data that should also be acknowledged for an effective process simulation.

2.6.8 Accessibility of SPSM studies

In conducting this systematic review, it was pivotal to have access to the Proceedings of the “International Software Process Simulation Modeling Workshop” ProSim. However, these proceedings were not available online e.g. the links (at http://www.icsp-conferences.org/icssp2011/previous.html) and the link to the predecessor Prosim (at http://www.prosim.pdx.edu/) were broken. We obtained the proceedings for ProSim 2003-2005 from a personal contact.

2.6.9 Assessing the evolution of the field

From the point of view of a secondary study that aims to assess and aggregate evidence reported in primary studies, it is very important to understand the contributions of each study. This was particularly difficult in cases of journal articles that were extended from conference articles but did not explicitly acknowledge it, e.g. see the pairs [25] and [100], [89] and [13], [11] and [85], [48] and [139], [106] and [31], as well as [123] and [39]. Furthermore, some studies are remarkably similar, e.g. see the pairs [145]
and [54], [9] and [78], as well as [146] and [55]. A methodology to develop a simulation model proposed by Park et al. is reported in three articles which are very similar as well [117, 33, 34]. Similarly, Zhang et al. have reported a two phase systematic review in five articles [57, 58, 59, 56, 53]. There is an overlap in the contribution of at least three of these articles [57, 58, 59].

From a reporting point of view we therefore recommend to report on reuse of previous models, and extensions made to them to aid other researchers in assessing the contributions made to the field.

In the proceedings of the “2012 International conference on Software and System Process” there is an indication that researchers in the SPSM community are trying to ponder on reasons why software process simulation has not had the impact it ought to [28, 38] and [16]. Many of the challenges reported by them are also true in general for all empirical research in SE, e.g. access to practitioners, acquiring credible data, and getting the solutions adopted in industry [46]. Other challenges are perhaps more unique for our research community e.g. SPSM is not sufficiently communicated and is not understood by practitioners [28, 38], and the perceived high cost of SPSM [38].

A more apt reflection on the state of SPSM research is that, “A retrospective or post-mortem is seldom conducted with SPS so as explain and deepen understanding of a completed project” [16].

Münch [28] argues that a major challenge in wide spread adoption of SPSM is that the software industry “is often not ready for applying process simulation in a beneficial way”. However, based on the results of this systematic literature review, we can see that it will be difficult to build a case for the use of SPSM in practice without reporting the evidence for its usefulness and the cost of adoption.

The results of this systematic literature review corroborate the claim by Pfahl [37] that there is no evidence of wide spread adoption and impact of SPSM research on industry. He also challenges if SPSM has a realistic potential to have an impact on industrial practice [37]. He is not very optimistic about the likelihood of adoption we believe that although he has strong arguments more research is required to make any conclusive statements in this regard. We think that there is a need to identify the problems where the use of simulation can be justified given the high cost of undertaking it and show its utility.

There is a lack of studies evaluating the usefulness of SPSM for training and learning compared to other instructional methods in industrial settings. Pfahl [37] is however more optimistic about the future of SPSM as a means for learning and training in industry. Based on the results of a systematic literature review [49] we do not share the same enthusiasm. Wangenheim and Shull [49] considered any study using a game-based (game or simulation) approach for an educational purpose in their review. The studies included in their review were predominantly based on simulation. They found
that games are effective to reinforce already acquired knowledge. They also concluded that games should only be used in combination with other methods like lectures with an intended learning outcome. Given that they found that games (including simulation based) only have more “impact on lower cognitive levels, reinforcing knowledge learned earlier” it is less likely that we will have learning objectives for practitioners that will justify the use of simulation. For example, in Chapter 4, we reported a study where a simulation model was used to illustrate the importance of early integration to the practitioners in a large company that develops software intensive products. However, it is still an open question whether simulation is more effective in getting the message across instead of only static process diagrams, presentations and spreadsheets with graphs showing the potential benefits of early integration and the implications of the current practice.

2.6.10 Recommendations

For practice and research we provide the following recommendations:

1. When using simulation models for scientific purposes (e.g. assessing the usefulness of test driven development), one has to be sure that the appropriate steps with respect to model validity checking have been conducted. Furthermore, given the limitations in demonstrating the usefulness of simulation beyond replication of reference behavior, we recommend to not rely on single simulation studies until further evidence for their reliability has been provided. That is, the current state of evidence does not support the common claim that they can replace (controlled) experiments and case studies.

2. From a research perspective, future studies should not just focus on replicating reference behavior, as many studies have shown that this was successfully achieved. In particular, future studies should go through all necessary steps (building and calibrating models based on a real-world context, establish structural and behavioral model validity, and conduct a series of evaluations of the simulation with respect to its purpose) to significantly drive forward the field of software process simulation. Here, several studies are needed to cover the different purposes more extensively.

3. The success of step 2) depends very much on complete reporting of how the research study is conducted, in particular with respect to reporting context, data collection, and validity. Important references guiding simulation researchers are Petersen and Wohlin for describing the context in industrial studies [36], Runeson and Höst [41] for case study research, Wohlin et al. [50] on conducting and
reporting experiments. For reporting SPSM studies using continuous simulation a good template is available in Madachy’s book [30].

2.7 Conclusion

In this study, we have identified literature reporting the application of software process simulation in real-world settings. We identified a total of 87 primary studies. To increase the validity of the results we undertook a number of measures including individually selecting and assessing the articles, conducting pilots in each phase, calculating inter-rater agreement and discussing any case of disagreement.

Articles were assessed based on their reporting for scientific rigor and industrial relevance. Furthermore, we evaluated whether the simulation model’s validity was assured. We also determined how studies evaluated simulation against the purpose for which it was used in the real-world. A large majority of the primary studies scored poorly with respect to the rigor and relevance criteria.

With regard to the scoping of real-world simulation studies we conclude that a research gap was identified in relation to simulation of concurrent projects, and the study of long term evolution from a product and organizational perspective. Such projects are of particular interest in the case of large scale software development where several teams work concurrently in software projects for development of an overall system.

Figure 2.3 provides an overview of achieved validation and evaluation of usefulness. The figure shows that 18% of the primary studies verified the model structure and behavior. Overall, 13% provided an evaluation and only four of these studies scored high on either rigor or relevance criteria. Furthermore, the evaluation done was at best only static according to the definition from [15], i.e. feedback from practitioners was collected whether the model has the potential to fulfil the intended purpose. Of the overall set, only one article reports having verified structure and behavior of the model, and evaluated it against the specified purpose.

![Figure 2.3: State of model validation and evaluation](image-url)
Based on the results of this systematic literature review that was more extensive in coverage than any of the previously published secondary studies we can draw the following conclusions:

- Despite the large number of industrial applications found in this review, there are no reported cases of the transfer of technology where SPSM was successfully transferred to practitioners in the software industry. Furthermore, there are no studies reporting a long-term use of SPSM in practice. There is no evidence to back the claims of practical adoption and impact on industrial practice [52, 53]. This finding supports the position taken by Pfahl [37] that there is little evidence that process simulation has become an accepted and regularly used tool in industry.

- Based on the reported cost of conducting an SPSM based study (in a few studies), SPSM is not an inexpensive undertaking. Furthermore, without first reporting the cost of adopting SPSM we cannot have any discussion about the cost of “not simulating” [8].

- There is no conclusive evidence to substantiate the claimed benefits of SPSM for any of the proposed purposes. It has been sufficiently argued and claimed in proof-of-concept studies that different simulation approaches “can be” used to simulate the software process in varying scopes and that these models “can be” used for various purposes. However, the need now is to take the field one step further and provide evidence of these claims by evaluating these research proposals in the real-world. Therefore, while more industry relevant empirical research in SPSM [46] should be the direction, the goal should be to evaluate the usefulness of SPSM in practice.

In future work, based on our findings, it is important to evaluate simulation against the purposes (e.g., education and training, prediction), which has not been done so far. Future studies should not focus on evaluating the ability of simulation to reproduce reference behavior, the fact that it is capable to do this is well established in the literature.
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Chapter 3

Use and evaluation of simulation for software process education: a case study

Abstract

Software Engineering is an applied discipline and its concepts are difficult to grasp only at a theoretical level alone. In the context of a project management course, we introduced and evaluated the use of software process simulation modeling (SPSM) based games for improving students’ understanding of software development processes. The effects of the intervention were measured by evaluating the students’ arguments for choosing a particular development process. The arguments were assessed with the Evidence-Based Reasoning framework, which was extended to assess the strength of an argument. The results indicate that students generally have difficulty providing strong arguments for their choice of process models. Nevertheless, the assessment indicates that the intervention of the SPSM game had a positive impact on the students’ arguments. Even though the illustrated argument assessment approach can be used to provide formative feedback to students, its use is rather costly and cannot be considered a replacement for traditional assessments.
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3.1 Introduction

The Software Engineering (SE) discipline spans from technical aspects, such as developing techniques for automated software testing, over defining new processes for software development improvement, to people-related and organizational aspects, such as team management and leadership. This is evident in the software development process, which is “the coherent set of policies, organizational structures, technologies, procedures, and artifacts that are needed to conceive, develop, deploy, and maintain a software product” [10]. This breadth of topics encompassed here makes education in SE challenging as the interaction of the different disciplines cannot be exclusively taught on a theoretical level, but must also be experienced in practice. As such, SE education needs to identify means to prepare students better for their tasks in industry [15].

However, the complexity and dynamism of software processes makes it difficult to illustrate the implications of the chosen development process on the outcomes of a project. Students will have to undertake multiple iterations of developing the same project using different software development processes to understand the various processes and their implication on the project attributes [25]. Such repetitions are however impractical because of the time and cost involved. To overcome this shortcoming software process simulation modeling (SPSM) has been proposed as a means of SE education. SPSM is the numerical evaluation of a computerized-mathematical model that imitates the real-world software development process behavior [12]. It has been found to be useful in SE education as a complement to other teaching methods e.g. in combination with lectures, lab sessions and projects [16, 25].

In this study we motivate, illustrate and evaluate how a targeted change was introduced in the graduate-level Applied Software Project Management (ASPM) course. The course aims to convey to students in a hands-on manner how to prepare, execute and finalize a software project. In previous instances of the course, we have observed that students encounter difficulties in choosing an appropriate software development process and in motivating their choice. We hypothesize that the students lack experience of different software development processes, and lack therefore the analytical insight required to choose a process appropriate for the characteristics of the course project. We study our hypothesis by exposing students to software process simulations and by evaluating thereafter the argumentative strength for choosing/discarding a particular process.

There are three major contributions of this study. First, a review of frameworks for evaluating argumentative reasoning was updated to cover more recent research. Secondly the framework relevant for evaluating arguments in the context of SE was selected and adapted. Thirdly, independent of the creators of SimSE, we used it in
the context of an active course instead of a purely experimental setting, and evaluated its effect indirectly, in terms of students’ understanding of software development processes.

The remainder of the chapter is structured as follows: Section 3.2 summarizes the relevant work on the topic of SPSM in SE education. Section 3.3 presents the context of the study, research questions, data collection and analysis methods. Section 3.4 presents the results, Section 3.5 revisits the research questions based on the findings and Section 3.6 concludes the chapter.

3.2 Background and related work

In this section, we briefly discuss the two overarching themes in this study: SPSM based education and evaluation on scientific argumentation.

3.2.1 SPSM in SE education

SPSM provides an alternative to manipulation of the actual software process by providing a test-bed for experimentation with realistic considerations. Compared to static and analytical models, SPSM achieves this because of its ability to capture the underlying complexity in software development by representing uncertainty, dynamic behavior and feedback/feed-forward mechanisms [12].

Since the initial proposal of SPSM its potential as a means of education and training was recognized [12]. Some of the claimed benefits of SPSM for SE education include: increased interest in SE project management [17], motivation of students [7], and effective learning [19]. It can facilitate understanding by experiencing different processes with certain roles (e.g. as a a software manager making decisions in software development, which would not have been possible in an academic context without SPSM [26]).

Navarro and Hoek [16] evaluated the experience of students playing SPSM based games for SE education. They found that the SPSM based teaching is applicable for various types of learners as it aligns well with objectives of a multitude of learning theories. For example, it encourages exploratory learning by experimenting, emphasizes learning by doing and through failure, and by embedding in a context that resembles the real-world use of the phenomenon of interest.

Wangenheim and Shull [25], in a systematic literature review of studies using SPSM for SE education, found that the two most frequent aims in such studies are “SE Project Management” and “SE process” knowledge [25]. They also found that in most of the existing research, subjective feedback was collected after the students
had used the game [25]. Similarly, they reported that it was difficult to evaluate the effectiveness of SPSM interventions because a majority of the articles do not report the “expected learning outcome and the environment in which students used the game” [25].

These findings motivated our choice to have a simulation based intervention in the course as the two major learning objectives for the course are related to project and process management. The context is described in Section 3.3.1. Furthermore, adhering to the recommendation that is based on empirical studies [25], we used SPSM to target a “specific learning need” of the students, i.e. to improve the understanding and implications of a software development life-cycle process. SimSE was the chosen platform due to a stable release, good graphical user-interface and good feedback from earlier evaluations [16]. Unlike the existing evaluations of SimSE, in this study, we took an indirect approach to see if the simulation based intervention had the desired impact. We looked at the quality of arguments for the choice of the life-cycle process in the student reports without explicitly asking them to reflect on the SPSM game.

### 3.2.2 Evaluating scientific argumentation

Argumentation is a fundamental driver of the scientific discourse, through which theories are constructed, justified, challenged and refuted [9]. However, scientific argumentation has also cognitive values in education, as the process of externalizing one’s thinking fosters the development of knowledge [9]. As students mature and develop competence in a subject, they pass through the levels of understanding described in the SOLO taxonomy [4]. In the taxonomy’s hierarchy, the quantitative phase (unistructural and multistructural levels) is where students increase their knowledge, whereas in the qualitative phase (relational and extended abstract levels) students deepen their knowledge [3]. The quality of scientific argumentation, which comprises skills residing in higher levels of the SOLO taxonomy, is therefore a reflection of the degree of understanding and competence in a subject.

As argumentation capability and subject competence are intrinsically related, it is important to find means by which scientific argumentation in the context of education can be evaluated. Sampson and Clark [20] provide a review of frameworks developed for the purpose of assessing the nature and quality of arguments. They analyze the studied frameworks along three dimensions of an argument [20]:

1. Structure (i.e., the components of an argument)
2. Content (i.e., the accuracy/adequacy of an arguments components when evaluated from a scientific perspective)
3. Justification (i.e., how ideas/claims are supported/validated within an argument)
We used the same criteria to update their review with newer frameworks for argument evaluation. This analysis was used to select the framework appropriate for use in this study.

3.3 Research design

3.3.1 Context

The objective of the Applied Software Project Management (ASPM) course is to provide students with an opportunity to apply and sharpen their project management skills in a sheltered but still realistic environment. Students participating in ASPM typically have completed a theory-building course on software project management, which includes an introduction to product management, practical project management guided by the Project Management Body of Knowledge [28], and an excursion to leadership in project teams [11].

Figure 3.1 shows the student characteristics of the two course instances that were studied. In 2012, without SPSM intervention, 16 students participated in total, having accumulated on average 18 ECTS points at the start of the course. In 2013, with the SPSM intervention, 15 students participated in total, having accumulated on average 84 ECTS points at the start of the course. In both course instances, three students did not take the theory course on software project management (Advanced SPM). The major difference between the two student groups is that in 2013, considerably more students did not successfully complete the Advanced SPM course. The higher ECTS average in 2013 can be explained by the participation of three Civil Engineering students who chose Applied SPM at the end of their study career while SE and Computer Science students chose the course early in their studies.

The course follows the three months schedule shown in Figure 3.2, which illustrates also the planned interactions between students and instructors. The introduced modifications are shown in italics and further discussed in Section 3.3.3. Students are expected to work 200 hours for this course, corresponding to a 20 hours/week commitment.

The course has five assignments but Assignment 1 and 5 are important for this study (see Figure 3.2). Assignment 1 consists of delivering a project management plan (PMP) where students also report the choice and rationale for a software process they will use. The teams receive oral feedback and clarifications on the PMP during the same week. The course concludes with a presentation where project teams demo their

---

1 ASPM is also an optional course in the curriculum for students from computer science and civil engineering programs
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<table>
<thead>
<tr>
<th>Program</th>
<th>2012</th>
<th>2013</th>
<th>Advanced SPM grade</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Master in Software Engineering</td>
<td>12</td>
<td>12</td>
<td>A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Master in Computer Science</td>
<td>4</td>
<td>0</td>
<td>B</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Civil Engineer in Industrial Economy</td>
<td>0</td>
<td>3</td>
<td>C</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>ECTS (average)</td>
<td>18</td>
<td>84</td>
<td>D</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>E</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not finished</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not taken</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 3.1: Student demographics from 2012 (without intervention) and 2013 (with SPSM intervention) of the Applied SPM course

developed products. In Assignment 5, the students are asked to individually answer a set of questions that, among other aspects, inquiry their experience with the used software process in the project.

3.3.2 Research questions

The posed research questions in this study are:

RQ1: How can improvement in software development process understanding be assessed?

RQ2: To what extent can process simulation improve students’ understanding of software development processes?

With RQ2, we investigate whether process simulation has a positive impact on students’ understanding of development processes. Even though studies with a similar
aim have already been conducted (c.f. [17]), experiments in general are prone to the Hawthorne effect [6], where subjects under study modify their behavior knowing that they are being observed. Similar limitations can be observed in earlier evaluations of SimSE where “the students were given the assignment to play three SimSE models and answer a set of questions concerning the concepts the models are designed to teach” [16]. Hence we introduce process simulation as an additional teaching and learning activity into a course whose main purpose is not to teach software development processes. Furthermore, we do not modify the requirements for the graded deliverables. Formally, we stated the following hypotheses:

\[ H_0: \text{There is no difference in the students’ understanding of process models in course instances 2012 and 2013.} \]
\[ H_a: \text{There is a difference in the students’ understanding of process models in course instances 2012 and 2013.} \]

Due to the subtle modifications in the course, we needed to identify new means to evaluate the intervention, measuring the impact of introducing process simulation on students’ understanding of development processes. In order to answer RQ1, we update the review by Sampson and Clark [20] with two more recent frameworks proposed by Reznitskaya et al. [18] and Brown et al. [5], select the framework that provides the strongest argument evaluation capabilities, and adapt it to the software engineering context.

In order to answer RQ2, we apply the chosen argument evaluation framework on artifacts delivered by project teams and individual students which did receive the treatments shown in Figure 3.2 and on artifacts delivered in the previous year.

### 3.3.3 Instrumentation and data collection

**Assignment 5: Post mortem**, as shown in Figure 3.2, is an individual assignment where students had to motivate and reflect on their choice of software process model selected in their projects. This assignment is used to evaluate the influence of SimSE on the student’s understanding of the software processes. A baseline for typical process understanding of students from the course was established by evaluating Assignment 5 from year 2012 and it was compared to the evaluation results of Assignment 5 from year 2013. To supplement the analysis we also used **Assignment 1: Project Management Plan (PMP)** (which is a group assignment) from both years. The design for the study is shown in Figure 3.3. Where deltas ‘a’ and ‘b’ are changes in understanding between the Assignments 1 and 5 within a year. While deltas ‘c’ and ‘d’ represent changes across the years for Assignment 1 and 5 respectively.
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Figure 3.3: Design to evaluate the impact of the SPSM intervention

For the evaluation of assignments, we used the EBR framework [5]. Other frameworks considered and the reasons for this choice are summarised in Section 3.4.2. Once the framework had been adapted, first it was applied on one assignment using “Think-aloud protocol” where the authors expressed their thought process while applying the evaluation instrument. This helped to identify ambiguities in the instrument and also helped to develop a shared understanding of it. A pilot of the instrument was done on two assignments where the authors applied it separately and then compared and discussed the results. Both authors individually coded all the assignments and then the codes were consolidated with consensus. The results of this process are presented in Section 3.4.3.

3.3.4 Limitations

The assignments were retrieved from the Learning Management System and personal identification of students was replaced with a unique identifier to hide their identity from the authors. This was done to avoid any personal bias that the authors may have towards the students as their teachers, in this and other courses. Furthermore, to ensure an unbiased assessment both the overall grades of students and their grades in the assignments were hidden from the authors when the assessment instrument was applied in this study.

To avoid any bias introduced by asking questions directly about the intervention of process simulation, and to have a relative baseline for assignments from 2012, we did not change the assignment descriptors for the year 2013. Thus we tried to measure the
effect of the intervention indirectly by observing the quality of argumentation without explicitly asking students to reflect on the experience from simulation based games.

The intervention was applied in a post-graduate course, rendering experiment-like control of settings and variables impossible. Among other factors, any difference in results could purely be because of the different set of students taking the course in the years 2012 and 2013. However, as discussed in Section 3.3.1 the groups of students were fairly similar thus the results are comparable. Small number of students is also a limitation of this study especially to draw any statistical inference with high confidence.

Similarly, by having the students fill out questions about the various simulation based games we tried to ensure that students have indeed played the games. However, we have no way of ensuring that the students did indeed play the games individually and not share the answers with each other. This limitation could weaken the observable effect of the intervention.

3.4 Results

In this section we report the two main results of our study. In Section 3.4.1 we review two argument evaluation approaches and classify them according to the framework presented in Section 3.2.2. Then we choose one argument evaluation approach and adapt it to our goals (Section 3.4.2), and apply it to students arguments on choosing a particular process model for their project (Section 3.4.3). The data (argument coding and quantification) is available in the supplementary material to this chapter, available at http://www.bth.se/com/mun.nsf/pages/simeval.

3.4.1 Review update

In Table 3.1 we summarize Sampson and Clark’s [20] analysis w.r.t. the support various frameworks provide to assess structure, content and justification of an argument. In the rest of the section we report the classification of two newer frameworks as an extension to their review.

Brown et al. [5] propose with the Evidence-based Reasoning (EBR) framework an approach to evaluate scientific reasoning that combines Toulmin’s argumentation pattern [24] with Duschl’s framework of scientific inquiry [8]. This combination proposes scientific reasoning as a two-step process in which a scientific approach to gather and interpret data results in rules that are applied within a general framework of argumentation [5].

Figure 3.4a shows the structure of the framework, consisting of components that should be present in a strong scientific argument. The strength of an argument can
Chapter 3. Use and evaluation of simulation for software process education 

Table 3.1: Strengths and weaknesses of argument assessment frameworks

<table>
<thead>
<tr>
<th>Framework</th>
<th>Structure</th>
<th>Content</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain-general</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toulmin [24]</td>
<td>strong</td>
<td>weak</td>
<td>weak</td>
</tr>
<tr>
<td>Schwarz et al. [22]</td>
<td>strong</td>
<td>moderate</td>
<td>moderate</td>
</tr>
<tr>
<td><strong>Domain-specific</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zohar and Nemet [27]</td>
<td>weak</td>
<td>moderate</td>
<td>strong</td>
</tr>
<tr>
<td>Kelly and Takao [13]</td>
<td>strong</td>
<td>weak</td>
<td>strong</td>
</tr>
<tr>
<td>Lawson [14]</td>
<td>strong</td>
<td>weak</td>
<td>strong</td>
</tr>
<tr>
<td>Sandoval [21]</td>
<td>weak</td>
<td>strong</td>
<td>strong</td>
</tr>
</tbody>
</table>

be characterized by the components present in the argument. For example, in an unsupported claim (Figure 3.4b), there are no rules, evidences or data that objectively support the claim. An analogy (Figure 3.4c) limits the argumentation on supporting a claim only with instances of data, without analyzing and interpreting the data. In an overgeneralization (Figure 3.4d), analysis and formation of a body of evidence is omitted and data is interpreted directly to formulate rules (theories, relationships) that are not supported by evidence.

The EBR was not designed for a specific scientific context [5] and we classify it therefore as a domain-general framework. It provides strong support for evaluating arguments along structure (i.e. the components of an argument) and justification (i.e. how claims are supported within an argument) dimensions. However, solely identifying rules and evidences components in an argument does not provide an assessment of the

![Figure 3.4](image-url)

**Figure 3.4:** The Evidence-Based Reasoning framework (a) and different degrees of argument sophistication (b-d) (adapted from Brown et al. [5])
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arguments content, i.e. the adequacy of argument components. As such, the framework provides the tools to identify components of content (rules and evidences), but no direct means to assess the content’s quality. Therefore, we rate the framework’s support for the content dimension as moderate.

Reznitskaya et al. [18] propose a domain-specific framework for evaluation of written argumentation. They proposed and compared two methods to implement this framework:

1. Analytical method, which is a data driven approach where individual statements are coded and their relevance to the main topic is judged, categories are derived from these codes (deciding about these categories will be based on the theoretical and practical significance in the domain). Next the report is evaluated on five sub-scales which cover aspects from: number of arguments made, types of previously identified categories of arguments covered in the report, opposing perspectives considered, number of irrelevant arguments and the use of formal aspects of discourse.

2. Holistic method takes a rubric based approach attempting to provide a macro level assessment of the arguments.

In essence, the framework has no explicit focus on the components of an argument and only indirectly covers the aspects of structure while creating the instrument. The fundamental building block of the evaluation framework is the analytical coding process where both the content and justification are considered. Content (accuracy and adequacy) is only assessed by identifying the relevance of the argument to the topic. Justification is covered indirectly in the variety of argument categories identified in the reports. However, all argument categories are given equal weight in scoring. Therefore, we rate the framework support for the structure as weak, and for content and justification as moderate.

3.4.2 Selection and adaptation of an argument evaluation framework

Based on the analysis of the reviewed frameworks, summarized in Table 3.1, and the updated review presented in Section 3.4.1, we decided to use the EBR framework [5]. We chose a domain-general over a domain-specific framework due to our preference of customizing generic principles to a specific context. The alternative, to construct an assessment instrument completely inductively from the particular domain and data, as for example in Reznitskaya et al. [18], would imply a relative assessment approach, weakening the evaluation of the intervention. Furthermore, a domain-generic approach
allows us to re-use the assessment instrument with minor adaptations, lowering the application cost by keeping the general approach intact.

Table 3.2 shows an example argument with the EBR components one can identify in written statements. This example illustrates what we would expect in a strong argument: a general rule on a process model is applied on a premise that refers to the specific circumstances of the students’ project, justifying their claim that the selected model was the best choice. The rule is supported by evidence (a reference to a scientific study) and by an experience from the project that creates a relationship between short development cycles and late changes. The evidence is supported by data from the project.

The EBR framework enables a fine-grained deconstruction of arguments into components. The price for this strength on the structural and justification dimension is a moderate support for assessing content (see Section 3.4.1). Even though the overall argument content can be judged to some extent by the interplay between the argument components, domain-specific knowledge is nevertheless required to judge whether individual statements are accurate. Looking at Table 3.2, the rule component in particular requires knowledge on XP in order to decide whether the statement is accurate or not. Hence we assess the argument content by qualifying a rule as sound/unsound, given the stated premise, claim, evidence and data, based on our domain knowledge on process models. Concretely, we declare an argument for a claim as:

- **Sound**
  - If the stated rule is backed by evidence/data and is pertinent for the premise (strong).
  - In arguments with no corroborative evidence (weak): If the stated rule is in compliance with literature and/or the assessors understanding of the topic and is pertinent for the premise.

Table 3.2: Example application of the EBR on an ideal argument

<table>
<thead>
<tr>
<th>Component</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Premise</td>
<td>The requirements for our product are not that clear and likely to change.</td>
</tr>
<tr>
<td>Claim</td>
<td>eXtreme Programming (XP) was the best choice for our project.</td>
</tr>
<tr>
<td>Rule</td>
<td>XP embraces continuous change by having multiple short development cycles.</td>
</tr>
<tr>
<td>Evidence</td>
<td>Reference to Beck [2]; customer changed user interaction requirements six weeks before the delivery deadline but we still delivered a working base product;</td>
</tr>
<tr>
<td>Data</td>
<td>Seven change requests to initially stated requirements; four requirements were dropped since customer was satisfied already;</td>
</tr>
</tbody>
</table>
• Unsound
  – If an argument does not fulfill either of the above two criteria.

3.4.3 Application of the chosen framework

In this section we illustrate the results of applying the EBR framework on the students’ arguments for choosing/rejecting a particular process model for their project. We coded statements according to the EBR frameworks’ components of an argument: a premise (P), rule (R), evidence (E), data (D). We also noted when components are used atomically or are combined into pairs or triples of components to form a coherent argument. Based on this codification, we evaluated the overall content of the argument (unsound / weak / strong) by following the rules established in Section 3.4.2. The claim of the argument, in principle constant and only changing in sign, was that a particular process model is / is not the best choice for the project.

Table 3.3 shows the results in terms of the argument component frequencies encountered in the students’ project plans from 2012 (without intervention) and 2013 (with the SPSM intervention). For example, in Plan #1 we identified 8 premises (P), 4 premise-rule (PR) pairs and 1 premise-evidence (PE) pair. We expected to find some premise-rule-evidence (PRE) triples as they would indicate that students can motivate their choice by examples, e.g. by referring to scientific literature, to experience from previous projects or from playing SimSE. However, the results clearly indicate a tendency for students to create overgeneralizing arguments (premise-rule pairs). Looking at the argument content, we identified no strong arguments (lack of evidence component) and, in proportion to weak arguments, a rather large number of unsound arguments, indicating a lack of understanding of process models and their properties.

Table 3.3: Frequencies of identified argument components and argument content strength in project plans for choosing a particular process model

<table>
<thead>
<tr>
<th>Year</th>
<th>Plan#</th>
<th>P</th>
<th>PR</th>
<th>PE</th>
<th>PRE</th>
<th>RE</th>
<th>R</th>
<th>Unsound</th>
<th>Weak</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>1</td>
<td>8</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Sum</td>
<td>20</td>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>2012</td>
<td>4</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Sum</td>
<td>23</td>
<td>14</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>14</td>
<td>14</td>
<td>0</td>
</tr>
</tbody>
</table>
After assessing the project plans, which were a group assignment, we applied the EBR framework on the project post-mortems that were handed in individually by the students (13 in 2013 and 12 in 2012). Table 3.4 illustrates the results, showing the frequencies of identified argument components and component combinations. Observe that, in contrast to the post-mortem, we identified more combinations of components, e.g. premise-data (PD) or premise-evidence-data (PED) triples. For both years it is evident that students reported more justification components (evidence and data) in the post-mortem than in the project plan. This is expected as we explicitly asked to provide supporting experience from the conducted project.

### 3.5 Analysis and revisiting research questions

#### 3.5.1 Assessing software development process understanding (RQ1)

With support from the EBR framework we decomposed students’ arguments to a degree that allowed us to pinpoint the weaknesses of their development process model understanding. Looking at the frequencies in Table 3.4, we can observe that:

- For both years, a relatively large number of standalone argument components were identified (e.g. single premise, rule and data components in 2013 and evidence components in 2012). A standalone argument component indicates a lack of a coherent discussion, a concatenation of information pieces that does not create a valid argument for a specific claim. There are exceptions, e.g. PM#8

<table>
<thead>
<tr>
<th>Year</th>
<th>Premise</th>
<th>Premise-Rule</th>
<th>Premise-Evidence</th>
<th>Premise-Rule-Evidence</th>
<th>Rule</th>
<th>Evidence</th>
<th>Data</th>
<th>Evidence-Data</th>
<th>Premise-Data</th>
<th>Rule-Evidence-Data</th>
<th>Premise-Evidence-Data</th>
<th>Unsound Argument</th>
<th>Weak Argument</th>
<th>Strong Argument</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>16</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>2013</td>
<td>30</td>
<td>5</td>
<td>9</td>
<td>17</td>
<td>20</td>
<td>9</td>
<td>16</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.4: Frequencies of identified argument components and argument content strength in project post-mortems for choosing a particular process model.
and PM#24 (see supplementary material), which is also expressed in a strong argument content rating.

- Looking at the argument component combinations that indicate a strong argument (i.e. that contain a premise, a rule, and evidence or data), we can observe that assignments containing weak arguments outnumber assignments with strong arguments in both years.

The detailed analysis of arguments with the EBR framework could also help to create formative feedback to students. For example, in PM#5, the student reported 7 data points on the use of SCRUM but failed to analyze this data, creating evidence (describing relationships of observations) and connecting them to rules. On the other hand, we identified several assignments with the premise that the requirements in the project are unknown or change constantly (using this premise to motivate the selection of an Agile process). However, none of the assignment reports data on change frequency or volatility of requirements, weakening therefore the argument for choosing an Agile process.

Given these detailed observations one can make by applying the EBR framework we think it is a valuable tool for both assessing arguments and to provide feedback to students. However, this power comes at a price. We recorded coding times between 10 and 30 minutes per question, excluding any feedback formulation that the student could use for improvement. Even if coding and feedback formulation efficiency could be increased by tools and routine, one has to consider the larger effort this type of assessment requires compared to other means, e.g. rubrics [1].

3.5.2 Impact of SPSM on students’ understanding of software development processes (RQ2)

The only difference in how the course was conducted in 2013 compared to 2012 was the use of SimSE simulation based software process games. Besides the limitation of this study (as discussed in Section 3.3.4) improvements in the students’ understanding can be seen as indications of usefulness of SimSE based games for software process education.

In order to evaluate students’ understanding, we measured the quality of argumentation for the choice of the software process. Concretely, we evaluated the content of the student reports by using the strength (classified as strong, weak and unsound) of an argument as an indicator. To test the hypotheses stated in Section 3.3.2, we used the chi-square test of independence [23] and rejected $H_0$ at a confidence level of $\alpha < 0.05$.

For the project management plan (Table 3.3), which was a group assignment and was delivered at the beginning of the course, the observed frequency of strong, weak
and unsound arguments did not differ significantly between 2012 and 2013. Hence we cannot reject $H_0$ for the project management plan.

For the project post-mortem (Table 3.4), which was an individual assignment and was delivered at the end of the course, the observed frequency of strong, weak and unsound arguments did differ significantly between 2012 and 2013 ($\chi^2 = 8.608$, $df = 2$, $p-value = 0.009$). Hence we can reject $H_0$ for the project post-mortem and accept that there is a difference in process model understanding of students in course instances 2012 and 2013. However, since this difference only materialized at the end of the course, after the project has been conducted, the improved understanding cannot be attributed to the software process simulation game alone as discussed in the limitations of this study (Section 3.3.4).

Another indirect observation that shows a better understanding of the process model is reflected in the choice of the process model in the context of the course project (with small collocated teams, short fixed duration for project etc.). Compared to 2012 where most of the groups took plan driven, document intensive process models (two groups chose an incremental development model, one group chose Waterfall and only one chose Scrum), in the year 2013 all groups chose a light-weight, people centric process model that is more pertinent to the given context.

### 3.6 Conclusion

The EBR framework enabled decomposition of arguments into distinct parts, which ensured an objective evaluation of the strength of the arguments in student reports. This assessment allowed us to gauge students’ understanding of software development processes.

The indications reported in this study (from use of software process simulation in an active course) adds to the confidence in evidence reported in earlier empirical studies in controlled settings. Given the potential gains as seen in this study, and relative maturity, user interface and decent documentation of SimSE, the minor additional cost of including it in a course to reinforce concepts already learned was well justified.

As future work, we intend to do a longitudinal study where more data is collected over the next few instances of the course.
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Chapter 4

Aggregating software process simulation guidelines: Literature review and industry experience

Abstract

Software process simulation is a complex task and in order to conduct a simulation based study practitioners require support through a process for software process simulation modeling (SPSM). Such a process should include what steps to take and what guidelines to follow in each step. This study provides a consolidated six-step process for SPSM where the steps and guidelines for each step are identified through a review of literature. The resulting process was used in an action research study at a Telecommunication vendor to conduct a simulation based study for the purpose of training developers. The experience of using the consolidated process is also reported for each step. We found the proposed guidelines to be sufficient for conducting a study in the case company for the given purpose.
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4.1 Introduction

Software processes are complex, dynamic and non-deterministic in nature and it is therefore appropriate to study these using simulation. SPSM attempts to imitate the real-world software processes and enables investigations using the model for various purposes such as training, education, planning and strategic management [18] [14]. The potential of SPSM is well established and it is time to make an engineering discipline from this art form [34]. To achieve this various systematic processes to develop simulation models have been proposed in literature.

Today, when a practitioner takes on the task of SPSM the immediate challenge is the choice of a process for conducting an SPSM study because of the number of available process prescriptions in literature that claim successful results. These processes target certain simulation approaches e.g. Rus et al. [34] for discrete event simulation (DES) and Pfahl and Lebsanft [27] for System Dynamics (SD). Yet other differences in the proposed processes are the level of formalism in the process description [34], use of terminology or targeted experience level of modeler [3] and size of the organization undertaking SPSM [36].

Some of these proposals suggest that their process is extensible to simulation approaches other than the one they were originally proposed for, such as [34]. It is not obvious to an inexperienced modeler as to what part of the process will change if they use it for a different approach (e.g. using the process for SD to develop a DES model) or context (e.g. using the same process in a small enterprise). Similarly, the existence of these variations is confusing for a practitioner with no simulation background, because if the same process can be used why do we have a number of proposals? Therefore, it is important to analyze and use these processes to identify deficiencies and improvement opportunities. An aggregation of best practices and a consolidated simulation process will support wide spread adoption of software process simulation modeling in the software industry.

Ahmed et al. [1] found in a survey that software process simulation modelers consider the modeling process a major challenge in SPSM. They also present a possible explanation for the lack of an SPSM process discussion in literature, saying that simulation modelers do not report on the modeling process as either they already have a satisfactory process or are not interested in it. They [1] also found that most of the software process simulation modelers work alone in a simulation study. This may also suggest why the ‘process’ aspect is often overlooked as it will become more important in a collaborative study that requires communication.

Today, however, considering the amount of SPSM literature, the need is to combine the lessons learned and make use of the collective experience gained over more than three decades of SPSM research and practice.
The contribution of this study is three-fold:

1. First is the synthesis of a simulation modeling process from literature along with supplementary recommendations for each step of this consolidated process.
2. Secondly, this process, which utilizes experience of various simulation modelers (thus less influenced by individual preferences), is applied in an industrial simulation project.
3. Lastly, SPSM is a relatively new field, however, simulation for investigating various problems in different domains is an old and active research area. Thus, we also compared the results of this study to the research from venues outside the typical SPSM forums to see whether the process they use is really different from what we apply in Software Engineering. Such an attempt would identify the gap between SPSM and simulation research in general and indicates what can be learned and used between the disciplines.

The remainder of the chapter is outlined as follows. Section 4.2 summarizes the existing processes for SPSM and their industrial evaluation. Section 4.3 describes the research methods used in this study. Section 4.4 presents the aggregated guidelines and consolidated simulation process. Section 4.5 reports the experience of using the consolidated process in the case company. Section 4.6 reflects on the findings of the literature review and the action research. Section 4.7 concludes the chapter.

### 4.2 Related work

Pfahl and Günther [29] proposed a methodology, Integrated Measurement, modeling, and Simulation (IMMoS), which complements SD with existing modeling methods and quantitative measurement. One of the four components of this methodology is a process description for SPSM, which in turn has four phases and seventeen sub-activities [27] [28]. Angkasaputra and Pfahl [5], analyzed this process against agile practices and made improvements to make it more agile. Zhai et al. [42] however claim that it is difficult to combine information learned from empirical studies into simulation results generated by IMMoS. Furthermore, they claim that it is difficult to build a SD model in practice using this approach, however, the paper does not state a rationale for that conclusion.

Rus et al. [34] create two clusters of the simulation process activities: engineering and management activities. They presented a process for DES, but also claimed that it can be used for other types of simulations. The process indicates its documentation-focus with emphasis on specification and approval of changes to the simulation model.
Müller and Pfahl [17] summarize five major steps for SPSM studies and refer to [29] and [34] for detailed guidelines for SD and DES respectively.

Ahmed et al. [3] proposed a process based on interviews of simulation modelers. This process was aimed at novice modelers and it was evaluated in a controlled experiment with students as subjects.

Silva Filho et al. [36] present a simulation approach that is targeted for small and medium sized enterprises. The process consists of these steps: The user selects the variables related to the subject to be addressed; Data collection; Preprocessing data; Causal model building; and Simulation model assembly and evaluation.

Kellner et al. [14] did not present a process for SPSM but identified major steps in a simulation study by answering the questions: Why simulate? (identifying the purpose and uses of SPSM); What to simulate? (the parameters and scope of simulation); and How to simulate? (techniques and approaches for SPSM).

Madachy [18] proposes the use of the Win Win Spiral model for model development and maps five major phases of a simulation study to this process. The book also provides comprehensive guidance especially focusing on use of SD in SPSM.

Park et al. [23] propose a three-step approach to develop a process simulation model based on Software & Systems Process Engineering Metamodel (SPEM). The three steps in their process are: Scoping (defining the simulation boundary in terms of portion of the lifecycle); modeling (defining the simulation model structure using UML, quantitative and qualitative models); and Transforming (algorithmic transformation of the models from previous step into DEVS-Hybrid simulation model). This proposal limits the undertaking of simulation to specific tools like the use of UML for modeling and DEVS-Hybrid for simulation of the model.

There is numerous industrial SPSM based studies however to the best of our knowledge, among the explicitly documented simulation processes only [29], [34] and [23] have been used in industry (all other industrial studies do not explicitly report the process they followed). In all three cases the original authors of the process description used it. The reason to mention this is that when one describes the process one followed a lot of the information may be implied for the authors and thus unconsciously missed from the description. Similarly, one may have consciously left certain details or decisions involved out of the process description considering them too obvious.

The multitude of similarity in these guidelines suggests that these approaches may be combined to develop a common process. Such a process will facilitate understanding, provide guidance and promote a systematic manner of approaching SPSM. It will also open new avenues for reuse. As having a shared process with identified activities and artifacts for SPSM will be the basis to identify how simulation models can be developed for and with reuse [22] and will help reduce effort and cost of the SPSM.
4.3 Research methodology

The aim of this study is to identify process descriptions for SPSM and the guidelines and best practices for their operational use. For this purpose following research questions were asked:

**RQ1:** Which process descriptions and guidelines are reported for SPSM in industry?

The rationale for this question is to gather good practices in order to provide practitioners with a process that is based on accumulated knowledge of software process simulation.

**RQ2:** Is the consolidated process (developed by synthesis of modeling and simulation processes from literature sources) useful in an industrial study?

The usefulness was evaluated from a practitioner’s perspective that whether this process facilitates conducting a simulation study and enables development of a simulation model for the given purpose. Furthermore, given the limited experience reported from applications of the processes for conducting SPSM studies in industry, we complemented RQ1 by putting the process to use in the case company.

4.3.1 Literature review

The existing systematic literature review by Zhang et al. [44] [43] has covered the typical venues for SPSM. Therefore, we did not repeat a search for the time period already covered by this review. Also given the empirical evidence of effectiveness of snowballing versus database search [13] [12] we decided to supplement the search results of Zhang et al. [44] [43] studies by forward and backward snowballing. We used the Webster and Watson [39] three-step process in this study:

**Step 1:** Zhang et al. [44] [43] had reported a two phase systematic literature review scoping the research on the SPSM. They had reported [44] manually reviewing the key venues in the SPSM research, like the Conference on Process Simulation ProSim, International Conference on Software Process, special issues of Journal of Systems and Software and Software Process: Improvement and Practice ¹ in the first phase. In the second phase [43] included more venues in manual search and complemented it with an automated search in primary research databases.

Therefore, in the first step we started with the primary studies from Zhang et al. [44] [43] review and identified articles relevant to the aims of our study.

---

¹Since 2010 this journal has been incorporated in Journal of Software Maintenance and Evolution: Research and Practice.
Step 2: We reviewed the citations in the articles (backward snowballing) identified in Step 1 to find any prior articles that may be of relevance for the current review.

Step 3: We reviewed all the citations to the articles (forward snowballing) identified in Step 1 and 2 above. This was deemed necessary to identify any newer work on the topic.

Unfortunately, the classification of articles relevant to the methodology was not available for the second phase of Zhang et al. [43] study. Therefore, in Step 1 like in Step 3 we resorted to reading the titles and abstracts to select the potential primary studies. For Step 2 the discussion of a citation in the primary studies and its title were considered enough to make a decision about inclusion of a study as a potential primary study.

4.3.2 Data analysis

Full-text of the articles identified above was read and process steps were extracted. The statements representing these steps were copied verbatim in a spreadsheet and analyzed using the following three steps:

Step-1: For the first statement in the spreadsheet create and log a name for the process step (step-name).

Step-2: For each subsequent statement identify if a relevant step-name already exists. If it does log the statement with the same step-name, otherwise create a new step-name.

Step-3: Repeat Step-2 until the last statement has been cataloged.

A short description was given to each of the resulting groups with the same step-name. The first author did all the data analysis but by maintaining traceability between the resulting groups and individual steps extracted from the articles, the second author was able to review the correctness of resulting process steps.

Using this bottom up approach the steps in the consolidated process evolved based on the grouping. This reduced our influence on the formulation of the overall consolidated process.

4.3.3 Action research

We followed the action research methodology that is based on McKay and Marshall’s work [20] depicted as six phases marked as A, B, C, D, E and F in Figure 4.1. In the remainder of the section we provide details of each of the phases of the action research in this study.
A. Problem identification and research aims: An action researcher is interested in investigating a real world problem and generate new insights and knowledge during the process [20]. Therefore, we started with an introductory meeting and a follow up presentation to explain the potential uses of simulation, general steps in a simulation based study and tentative level of support and access to information required for the study. With this information the managers from the company identified a real-problem in development, “need for a better mechanism to illustrate and educate developers to realize the importance of early integration”. We will explain the problem in detail in Section 4.4.1.

B. Understanding problem context and finding relevant literature: In follow-up meetings with four managers (one each from development and testing and two persons responsible for driving process improvement in the company) we characterized the problem identified in the previous step. We started to understand the industrial context by studying the testing process, identifying stakeholders and interviewing them for capturing different perspectives and triangulating our understanding of the process.

The goal of the simulation study was to assist product management develop a better case for early integration in testing of large systems. The testing process was simulated with a particular focus on the system in which all the component systems are integrated. The choice of this system was motivated by the complex interactions and dependencies involved in its testing process making it appropriate for simulation.

As directed by the action research methodology we attempted to understand the context of the problem at this stage. We used interviews, process documentation, and defect databases to understand the testing process at the company.
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Process documentation of the test process is obtained in order to capture the specified test strategies and test levels conducted at the company. This information was used for triangulation purposes as an additional source to the interviews. Furthermore, the documentation aided the researchers to gain better domain knowledge and familiarity with the test specific terminology used at the company. In addition, we consulted official templates for defect reporting (e.g. forms for documenting defect data).

Interviews Using semi-structured interviews we focused on how testing is done, including characterization of test objects at different levels, input used to derive test cases and tool support. Interviewees were not selected to get a representative sample of a population, but rather to have a diversity of perspectives. Test Managers who have the knowledge about their team members supported us in interviewee selection ensuring diversity and coverage of various test levels in the company.

Quantitative data: With respect to defects we looked at types and distribution of defect. The data is available through a company internal and proprietary defect reporting system.

The resulting understanding of the testing process and development context at the company are briefly discussed in Section 4.5.

Similarly, faced with the task to develop a simulation model, we turned to literature for guidance on how to conduct a simulation based study. This lead us to pose research question RQ1. The analysis of findings, a number of proposed processes, from the literature review resulted in a consolidated process for conducting a simulation study (see Section 4.4).

C. Planning and implementing the problem solution and conducting the research:
We applied the consolidated process while taking on the role of analysts doing process simulation in the company. We were working in the case company and had frequent informal discussions. However, the formal communication in this phase consisted of the following (where each meeting and interview lasted between 45-60 minutes):

- A follow-up meeting for data source elicitation with two managers (one from testing and another from product excellence).
- For variables where objective data was not available we got triangular estimates for such parameters (3 experts from testing teams each responsible for one or more test levels in the case company was involved in this meeting).

D. Monitor and evaluate the intervention from research and problem perspective:
We documented our progress and reflections throughout the study in applying the consolidated process. In terms of solution to the problem we had two separate meetings for model demonstration. At this occasion we used a semi-structured interview [32] for model validation and initial feedback on the model’s ability to achieve the training
goals. This allowed to have a planned interview guide, but also follow up on interesting discussion points.

In this study, we did only one iteration of the action research method. This iteration was used to reflect on the experience of using the consolidated process for creating the simulation model, this is the prerequisite to be able to build and engineer models that could actually later be used for the given purpose. The evaluation results from this iteration are used in a follow-up study where we want to evaluate the simulation model for its intended purpose in use (dynamic validation [11]).

4.3.4 Validity threats

In this section, we discuss the threats to the credibility of the findings of this study and what measures were taken to alleviate them. **Reliability:** The validity threats to the reliability of a study are related to the repeatability of a study i.e. how dependent are the research results on the researchers who conducted it [33].

In the literature review, data extraction from primary studies and analysis of the extracted guidelines were only done by the first author. This means that there is a risk of bias and correctness of results. However, to reduce this threat, the second author reviewed the extraction and analysis, and with that increased the reliability of the results.

**Internal validity:** The factors, which the researcher is unaware of or cannot control the extent of their effect, limit the internal validity of studies investigating a causal relation [33].

In the literature review, there is a risk of overlooking some relevant literature. We tried to minimize this risk by basing the study on a published systematic literature review. Using the guidelines [39] we started with an initial set of primary studies, we further supplemented the search by considering the citations in these studies (backward snowballing) and the citations to these studies (forward snowballing). Furthermore, snowballing has provided better results when compared to databases search in some studies [13] [12].

Inclusion and exclusion of articles was done by the first author alone therefore their is a threat of bias in selection. However, we tried to reduce the bias in selection by having explicit objective criteria. The systematic literature review [44] that was used as the input for our selection of software process simulation guidelines has the same limitation.

Both authors were involved in interviews, presentations and review meetings and compared notes and observations after each meeting. This reduced the threat of misinterpretation of feedback by the researchers.

In action research, instead of relying on a single perspective we involved multiple practitioners having different roles in the company to avoid any bias. Thus, through
triangulation using multiple practitioners from different teams we tried to avoid taking a biased perspective of the testing process.

Construct validity: The threats to construct validity reflect whether the measures used really represent the intended purpose of investigation [33].

Given that both authors had no previous experience of software process simulation modeling, we believe that we ideally reflected the situation of a practitioner who is faced with this task. This lack of prior knowledge reduced the likelihood that the successful outcome of this study was not an outcome of the consolidated process, but the expertise authors had in the area. However, there could be various confounding factors that we could not control in this study. There is a threat of maturation that we acquired more knowledge beyond what is expressed in these guidelines after reading considerable literature on the topic.

A majority of the process guidelines have been developed and used for SD based SPSM studies. There is a high likelihood that the consolidated process is biased in support for use of this approach. Furthermore, in this study because of various reasons (as discussed in Section 4.5) SD was the approach of choice. This means that the usefulness of the consolidated process needs to be evaluated for other simulation approaches. Having said that given the following reasons we consider it highly likely that the process will be useful for other simulation approaches:

- The similarity of the consolidated process and the process mainly used in quantitative discrete event simulation (presented in Section 4.6).
- All the contributing primary studies used to synthesize this consolidated process claim generalization to other simulation approaches.

External validity: The threats to external validity limit the generalization of the findings of the study outside the studied case [33].

The consolidated process has only been executed with a specific goal of training, using an SD approach for SPSM in the case company. This limits the generalization of conclusions beyond this specific case and simulation approach. As described in Section 4.6 the guidelines need to be adapted according to the purpose of the study. Therefore, this process needs to be evaluated for more purposes, using other approaches for SPSM in different contexts. Given this limitation of the study, using the description of company context and testing process (in this study) other companies in a similar context are likely to find the results transferable to their context [25].

Similarly, the current evaluation of the resulting model from use of this process can be only be considered as static validation [11]. The usefulness of the simulation model needs to be evaluated further for the ability of the model to achieve the intended learning objectives for developers. Indirectly, such an evaluation will provide important insights for improving the consolidated process that was used to conduct the study.
4.4 Consolidated process for SPSM based on literature sources

A common trait in all prescriptions of SPSM processes found in this study is the iterative and incremental nature of the process [3] [17] [18]. The consolidation of simulation processes in literature resulted in a process with six steps and it is presented in Table 4.1 and Figure 4.2. We present a brief description of each step, the sources which recommend them, the model heuristics [18] and guidelines applicable for each of the steps (in Sections 4.4.1 to 4.4.6). We also report our experience from using this process in an industrial study in Section 4.5.

Table 4.1: Mapping of the steps in the consolidated process to the contributing literature.

<table>
<thead>
<tr>
<th>Process step</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem definition</strong></td>
<td>[14], [17], [34], [3], [18] and [28]</td>
</tr>
<tr>
<td><strong>Model design</strong></td>
<td></td>
</tr>
<tr>
<td>Model Scoping</td>
<td>[14], [3], [23] and [18]</td>
</tr>
<tr>
<td>Identifying input parameters</td>
<td>[14] and [34].</td>
</tr>
<tr>
<td>Identifying result variables</td>
<td>[14], [34], [23] and [3]</td>
</tr>
<tr>
<td>Specifying reference behavior</td>
<td>[17] and [18]</td>
</tr>
<tr>
<td>Conceptual modeling</td>
<td>[14], [17], [34] and [23]</td>
</tr>
<tr>
<td>Choosing a simulation approach</td>
<td>[14]</td>
</tr>
<tr>
<td>Assessing technical feasibility</td>
<td>[28] and [3]</td>
</tr>
<tr>
<td><strong>Implementation of an executable model</strong></td>
<td>[17], [34], [23] and [3]</td>
</tr>
<tr>
<td><strong>Verification and validation</strong></td>
<td>[14], [34], [3], [17], [28] and [18]</td>
</tr>
<tr>
<td><strong>Simulation based investigations</strong></td>
<td>[17], [3] and [18]</td>
</tr>
<tr>
<td><strong>Presentation and documentation</strong></td>
<td>[3], [28] and [18]</td>
</tr>
</tbody>
</table>

The following are some guiding principles that are applicable in general to an SPSM study:

- Start small and later on add more content to the simulation model, look for analogies rather than starting the model building from scratch and work over an extended period of time instead of developing the model in one go [1] [4].
- Involve and maintain frequent contact with all stakeholders throughout the study [1] [4] [21].
- No model is perfect (i.e. it is an imitation and has a trade off between complexity and realism) [18].
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Figure 4.2: Consolidated process for conducting an SPSM study.

- All models are incomplete (as the goal is to model the behavior under study that is necessary to answer the questions of interest) [18].
- In industrial simulation studies it is important to deliver results and recommendations quickly as the modeled system and its environment are likely to change [4] [21].
- A model is not reality (therefore all results should be critically analyzed) [18].
- It is possible to build many different models of a single process (the perspective of stakeholders, level of detail and assumptions will make the model of the same process look very different) [18].
- Continually challenge the model (the credibility of the model can only be increased through further verification and validation V&V) [18] [4].
- The models are there to support managers in decision making, not to make the decisions for them [18].
- To facilitate effective communication use simple diagrams to communicate with others until they seek more detail (all stakeholders may not understand the equations and it may not be necessary to present those details) [18].
4.4.1 Problem definition

The starting point for SPSM is the identification of a problem to be investigated [14] [17] [34] [3] [18] [28]. The goals of SPSM influence important simulation decisions like the scope of simulation, level of detail, requirements on accuracy, which will in turn determine the required level of validation [30]. The common purposes for SPSM are [14]: Strategic management; Planning, control and operational management; Process improvement and technology adoption; Understanding; and Training and learning. The aim in this step is to identify the key questions that need to be addressed.

- Identify the users of the simulation model [28] [3].
- Define the usage scenarios (the use cases for the simulation model e.g. for the question: “How does missing the testing hand-off affect the cost and schedule of the release?”, a corresponding scenario would be: “Keeping all input constant, miss the internal hand-off between testing phases for different types of requirements and observe the values for cost and duration for each of the cases.”) of the simulation model [34].
- Develop test cases that clarify the model’s purpose and will be later used for validation of the simulation model itself and its results [34].

Guidelines:

- Consider the audience, desired policy set (e.g. company rules such as having a certain level of quality before moving to the next development stage), and level of detail of the implementation when defining the model purpose [18].
- A model is created to answer specific questions [18], i.e. the SPSM undertaking should be goal-driven [27].
- Identify the users of the simulation model to allow their involvement in the simulation process. It will ensure that their needs are met and increase the chances of adoption of the simulation model in practice [27].
- A clear, well-specified purpose will guide the remaining process. It will also help avoid misuse of the model in the future [27] [18].

4.4.2 Model design

This step has six sub-steps where using the problem statement as a starting point we move closer to the implementation step. Decisions regarding the model scope, granularity, input and output are taken in this step. The major outcome of this step are a quantitative (mathematical formulation) and a qualitative (influence diagrams and causal diagrams) model of the system under study.
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**Model scoping**

Depending on the aim of the study, the boundaries of the system being modeled are defined [14] [3] [18] [23]. The scope is defined in terms of the organizational breadth, product or project team, portion of lifecycle, single or concurrent projects and the time span that needs to be modeled. The system for one study may well be a subset of a larger system.

*Guidelines:*

- Independent of the scope of the study, to keep the customers interested, modeling should proceed iteratively ensuring the delivery of the first executable model as soon as possible [27] [21].
- The scope is largely dictated by the purpose hence the model purpose should be very focused to ensure that it does not become overly complex that in turn threatens its validity and credibility [27].
- Use GQM for defining goals, questions and the appropriate metrics for simulation [34] [18] [23].

**Identifying input parameters**

Identification of the input parameters for the simulation model is proposed in [14] [34]. Input parameters are the independent variables and are identified by assessing their affect on the system state an the choice of desired result variables (or study objectives).

*Guidelines:*

- Start designing the model early on, independently of the availability of data for calibrating the independent variables [18]. Also note that it is often not possible to measure all variables of relevance accurately.
- Select input probability distributions for input variables [7]. Law [16] provides a detailed discussion of statistical methods to support this decision.
- Ensure integrity of data by maintaining constant communication with stakeholders [21]

**Identifying result variables**

Identify the outputs required from the model [14] [34] [3] [23] to address the problem statement by answering the key questions identified earlier. Results variables can influence the process abstraction or level of detail because e.g. if instead of end-to-end process outcomes one is interested in intermediate values of a variable at various steps in the process then a certain granularity level of the model will be necessary.
**Guidelines:** Use of GQM to identify the output variables necessary to address the goals of the simulation [34] [18].

**Specifying reference behavior**

The specification of reference behavior is proposed in [17] [18]. Müller and Pfahl emphasize the importance of specifying observed problematic behavior or the desired behavior (called the reference behavior) [17]. It can also help to identify the model output parameters and can be used later as input for model validation.

**Guidelines:**
- The reference behavior should be defined (plotting behavioral change over time) [18] based on historical data [26].
- Consider behavioral patterns based on experience when actual data is not available in the company [18] [26].
- Instead of striving for absolute measures focus on relative measures (e.g. increase defect count in %) [18].

**Conceptual modeling**

Conceptual modeling is proposed in [14] [17] [34] [23]. In this step, process elements, information flows, decision rules and behavior that have an influence on the result variables and are relevant to the simulation goal are identified for modeling. This step involves making use of both the explicit and tacit knowledge about the software process. Some other activities in this step are as follows:

- Create static process models to understand the flow of information and transformation of artifacts in various activities [34].
- Create influence diagrams where (positive or negative) influence of various parameters on each other is depicted [34].
- Create causal loop diagrams (more pertinent for SD) [18] [28].
- Collect and analyze available empirical data for deriving the quantitative relations identified in the influence diagrams [34].
- Distinguish the parameter type as calibration, variable or project specific input parameter [34].

**Guidelines:**
- Consult domain experts as they have knowledge beyond the documentation and can judge the relevance of information to the problem under study [17].
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- Interview domain experts during modeling to avoid missing important aspects of the process and reduce the threat of misunderstanding [27].
- Motivate the choice of cause-effect relations with data sources and literature [26].
- Do not try to model the “system”, i.e. include only the entities and relations necessary to generate the behavior of interest. Using a top-down iterative approach, add details only when necessary [18]. Start small and later on add more content to the simulation model [1].
- Using the goal and the scope of model, aggregate and abstract to an appropriate degree hiding unnecessary details [18].
- Keep both the model and the communication with users simple [18]. Review each individual cause-effect relation in the causal diagram before the combinations [26].

Choosing a simulation approach

Choosing a simulation approach is proposed in [14]. As software processes have both discrete and continuous aspects, e.g. there are discrete quantities like lines of code, defects, number of requirements etc. and continuous aspects like staff experience, motivation level, commitment, cohesion in the teams etc. So different types of simulation approaches are applicable in SPSM [18]. The choice of an appropriate simulation approach will therefore depend on the aim of the study and the modeled system. A multitude of simulation approaches are available. Zhang et al. [44] found 10 approaches that have been used for SPSM. The most commonly used approaches are SD and DES. The choice is again influenced by the purpose, scope and result variables among others.

**Guidelines:** Continuous simulation is the approach of choice when the analysis does not require the low-level process details e.g. for strategic analyzes and long-term behavior. SD models have levels and flows of entities. These entities are not individually identified and are not traced through the process [14]. DES is the approach of choice for detailed process analysis, relatively short-term analysis. DES models contain distinct entities with attributes that move through the process [14].

Assessing technical feasibility

Establishing technical feasibility is proposed in [28] [3] i.e. prerequisites for simulation model development and usage like adequacy of problem definition, availability of data, and process maturity [26]. Before the simulation model development, technical feasibility should be checked [28] [3]. Ahmed et al. [1] found that most of the modelers assess feasibility as a first in the modeling process.
Guidelines: The feasibility aspects identified in [26] are covered by the following questions proposed by Balci [7]:

- Do the benefits of conducting a simulation based study justify the cost?
- Is it possible to use simulation for the goal of the study?
- Is it possible to complete the study in the given time and resource constraints?
- Is the necessary information available e.g. classified or not available?

### 4.4.3 Implementation of an executable model

Implementation of an executable model is the next step in the process as proposed in [17] [34] [23] [3]. The choice of simulation approach chosen for SPSM will determine the details of this step and exactly how the model will be implemented. Rus et al. [34] are the sole proposers of creation of “high level” and “detailed design” of the simulation model. None of the other process descriptions have suggested such a design activity. Ahmed et al. [4] in a survey also found that most simulation modelers do not produce a design prior to implementation of the simulation models.

**Guidelines:**

- Start with a small model. The entire simulation model should not be developed in one go rather create the model in an incremental manner [18] [1] [4].
- The use of relative measures and normalizing them helps in scaling the model. [18].
- Develop the simulation model with high modularity [1]. Separate data from model to support modification and experimentation [21].
- Always keep the model in a state that it could be simulated (or tested) [18].

### Choosing simulation tools and techniques

Another important decisions is the choice of simulation tool as proposed in [14] [3]. A stochastic simulation requires multiple simulation runs to gain reliable results from statistical analysis of the result variables. A number of tools are available today to facilitate this analysis. Many come with graphical interface (facilitating walk-through), output visualization, support for interactive simulation, sensitivity analysis and connectivity with third party applications.

**Guidelines:** Madachy [18] and Ahmed et al. [4] list the price of the tool, ease of use of the tool, training opportunities, documentation and maintenance support, computer platform and user familiarity, and performance requirements of the simulation model as the criteria for choosing an appropriate simulation tool.
Model calibration

Model calibration using the actual data is proposed in [18] [14]. To facilitate data collection simulation model may be integrated with the domain systems [21]. However, a major issue than integration is the lack of data for model calibration and validation in real-world settings [14]. The desired data is often poorly defined, inaccurate or missing altogether.

**Guidelines:** To deal with a lack of project data Park et al. [23] recommend use of analytical models like COCOMO II [8].

Here are some suggestions to deal with the typical situations that modelers have to face:

- Consult domain experts to deduce the accuracy and relevance of data [21] [30].
- If the desired metric is not available but “a similar one is” then make calculated adjustment, make adjustments by consulting experts, use source documents if you need finer granularity instead of aggregates, adjust decision variables to capitalize on available data or adjust the model scope [30].
- If the desired metric is not available and there are no similar ones: reconstruct the metric using other data sources, estimate using expert opinion, look for data in literature or drop the variable altogether [30].

4.4.4 Verification and validation

Verification and validation of the simulation model had been proposed in [14] [34] [3] [17] [28] [18]. A simulation model should undergo validation to the extent possible [14] and V&V should go on throughout the simulation study [34] [4]. However, it is difficult to thoroughly validate a software process simulation model because the data required to do so is often not available and validation throughout the process is costly [30]. Before the full-scale development of the simulation model the following steps should be done:

- Validation of the SPSM requirements [34] identified problem against the formulated problem [7].
- Review of causal diagrams with domain experts [28].
- In the review meeting describe the problem that will be addressed with SPSM, delineated system boundary and what will be the expected output of the study [18]. Use presentations, reviews and meetings with the stakeholders to communicate any change in the model or data [21].
- Developing a prototype of the simulation model to show how a user of the model will manipulate the input and control variables in the simulation [18].
**Guidelines:** Seven V&V activities are presented in [30]. Ahmed et al. [2] propose a framework for evaluating software process simulation models, which may be used as a guide to decide appropriate means of V&V covering different quality aspects of a simulation model. For a good description of techniques and steps to develop a valid and credible simulation model see [16], [15] [6] [7]. Some guidelines from other researchers are:

- Validation should be ongoing as parts of model are developed [4].
- Assure face validity by using inspections and structured walk-through of the model [14] [34] [3].
- False expectations (e.g. perfect predictions on the first model run) should be avoided, rather patterns should be reviewed for qualitative similarity instead [18].
- Consider constraints from the real world when conducting sensitivity analysis for a policy or a combination thereof to make sure that the model reflects real world behavior [18].
- Comparing simulation output to system output (actual data) [3]. See [16] for statistical methods to perform this comparison.
- Model validity is a relative matter [18] i.e. depending on the purpose of the study.

**Sensitivity analysis**

Sensitivity Analysis has been suggested as a V&V method [14] [3] [18]. It is also used as a method to design scenarios to investigate the behavior of modeled system with extreme values. It is applicable to all types of simulation approaches [14]. It explores the effect of changing certain parameter values on result variables. It helps to identify how significant is the effect of a certain parameter on the results of the simulation. The extent of statistical analysis however can be adjusted according to the use of data and the model [30].

**Guidelines:**

- Madachy [18] discusses application of numerical, behavioral and policy sensitivity analysis on simulation models.
- Begin with changing values of one parameter at a time keeping others constant [18].
- Statistical analysis is facilitated by good interconnectivity (automated data transfer) between the simulation and statistics tool [38].
- For stochastic models use Monte-Carlo analysis [18].
4.4.5 Simulation based investigations

Simulation based experimentation is proposed in [17] [3] [18]. In this step, we design and conduct investigations to produce simulation results that will answer the key questions raised in the start of the simulation study. We purposefully replaced “experiments” with “investigations” as we agree with Wernick and Hall [40] that the use of the term “experiment” is misleading in the context of SPSM compared to its meaning in empirical research.

Guidelines: Raffo and Kellner [30] explored various analytical and statistical techniques to evaluate process alternatives using simulation results. They [30] also showed how techniques like Data Envelopment Analysis (DEA) [19] can be used to perform impact analysis of such decisions. Law [16] provides a good discussion of statistical experiment design and confidence interval based analysis of alternatives.

4.4.6 Presentation and documentation

Presentation of the simulation results and documentation of the study and the model is proposed in [3] [28] [18]. To communicate the simulation results to the sponsors of the study, appropriate means of presentation need to be selected i.e. speaking the language they understand [7]. The examples of presentation in this case could be integration of simulation results with an existing system that the domain experts use or direct presentations using slides.

The documentation of the simulation study and the model will enable replication of the study and facilitate maintenance of the model. The simulation model, its goal and its usage is documented along with a discussion of simulation based investigations within the system’s context. A proper documentation will ensure that the model is not misused in the future.

To summarize, the documentation should cover each of the steps proposed in the consolidated process in this study. For details of what is relevant and important to document in each step see the documentation template proposed by Madachy [18] and from scientific publishing perspective, please refer to França and Travassos reporting guidelines [9].

Guidelines:

- Describing the goal and scope of the model [18] [9].
- Documenting causal relations and feedback loops [9]. Like any software, well-commented equations are easier to understand [18].
- Document assumptions, calibration values and rationales [9] [18].
• Verification and validation procedures and their outcome [9].
• Show output of multiple scenarios and discuss them [18]. The relevance and adequacy of these scenarios should also be motivated [9].
• Document any constraints and limitations in implementing a conceptual model in a simulation package [9].
• Like other empirical research, simulation studies should discuss the threats to study validity [9].

4.5 Experience of using the consolidated process

We conducted this study at a development site of a large Telecommunication vendor. The case and context are described to allow generalizing the results to a specific context. To develop an understanding of the testing process interviews with practitioners and process documentation were used. This facilitated in developing a simulation model that accurately captures the actual process. For readers, the description of the test process will help to understand the simulation model that was developed in this study (presented in Section 4.5.2).

The overall architecture of the product developed in the company consists of 12 systems, which are operationally independent and can also provide services independently of each other. The process used at the company is shown in Figure 4.3. In the first step the high-level requirements for the overall product are specified. Before the requirements are handed over to compound system development, a so-called “Go”-decision is taken, meaning that development resources are allocated to the high-level requirement. When the decision is positive, teams specify a detailed requirements specification, which then is handed over to the concerned system(s). The requirements are then implemented for a specific development system, and they are integrated (also called system level test).

The development is done in sprints run by agile development teams (AT Sprints in Figure 4.3). Each system can be integrated independently of another system, which provides them some degree of operational and managerial independence. However, the versions of two systems have to be compatible when they are integrated (Compound System Test). Each of the systems is highly complex, the largest system having more than 15 development teams. The size of the overall system of systems measured in lines of code (LOC) is 5,000,000 LOC.

Looking at other context elements [25] the following should be added as information:

• First versions of all systems are older than 5 years.
On principle level the development process is incremental with projects adding increments (e.g. new functionality) to the code base-line on system and compound system level.

Within the teams and in the testing activities agile practices are used, such as: continuous integration, time-boxing with sprints, face-to-face interaction (stand-up meetings, co-located teams), requirements prioritization with product backlogs, re-factoring and system improvements.
Overall there are six test levels (reviews, basic test, function test, system test, compound system test and field test) at the case company (as shown in Figure 4.3), however, for this simulation study we only focus on the “system test” and the “compound system test” levels. Reviews, basic and function test are abstracted in the development activity for this study and the field test is considered beyond the scope of this study as the product is considered ready for deployment and field test is just a release to limited customers.

4.5.1 Problem identification

We started the project with a presentation of the capabilities of process simulation and the main steps in developing a simulation model. We also emphasized the importance of having a focused and well specified goal for a simulation study. This helped convey the message upfront about the potential benefits of SPSM for the organization and the limitations.

The success of the initial presentation was also visible in the problem identified by the panel of managers from the company, as it was very focused and concentrated on limited phases of the overall development process. The goal and its sub-goals for the study are presented in Table 4.2.

In our case the initial set of users of the model was among the sponsors of this study. But after the initial prototype was presented, their confidence grew in simulation modeling and its potential. This gave us access to more end-users of the current simulation model (although with similar roles and responsibilities in the organization).

Table 4.2: Goal of the simulation study at the case company.

<table>
<thead>
<tr>
<th>To develop a better understanding in developers of the impact of missing system-test iteration on the compound-test and the overall system.</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Demonstrate the impact of a requirement or a defect-report missing the system-test or compound-system test?</td>
</tr>
<tr>
<td>- Demonstrate the impact of a requirement with dependencies missing the system-test or compound-system test?</td>
</tr>
<tr>
<td>- Demonstrate the benefits of early integration?</td>
</tr>
</tbody>
</table>

The impact in above sub-goals was measured in terms of amount of rework, cycle time for tasks (requirements and defect reports), workload and productivity, and quality (number of failures).
As this SPSM study aimed at understanding and training of the managers, it was not reasonable to start a new top-down measurement program to support and achieve the goals of the study. We elicited a very focused goal and used Goal Question Metric (GQM) [37] only for documentation purposes. Instead of starting a new measurement program, we revised the goal and scope of the study to determine what questions can be answered given the metrics that are available, can be derived or accurately estimated.

We renegotiated the goal and scope of the study based on the priorities from the practitioners, existing metrics and trade-off on accuracy of results. Thus, the goal of evaluating the effect of the test strategy (which defects should be found at which test levels) was dropped due to lack of reliable fault slip through data.

Moreover, creating at least high-level usage scenarios helped to ensure that the modelers correctly interpreted the goals and questions that the model should be able to answer.

4.5.2 Model design

Model scoping

The problem statement identified earlier was discussed further in a subsequent meeting to elaborate and characterize the scope of the simulation model. It was decided to focus on the testing process at the company and understand the cost of delay when a requirement misses the system integration test cycle.

While deciding the scope of the system that is modeled it was important to see what level of dependence exists between the subsystem being modeled and the other systems that make up the compound system. In this case, it was the testing process that was the system of interest, but we could not capture the implications of decisions at this level without considering the overall development process. Therefore, we decided to have an abstract view of other processes and relatively more detailed view of the testing process.

The testing process was introduced in Section 4.5 and shown in Figure 4.3. Based on the purpose of the simulation study we decided to model the development activity at a higher granularity level where the development iteration included (implementation, basic testing and function testing). We were more interested in the test iterations of system level and compound system level testing. These decisions are visible in the conceptual model that is presented in Section 4.5.2.
Identifying input parameters

Even if an industrial practitioner takes on the task of SPSM, no one stakeholder has access to all the relevant information required. Also the accessibility of different stakeholders is another constraint in industrial settings. Therefore, we devised a template with these two considerations in mind. The template shown in Table 4.3, assisted us to effectively acquire the data required for calibration of the simulation model. While filling it out we noticed that certain metrics were not available, or that we have to consult other departments.

In cases where the information was not available this initiated a discussion with domain experts about the appropriate level of detail for simulation or acquiring estimates for the values. Doing the data source elicitation early on during the study helped to revise the goals of the simulation as well as the appropriate level of detail. For example, in our case the company was interested in seeing the effect of putting in more resources at a certain test level and how that reduces the required effort at other levels. However, the data to do this analysis was unreliable and abandoned. Since, this was

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable name</td>
<td>Name the variable e.g. Size</td>
</tr>
<tr>
<td>Description</td>
<td>A short description of the variable.</td>
</tr>
<tr>
<td>Variable type</td>
<td>Depending on how we want to analyze this variable as independent,</td>
</tr>
<tr>
<td></td>
<td>dependent or control variable.</td>
</tr>
<tr>
<td>Stakeholders (roles)</td>
<td>The stakeholders responsible for this variable or who could give more</td>
</tr>
<tr>
<td></td>
<td>information about this variable.</td>
</tr>
<tr>
<td>Activities</td>
<td>The activities in the software development life-cycle that will influence,</td>
</tr>
<tr>
<td></td>
<td>produce or use this variable’s values.</td>
</tr>
<tr>
<td>Software artifacts</td>
<td>Software artifacts where this variable can be computed from or is stored in.</td>
</tr>
<tr>
<td>Unit of measurement</td>
<td>The unit of measurement.</td>
</tr>
<tr>
<td>Simulation values</td>
<td>This may be different from the value above e.g. in the absence of exact</td>
</tr>
<tr>
<td></td>
<td>numerical values we may have small, medium, large or intervals to estimate</td>
</tr>
<tr>
<td></td>
<td>size for simulation.</td>
</tr>
<tr>
<td>Typical and extreme values</td>
<td>The typical, minimum and maximum value of this variable.</td>
</tr>
<tr>
<td>Distribution</td>
<td>The distribution of this variable.</td>
</tr>
<tr>
<td>Tolerance</td>
<td>The acceptable tolerance in the estimation, in case of a dependent variable.</td>
</tr>
</tbody>
</table>

Table 4.3: Data collection.
not the highest priority issue for the stakeholders they decided to skip this as a goal for this simulation study.

**Identifying result variables**

Creating usage scenarios in “Problem identification” step (see Section 4.4.1) helped in identifying variables of interest. It also helped in categorizing them as input, output and control variables for the simulation model. For example, when we specified a usage scenario: What is the state of workload if the workforce allocation is kept constant and failure rate increases by 10 percent?

**Specifying reference behavior**

In the case company there was already a measurement based information visualization tool that can graphically represent the software process output. This was especially useful for us to document the existing behavior of the testing process. Apart from the benefits of reference behavior for validation and output parameter identification, we found that being able to replicate the reference behavior had a very positive impact on the interest levels of simulation-model users. As in our case the users were excited to see that the system behavior was replicated and gave credibility to the model. This increased interest was also confirmed by the fact that they enthusiastically took it up in the project management organization.

**Conceptual modeling**

What cause/effect relations should be modeled? This is a difficult choice as well and again one of the most influencing factors is the aim of the simulation. Other than the obvious “factors” e.g. rework positively reinforces workload, it is rather difficult for a beginner to anticipate more complex feedback loops. Looking at the existing simulation models was helpful to evaluate the relevance of various influencing factors and how others have mathematically modeled them. Had there been an aggregated collection we could easily choose which of these relations are important to map for the simulation goal at hand. The next difficulty in simulation is the level of abstraction at which to model the process so that there is a balance between the effort expended and realism depicted in the model. For a beginner it is not an easy decision. It was very helpful to use a top down approach, i.e. to start with an abstract representation and then add detail later. We did multiple iterations and if the customer thought that a certain aspect of the development process was over-simplified then we looked at how adding a
certain detail will effect the goal of the simulation. If we found that adding this detail is necessary to achieve the aims of the simulation, we incorporated it into the model.

We analyzed the empirical data early on in the study rather than waiting till the process modeling was done [34]. It helped to face the data availability issue early on and we revised the scope of the model through discussions with the stakeholders without spending any unnecessary effort. The conceptual model of the testing process in the case study is presented in Figure 4.4.

Figure 4.4: Conceptual view of the testing process at a high level.

**Choosing a simulation approach**

The decision of the simulation modeling approach is difficult for a practitioner with no simulation background. There is a long list of possible approaches that have been used for SPSM. We looked at literature and short listed SD, DES or Hybrid simulation with both continuous and discrete simulation because of the frequency of use and availability of tool support. By keeping the aims of the study in mind, we wanted to develop a better understanding of the process and use it as a training tool. We decided to use SD as it was sufficient to have a macro view of the process and model the overall flow of artifacts through the process. Furthermore, the general implication of “missing an iteration” (i.e. a requirement that has been implemented or a defect report that was
fixed has failed at a certain intermediate test level and has to go back to development and wait for the next test iteration) was more important for the users than what happens when a particular requirement “misses an iteration”.

We felt that the case of doing hybrid simulation is very compelling as we could see the value of modeling both the discrete and continuous aspects of the process. In addition to the aforementioned reasons for starting with SD modeling, we are SPSM novices, unfamiliar with both discrete event and continuous simulation. However, we also decided to stay open to switch to a different choice later if we would be unable to achieve the goal with the current approach.

Assessing technical feasibility

As novice modelers we did not feel confident to comment on the “technical feasibility” before the initial model development as recommended by [28]. We tried to increase the chances of correctly assessing the technical feasibility by delaying the decision till initial prototyping of the model. The implementation is reported in Section 4.5.3 and we were able to develop the testing process simulation model.

4.5.3 Implementation of an executable model

We found follow-up meetings with the users very helpful where the implemented model was presented. The ability of the simulation tool to dynamically change values of parameters and show the effect on output variables was also very helpful for the users. It helped them to understand what was going on and reflect whether it made sense in their context.

Simulation tools and techniques

The choice of simulation tool, there is again a long list of simulation tools and the features they support. To the best of our knowledge there are no comparative studies where these tools may have been evaluated objectively for the learning curve, ease of use, effort required to model and interpret results. It will also be useful if we knew the bare minimum features that should be available and are useful for each simulation approach so that a practitioner may make an informed decision. We chose the Vensim tool because of the graphical interface, its ability to allow runtime changes to parameters, visual representation of result variables and state of the system. Some other tools also provided similar features, but as we chose SD and Vensim happens to be the tool of choice for this type of simulation [44]. This also motivated our choice.
Model calibration

The issues identified above and the mitigation techniques proved fairly comprehensive in our case. We faced most of the issues highlighted in Section 4.4.3 and chose relevant mitigation techniques. Some other challenges that we faced during calibration were:

- Always consult domain experts for the real meaning of the data fields even if they have a perfectly straightforward name. In the case organization, while eliciting the units of the variable “Size”, we found that it was the estimated effort in person hours instead of a size metric. The template presented in Table 4.3 proved useful here to surface such misunderstanding before it could cause any major problems.

- We found that there were certain “silos” of information e.g. the information about the requirements was in one database and defects reports in another and there is no explicit connection between them. For example, databases existed for both requirement and defect reports however the number of iterations that each requirement or defect report had to go through in testing before delivery was not available. So although both data points exist, we cannot use these as there is no traceability between them.

- During the discussion with domain experts we found that certain information in the databases was unreliable (although it had legitimate values). It was unreliable as it was difficult to compute in reality and was filled with typical guesses only because it is a mandatory field.

- We had to frequently find the right experts and consult them, which was fairly time consuming, since data required was distributed in various data sources across departments and it was difficult to find accurate descriptions for data-fields in the documentation.

- Another issue which was not as big as unreliable or missing data but still made the task of calibration difficult was the inability of various interfaces (that were custom built for a certain purpose) to export data to a file that may be consumed in other tools.

- The choice of the time span of historical data to use for the calibration of the model needs discussion with domain experts. As we have to use a time period long enough to model the true behavior rather than any temporal trend and yet capture the current reality. So the knowledge of underlying changes, e.g. if anything from the development process, programming language or development platform has changed then we need to be aware of that.
4.5.4 Verification and validation

We used a structured walk-through approach for face validity of the simulation model. We found that presenting more details in increments was helpful. Here is the order we followed in validation meetings:

- Repeat the goals of the simulation model.
- Discuss specific questions that will be answered by the simulation.
- Discuss usage scenarios [34] of the simulation model.
- Discuss the influence diagram.
- Discuss a high-level view of the model (hiding the implementation details) jump to the detailed version only if required.
- Discuss all assumptions and simplifications done in modeling the process and reasons for making them. The assumptions and simplification in this simulation model are summarised in Table 4.4.

We found developing concrete questions and usage scenarios was very helpful to validate that we (as modelers) properly understood the goal. A walk-through of influence diagrams and causal loops instigated a lot of discussion about which cause effects relations are visible in the organization’s context. Stakeholders also reflected on how some cause-effect relations are strongly visible in their organization. It was interesting to see that contrary to our assumption that a higher schedule pressure would create a

Table 4.4: Major simplification in the simulation model at the case company.

<table>
<thead>
<tr>
<th>Like any model this model has a lot of simplifications and abstractions, however we attempted to make a conscious decision about any simplification we do and document it. This will help later in interpretation of results as well.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of rates rather than individual attributes for simulation.</td>
</tr>
<tr>
<td>Beyond a certain level of workload increase all employees get demotivated and this results in loss of productivity (based on literature).</td>
</tr>
<tr>
<td>Only two groups: Experienced and inexperienced based on competence.</td>
</tr>
<tr>
<td>Competence of employees is depicted only with differing productivity rates (no impact on quality).</td>
</tr>
<tr>
<td>Employee attrition and learning is not modeled.</td>
</tr>
<tr>
<td>The prioritization from the management for development will be modeled by proportional allocation of resources to requirements and defect reports.</td>
</tr>
<tr>
<td>Requirements have been clustered in three groups, first requirements having short market window, second requirements with dependencies and large requirements and third small to medium requirements.</td>
</tr>
</tbody>
</table>
higher failure rate when the system is delivered to testing did not hold true in the organization. Understanding the reasons was beyond the scope of this study, but one reason may be the use of reviews, functional testing and automated test suites by development before the code is delivered for system and compound system integration testing.

We found that explicitly documenting and presenting the assumptions and simplifications was very useful. This helped get the stakeholders’ perspective if these simplifications were unrealistic in their context.

We followed the presentation with a structured interview to assess the validity of the simulation model with practitioners having various roles in the organization and hence brought different perspectives of the software test process. The questions used in the interviews are listed in Table 4.5. We used face validity of graphical models, replication of trends in reference behavior, verification of model inputs and outputs (whether the calculations are correct) and qualitative assessment of reasonableness of model output. These were deemed sufficient, as the purpose of this model was understanding and training.

Since the purpose of the model is for demonstrating a particular phenomenon i.e. the impact of missing testing iterations, accuracy of results was not the highest priority. It was sufficient if the model manages to replicate the real life behavior and trends in output variables. Therefore, we developed a deterministic model of the process. For sensitivity analysis we only used three cases for each of the parameter values (minimum, typical and maximum). It was helpful to start with altering one variable at a time as it was convenient to isolate the effects of that and interpret whether it still made sense in all three cases or not.

Table 4.5: Questions used in the validation of the simulation model.

<table>
<thead>
<tr>
<th>Some of the questions used in the simulation model validation meeting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you think the aim has been correctly interpreted?</td>
</tr>
<tr>
<td>Are the criteria (output and scenarios) to evaluate the aim of the study complete?</td>
</tr>
<tr>
<td>Does the model correctly represent the current testing process at the company e.g. no missing phase or inconsistent terminology?</td>
</tr>
<tr>
<td>Is the model missing a cause/effect relation or a feedback loop?</td>
</tr>
<tr>
<td>Are the simplifying assumptions reasonable and acceptable from their perspective?</td>
</tr>
</tbody>
</table>
4.5.5 Simulation based investigations

We have illustrated some of the different scenarios that can be demonstrated using the simulation model developed in this study. This provides a flavour of different educational aspects that can be highlighted using the simulation model. The results of four different simulation scenarios with hypothetical values are presented in Figure 4.5. The four example scenarios with different failure rates at each of the test levels are summarised below:

- Case 1: No failures at system test (ST) or compound system test (CST).
- Case 2: 10% (DR & Req) fail in ST, 0% fail in CST.
- Case 3: 10% (DR & Req) fail in ST and 20% fail in CST.
- Case 4: 50% (DR & Req) fail in ST and 60% fail in CST.

Following values were kept constant:

- Experienced workforce: 50 persons Productivity: 5-10 (Requirements (Reqs) or Defect Reports (DRs))/week
- Inexperienced workforce: 20 persons Productivity: 2.5-5 (Reqs or DRs)/week
- Workforce Allocation: 10% for non-critical Reqs, 20% for fixing DR and 30% for requirements with dependencies and 40% for Reqs with a short time to market.
- A constant influx of 1010 new Reqs & DRs

The effects of these failure rates are visualized on workload in Figure 4.5a, productivity in Figure 4.5b and delivery to customer in Figure 4.5c. The model was configured to lower productivity of experience staff when workload reaches a certain threshold. It can be seen that the productivity of experience developers drops in Case 4 (the blue line at week 5 and then again at week 7 in Figure 4.5b) and in this case the company does not even deliver to its full capacity (see the blue curve in Figure 4.5c).

This model will be used to demonstrate that early integration results in improved flow of artifacts and consistent delivery to the customer.

4.5.6 Presentation and documentation

We used Madachy’s [18] report template as a checklist when documenting the simulation model. We found that just presenting the values of result variables is not enough for the users. The results need to be put into context where the limitations of the results and their implications are interpreted and discussed. Since simulations are an abstraction of reality, the results were analyzed critically and other competing explanations for
(a) Workload in the simulated scenarios.  
(b) Changes in productivity in the simulated scenarios. 
(c) Overview of delivery to customer in the simulated scenarios. 

Figure 4.5: Output of the simulated scenarios using different variables 

the results were sought and presented to the users. This increased the credibility of the simulation results and initiated healthy discussions about the results of the simulation.
4.6 Discussion

We can see that the formalism that was earlier visible in the SE field in general also influenced the SPSM methodologies, where a lot of emphasis was on specifications, (see e.g. [34]). Most of the methodologies found in this study are incremental and iterative in nature, (see e.g. [3] [17] [18] [29]).

We have found that the overall process for SPSM is very similar and independent of the different simulation approaches, experience level of modelers, and the size of the organizations’ where the study is conducted. By consolidating the individual process descriptions we have highlighted the important steps to systematically conduct an SPSM study. This process will increase the credibility of the resulting simulation model and the inferences drawn from its output. The only major differences occur in the implementation step, where the tactics and guidelines are particular to a certain simulation technique or tool e.g., [23] is useful for SPEM based simulation. The consolidated process in such cases contributes by highlighting what is still important e.g. V&V in case of [23] which may have been overlooked.

Owing to the general nature of the consolidated process we compared it with other fields which have an established use of simulation. The Winter Simulation Conference (WSC), since 1967, has become a premier forum for information on system simulation with a principal focus on discrete event, and combined discrete continuous simulation in all disciplines. We compare the simulation process presented by Shannon [35] in this forum (as shown in the second column of Table 4.6) to the SPSM-literature based consolidated process description (as shown in the first column of Table 4.6). We chose this as a comparison point as it is frequently cited (121 citations in Google Scholar) in diverse areas e.g. mining and healthcare. Compared to other engineering disciplines, absence of established physical laws raises unique challenges for model calibration and validation in SPSM. However, besides these differences, looking at the similarity between the two processes in Table 4.6 we may conclude that the overall simulation process is independent of the organizational context, simulation approach and experience of the modelers. The similarity between these two independently created processes also adds confidence to our literature based consolidated simulation process as it indicates the stability of the process.

Acknowledging the similarity of process and applicability of guidelines opens new possibilities to learn from other disciplines that have been using simulations far longer than relatively new SPSM discipline. For example:
### Table 4.6: Major steps in a simulation study.

<table>
<thead>
<tr>
<th>Steps in consolidated process for SPSM</th>
<th>Shannon’s simulation process [35]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Problem definition</td>
<td>1. Problem definition</td>
</tr>
<tr>
<td>B. Model design</td>
<td>2. Project planning</td>
</tr>
<tr>
<td>1. Model scoping</td>
<td>3. System definition and determining the boundaries</td>
</tr>
<tr>
<td>2. Identifying the input parameters</td>
<td>4. Conceptual model formulation</td>
</tr>
<tr>
<td>3. Identifying the result variables</td>
<td>5. Preliminary experimental design</td>
</tr>
<tr>
<td>6. Choosing a simulation approach</td>
<td>8. Verification and Validation</td>
</tr>
<tr>
<td>C. Implementation of an executable model</td>
<td>10. Experimentation</td>
</tr>
<tr>
<td>1. Choosing the simulation tools and techniques</td>
<td>11. Analysis and interpretation</td>
</tr>
<tr>
<td>2. Model calibration</td>
<td>12. Implementation and documentation</td>
</tr>
<tr>
<td>D. Verification and validation</td>
<td></td>
</tr>
<tr>
<td>E. Simulation based investigations</td>
<td></td>
</tr>
<tr>
<td>F. Presentation and documentation</td>
<td></td>
</tr>
</tbody>
</table>

- The work on V&V of simulation models by Balci [6] is useful. Similarly, Withers [41] has developed a mapping of best practices from software engineering to the practice of DES.
- The guidelines and tips given by Robinson [31] for the conceptual modeling activity, a vital part of a simulation study, are also valid and applicable for SPSM and have some overlap with Madachy’s “modeling heuristics” [18]. Balci [7] presents a very similar lifecycle process for simulation studies (as the consolidated process presented here) and for each phase provides references to the literature outside the typical SPSM venues.
- Pawlikowski et al. [24] reviewed over 2200 articles on telecommunication networks and concluded that one of the two biggest issues leading to a lack of credibility in simulation based results is a lack of appropriate analysis of the simulation output. In a systematic review of simulation based studies in software engineering Franca and Travassos [10] found that only 2 out of the 108 articles
(reviewed in their study from an initial set of 946 articles) reported confidence intervals for simulation output analysis. Therefore, although the guidelines by Pawlikowski et al. [24] were based on the state of literature on telecommunication networks we think that their guidelines are equally beneficial for conducting and reporting the SPSM research.

Another indirect contribution of common generic process guidelines (such as the consolidated process presented in this chapter) will be to assist in identifying what is important from the documentation perspective and what needs to be documented to make these simulation based studies more credible.

### 4.7 Conclusion

This chapter presents a consolidated process for SPSM and presented the steps of the process and provided guidelines for each step. The process identified in literature is complemented by our own experience of using it in an industrial case. This led to the following answers for our research questions:

**RQ1: Which process descriptions and guidelines are reported for SPSM in industry?** We identified five different processes for SPSM. Although literature in SPSM differentiates between process descriptions for different simulation approaches but through analysis of these descriptions we found that the overall process of SPSM is independent of the simulation approach. The choice of a particular simulation approach will largely affect the specific operational tactics in the implementation phase of the SPSM life-cycle. Various authors have highlighted the lack of process descriptions for SPSM [34] [3] and then went on to propose simulation models to overcome this gap. Some differentiated the process models on the basis of formalism, level of experience of modelers and the size of the organizations undertaking an SPSM study. However, we found that there is a remarkable similarity between these proposals. It was also interesting to see that the combined process developed from consolidating these guidelines looks very similar to the simulation process ([35] and [7]) proposed in a venue that is not restricted to software domain.

**RQ2: Is the consolidated simulation process useful in an industrial study?** In our experience the consolidated process description is ample for overall design and execution of an SPSM study in industry. The consolidated process serves as a guide for systematically approaching SPSM in industry. However, the need is to supplement these guidelines with practical tactics relevant to the software domain, which may then be validated and improved with empirical evidence. We also found that the guidelines might vary with respect to the simulation goal. For example, our goal was training and...
hence e.g. influenced the level of detail and how V&V was done, which would receive more focus when creating a model for project planning.

In future work the experiences obtained in this action research need to be extended by experiences in different model building contexts (e.g. models for prediction purposes).
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Chapter 5

Evaluation of simulation assisted value stream mapping: two industrial cases

Abstract

Value Stream Mapping (VSM) as a tool for lean development has led to significant improvements in different industries. In a few studies, it has been successfully applied in a software engineering context. However, some shortcomings have been observed in particular failing to capture the dynamic nature of the software process to evaluate improvements i.e. such improvements and target values are based on idealistic situations. The aim is to overcome these shortcomings of VSM by combining it with software process simulation modeling, and to provide reflections on the process of conducting VSM with simulation. Using case study research, VSM assisted by simulation was used for two products at Ericsson AB, Sweden. Ten workshops were conducted in this regard. Simulation in this study was used as a tool to support discussions instead of as a prediction tool. The results have been evaluated from the perspective of the participating practitioners, an external observer, and reflections of the researchers conducting the simulation that was elicited by the external observer. Significant constraints hindering the product development from reaching the stated improvement goals for shorter lead-time were identified. The use of simulation was particularly helpful in having more insightful discussions and to challenge assumptions about the likely impact of
improvements. However, simulation results alone were found insufficient to emphasize the importance of reducing waiting times and variations in the process. Due to the participatory approach followed in VSM, with involvement of various stakeholders, consensus building steps, emphasis on flow (through waiting time and variance analysis) and the use of simulation led to realistic improvements with a high likelihood of implementation.

5.1 Introduction

Enthralled by the success of lean development in manufacturing and product development [35] and the service industry [56], lean concepts have been adapted to the area of software development [46]. One of the practices in lean software development is value stream mapping (VSM) [46]. VSM is the practice of creating a value stream map that identifies the value added by each step in the software development process [58].

Starting with the Current State Map (CSM), this practice identifies value-adding, required non-value adding, and non-value adding activities in the current process. Making this distinction enables the improvement in the current process by the elimination of non-value adding activities [58] and creates a desired Future State Map (FSM) and an action plan for improvements.

The use of VSM has led to several tangible benefits e.g. McManus [34] reports studies where organizations were able to reduce the cycle time by 75%, reduced the standard deviation of the cycle times and significantly reduced the rework required to fix defects. It is also reported that typically up to 25% savings in engineering efforts are achieved with VSM based improvements [34].

Similar to manufacturing processes, in the development process for aerospace, information inventories had “engineering work-packages” inactive for up to 77% of the time [34]. The success of VSM outside manufacturing and production and in the design and development process of engineering makes it interesting to explore if it can be leveraged in software development.

Khurum et al. [29] adapted and applied VSM in the context of large-scale software intensive product development. They found the following two shortcomings based on practitioners feedback [29]: First, the notation used only provides a snapshot of the system and fails to capture the dynamic aspects of the underlying processes. This leads to a simplistic analysis to identify bottlenecks. Second, the improvement actions and the target value maps are based on idealistic situations. This also reduces the realism in the target value stream map (as it is based on ideal conditions that the identified problems are completely resolved).
These limitations reduce the confidence in the improvement actions identified in VSM, which implies that it is less likely that such improvement actions will be implemented. Given these limitations, as identified by Khurum et al. [29], and the potential benefits of software process simulation modeling (SPSM) [28], we argue that SPSM can be used to overcome these shortcomings. Other disciplines where VSM has been used have also seen a utility in combining VSM with simulation (cf. [31, 25, 5, 55, 8, 8, 53]). Some reasons for such combination in these disciplines are listed below:

- Simulation helps to reason about changing the process, and supports consensus building by visualizing dynamic views of the process [33, 1, 2, 19, 21, 25, 31, 47, 60, 62, 18]
- VSM alone is time consuming and simulation can assist to speed-up the analysis of the CSM, and the derivation and verification of a FSM [30, 49, 7, 18]. To verify the impact of changes and answering questions that cannot be answered by VSM [7, 5, 10, 11]
- VSM provides a snapshot, it is unable to detail dynamic behavior. Simulation can help predict the flow and levels and provide more accurate quantitative measures given its ability to handle both deterministic and stochastic inputs [33, 30, 53, 52]
- VSM alone cannot capture the complexity in terms of the iterations, overlaps, feedback, rework, uncertainty and stochasticity of the process [61, 63, 55, 32, 39, 30]

The contributions of this study can be briefly summarized as the following:

**Contribution 1:** Based on literature, this study proposes a framework to perform simulation assisted VSM.

**Contribution 2:** Evaluation of the use of simulation assisted VSM in industry.

To achieve the evaluation contribution, we conducted the study at a development site of Ericsson AB, Sweden. This entailed ten (three hours long) workshops for two products with five to six relevant practitioners in each workshop, and extensive quantitative and qualitative data gathering and analysis.

The evaluation of simulation assisted value stream mapping was done from three different perspectives, namely: (a) the practitioners participating in the activity, who are to benefit from and utilize the approach (b) the facilitators who conducted the simulation assisted VSM (c) an external observer, who is a simulation expert. The external observer assesses the process from an academic point of view. His expertise (having defined guidelines for simulation and prior hands-on simulation experience) allowed a critical observation of our use of simulation in a practical situation. He had a guideline focus compared to the practitioners, facilitators and our view as researchers doing
applied research using simulation in the context of VSM. Furthermore, we provide a detailed account of the findings to illustrate which wastes and improvements could be identified through this approach.

The remainder of the chapter is structured as the following: Section 5.2 presents related work. Section 5.3 maps the strategies for combining simulation with VSM and details the process for performing it. Section 5.4 describes the research method. Results are presented in Section 5.5. Section 5.6 discusses the results. Section 5.7 concludes the chapter.

5.2 Related work

Through an extensive search and by considering references that existed in secondary studies on lean in the software engineering (SE) context, we identified three primary studies reporting the use of VSM in software development [36, 27, 29]. While Yang et al. [61] have applied VSM to improve the lead-time of an IT company’s R&D process for a hardware component. Mujtaba et al. [36] used VSM as a means to reduce the lead-time in the product customization process. Kasoju et al. [27] have used VSM to improve the testing process for a company in the automotive industry. Khurum et al. [29] have extended the definition of waste in the context of software intensive product development. While value should be considered fully from the perspective of the customer, they have added further dimensions potentially relevant for the customer that were traditionally not considered. However, these value considerations have to be evaluated on a case to case basis, based on what each organization conducting the VSM considers important from their customers’ perspective. They also reported the process of conducting a VSM.

Khurum et al. [29], Kasoju et al. [27] and Mujtaba et al. [36] have used conventional static VSM notation. Yang et al. [61] have applied VSM in combination with simulation for a hardware product. To the best of our knowledge, this is the first study focusing on the investigation of simulation assisted VSM for software product development. However, from literature in manufacturing, production, service industry and product development five strategies were found to combine VSM with simulation, these are summarized in Table 5.1. In Section 5.3, we map these strategies on the process [29] for conducting VSM.
Table 5.1: Overview of research on the combination of VSM and simulation.

<table>
<thead>
<tr>
<th>ID.</th>
<th>Strategy</th>
<th>Purpose</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Developing simulation model for both the CSM and FSM of the system</td>
<td>Compare the CSM and FSM to demonstrate the benefits achieved by improvements.</td>
<td>[31, 25, 1, 19, 49, 60, 63, 32]</td>
</tr>
<tr>
<td>2</td>
<td>Develop simulation model for the FSM</td>
<td>To assess the effectiveness of the proposed improvements in terms of the intended benefits, and the likelihood of achieving those benefits.</td>
<td>[5, 10] [47, 11, 61, 39, 57] [62, 21, 26, 7, 18]</td>
</tr>
<tr>
<td>3</td>
<td>Develop a simulation model of the CSM</td>
<td>To identify or verify the bottlenecks in the CSM.</td>
<td>[2]</td>
</tr>
<tr>
<td>4</td>
<td>Develop simulation model to derive FSM</td>
<td>To evaluate several alternatives for FSM. To find optimum values for parameters like batch-sizes, work-in-progress, resource allocation and scheduling etc.</td>
<td>[2, 33, 8, 9]</td>
</tr>
<tr>
<td>5</td>
<td>Use VSM based notation as a front-end for simulation model</td>
<td>To automatically generate simulation models from the notation used. This approach can achieve all the intended uses of simulation, in combination with VSM, as identified in the above strategies.</td>
<td>[52, 15, 55, 53, 30]</td>
</tr>
</tbody>
</table>

5.3 Framework for simulation assisted VSM (Contribution 1)

The challenges that motivated us to explore the use of simulation in conjunction with VSM are very similar to the motivations that researchers from other disciplines have had for this combination (see details in Section 5.1). This suggests that although we tend to consider the software development process more complex and dynamic [14], production processes have their share of these attributes as well.

Building on the research from other disciplines, we will map their strategies (see Table 5.1) to combine simulation with VSM to the VSM process as defined for software development [29]. Moreover, we provide useful references to SPSM research (from Chapter 2) that will guide the use of these strategies for conducting VSM with simulation for software product development. We also discuss the implications and likelihood of success of these strategies for VSM of software product development.

To successfully conduct a VSM in an organization the following three roles are required.

**VSM Manager:** a person who acts as the champion for the VSM activity [50] having authority to adapt the goal from upper management, get the commitment from participants for availability.
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**VSM Facilitators:** one or more persons responsible for moderating the sessions, guiding discussions, taking notes, doing analysis of findings from the workshops and presenting the results. These people require a mix of knowledge and experience of lean and product development improvement expertise [34].

**VSM Participants:** stakeholders with knowledge and experience encompassing the end-to-end process having a variety of perspectives [34]

The VSM process has five distinct steps as shown in Figure 5.1. Five strategies (see Table 5.1) to assist VSM with simulation are placed appropriately in the VSM process (as shown in the Figure 5.1).

Except the first step that is handled in a meeting with a few key participants (as detailed in Section 5.3.1) all the remaining steps are done in a workshop setting with participants representing various perspectives from the current process. The workshop enables the participants to share the concerns and have informed discussions about challenges, underlying reasons, potential impact of change in one aspect on other phases of the process, in short this allows us to take a consensus driven approach to end-to-end process improvement [29]. For more details on each step and some useful templates for data collection please refer to Khurum et al. [29]. A summary of the activities, main purpose, roles involved, data sources used, and types of analysis done

![Figure 5.1: Overview of the VSM process and potential points for the use of simulation.](image-url)
are presented in Sections 5.3.1 to 5.3.4 along with the additional information on how simulation can support each of these steps.

### 5.3.1 Initiation

The first step S1 (see Figure 5.1) constitutes the prerequisite activities that are required to support and successfully complete a VSM in an applied setting. The focus is on getting support from the relevant stakeholders and to engage the right persons in the activity. Furthermore, the scope of the process to be investigated (start- and end-points) is determined.

### 5.3.2 Current process map

In the next step S2 (see Figure 5.1), an attempt to understand the current value stream is made. This step aims to go beyond the documented process and really make explicit the current way of working. This step is essential to establish a current state map, as in practice often the processes are poorly documented, which may refer to obsolete practices, contain irrelevant details or the details that were once critical but have become irrelevant over time [34].

Although it is not mandatory, VSM typically uses a specialized notation to draw the current map [34, 50]. However, in previous experience [29], it was found that practitioners found it more intuitive to represent the process in the way they perceive and experience it. Use any existing process documentation to gain confidence in the correctness of the current process map. The point is not intended to show that the documented process is not followed, but to establish as good a baseline as possible of the current practice in the current process map. This is important as the current process map serves as the foundation for the rest of the VSM activities.

**Simulation assistance:** Literature on VSM outside SE, suggests the use of a notation that can be used to automatically generate simulation model of the current state map (see Strategy 5 in Table 5.1 and the related literature, such as [52, 15, 55, 53, 30]). Theoretically, this is the most appealing strategy as once this automatic translation is achieved, there is no additional cost of building a simulation model and one gets all the benefits of having a dynamic model. In SPSM, work by Hsueh et al. [24] is very pertinent. They suggest the use of a UML based notation to document the software development and then generate simulation models from it. Once a dynamic model of the process is available, it can be used for all the various purposes as listed in Table 5.1, e.g. to identify bottlenecks in the current state map. The incoming requests’ pattern can be changed to simulate the increase in enhancement requests, mimicking the increased load on the process due to the product’s launch in a new market.
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However, not many companies may fulfill the prerequisites of having UML models of their processes as a baseline [45]. Thus, this very promising strategy to have process models in UML that can be simulated, may not be practical in a majority of the companies. For others interested to explore this strategy of combining simulation, Hsueh et al.’s work from SPSM [24] should provide a starting point.

Another limitation of the proposals of using UML to capture the CSM goes against the recommendation of drawing the value stream map by hand and resisting the use of computers [50].

5.3.3 Waste identification

In step S3, data available in the organization, or informed estimates are acquired for key parameters in the value stream, in particular, about the number of work units, artifacts produced, rework, estimates for the size and effort, defect data, typical processing times and variance are collected. To facilitate and to improve the reliability of results, the activity of identifying wastes should use a combination of qualitative (of data acquired in the workshops) and quantitative analysis (of empirical and simulation generated data). In particular, quantitative data is required to follow Strategy 3 for the use of simulation.

Out of the seven guidelines for lean value stream [50], we consider the following the most pertinent for software product development: “continuous flow” and “pull”. We briefly describe the two concepts below:

Continuous flow means that work items flow through the process at a continuous pace. A detailed account of definitions of continuous flow and reasons for the lack thereof is presented in [43, 42]. A lack of continuous flow, in combination with the waiting times, is a first indication of waste in the process, and should be further investigated [29]. An aim for lean is to ensure that one process produces only what and when the next process needs it, this will help achieve shorter lead-time and higher quality at a lower cost of development [50]. This has been illustrated in Figure 5.2. The figure shows that in the “pull” we observe large backlogs of work in all process activities, also referred to as partially done work [46]. Early in the process this is not an issue as requirements represent ideas that one can draw from, and no large investment has been made. Though, if the company has a large backlog of untested code, then an investment has been made in the implementation that does not flow back to the company in terms of revenue. Furthermore, when having too long waiting times, already implemented requirements may become obsolete [44].

Another supplementary concept is that of “pull” through which the process/phase, called the “pace-maker” (a phase with longer lead-time or with unreliable rates that determines the pace of the overall process), sets the pace for upstream processes. Thus,
the work units are pulled by the “pace-maker” process instead of being pushed to it from upstream processes. In agile software development one may argue that the development phase is the “pace-maker”. Thus, the output of processes upstream (e.g. requirement specification) should be pulled by the development processes (e.g. design and development) and the downstream processes (e.g. verification, integration and release activities) should have a continuous flow.

**Simulation assistance:** Strategy 3 in Table 5.1 suggests the use of simulation to identify new bottlenecks or to verify the existing bottlenecks [2].

If the data to accurately simulate the entire CSM is available then an analytical comparison should be sufficient to verify the existence of bottlenecks and developing a simulation model just to verify known bottlenecks will be unnecessary. However, if there is a change that is going to happen in the future then simulation can be used to identify and verify any potential bottlenecks in the CSM. For example, if we know that in the future we will have to increase the number of maintenance requests we can simulate and see if the current process can handle the increased flow, and identify where the bottlenecks will appear (or verify if that concurs with our perception of bottlenecks) or are likely to manifest in the future.

In SPSM, almost any of the works on the use of simulation for strategic management [59], control and operational management ([37]), planning [3, 16], technology adoption and process improvement [17] can be used depending on the scope of the process and particular focus of change that needs to be investigated. A comprehensive coverage of industrial applications of SPSM for a variety of purposes can be found in Chapter 2.
5.3.4 Process improvement

In this step, we revisit the findings from the various analyses and discussions. In some cases, we also present results of lean transformation from other products within the company or from other companies having a similar industrial context. With these inspirations and points to consider, certain changes are proposed to eliminate waste and a future state map is drawn.

Typical questions for arriving at the FSM from the current state map in VSM literature are not entirely applicable in SE [50].

Simulation assistance: Given that quite often we will have more than one way of addressing a challenge in the process (or more than one way to eliminate a waste in the process), simulation is suggested to evaluate and choose from these alternatives. This is “Strategy 4” in Table 5.1 as depicted in the Figure 5.1. Thus, a decision can be made by evaluating the alternatives and then designing the FSM accordingly. Some literature on evaluation of improvement alternatives using SPSM include [17, 23], for a more thorough list see Chapter 2.

Khurum et al. [29] recommend to “Re-evaluate value” to assess the impact of changes that have been recommended to eliminate waste. The strategies for the use of simulation to assist in this step are Strategies 1 and 2 (as shown in Table 5.1).

5.3.5 Retrospective analysis

In this step, we collect feedback about the process and outcomes of VSM. This helps to identify shortcomings and improve future VSM undertakings.

In this study, Strategy 4 (see Table 5.1 and Section 5.3.4), that is to “develop a simulation model to evaluate several alternatives to derive a FSM” was evaluated using the research method described in Section 5.4.

5.4 Research methodology

According to Runeson and Höst’s [51] adaptation of case study research, based on the purpose of the study, it can be classified as case study research with the aim of improvement. The phenomenon under study is “value stream mapping” in a software intensive product development context. We explored and evaluated the utility of simulation in supporting the value stream mapping.
5.4.1 Research questions

**RQ:** How useful is the combination of simulation and value stream mapping, and what are its strengths and limitations in that regard in the software engineering context? This question is answered through two case studies on two different telecommunication products at Ericsson AB. The following two sub-questions were addressed to assess the usefulness of VSM supported with simulation:

- **RQ1.1:** Which wastes and improvements could be identified with VSM combined with simulation?
- **RQ1.2:** How do practitioners, facilitators and an external simulation expert perceive the process and outcomes for the VSM assisted with simulation?

5.4.2 Research context

Ericsson AB is a large, ISO 9001:2000 certified telecommunication vendor. The two products studied here have different levels of maturity, type of users, and number of customers. Both products have different approaches to development, and are not part of the same overall system structure. Therefore, in this study they are considered two independent cases.

That is, their similarities are limited to shared aspects of company culture (e.g. terminology, etc.), the product domain, and the overall high level process, which are depicted in Figure 5.3. Therefore, in this study they are considered two independent cases.

The process starts by breaking down a Business Opportunity (BOP) into high-level Business Use cases (BUCs) that describe the system level functionality that the system must deliver to exploit the opportunity in the market. BUCs take into consideration the product anatomy, technical requirements and the business context and provide a more detailed specification. BUCs are the work-item used to plan, control and manage development progress in the company. A more detailed analysis of BUCs is performed and broken down to user-stories that are implemented by the system development teams.

![Figure 5.3: Overview of the product development process in the case company.](image)
While both products use agile practices in development, there are structural differences in how the work is organized; e.g. one uses fixed-length sprints and the other uses a variable-length sprint (where the length depends on the estimated time required for the development of a BUC). For both products, a development sprint is followed by a three week testing-sprint that covers system-level testing. The two cases in this research are referred to as product A and B.

**Product A:** Product A is a relatively new offering from the case organization, but has a large potential market. Design and testing is done in 3-weeks sprints. The main programming language used is Java and GIT is used for source code version management. The following teams are involved in its development located in India and Sweden:

- One team each for system management, and system testing. System management is responsible to determine how to integrate the requirements in the form of BUCs into the existing system, as they know the system’s anatomy very well.
- Seven teams for development (each with five developers and two testers)

**Product B:** It is a configuration product that has to interface with various databases and applications. It conceals the complexity of interconnectivity between different vendor software. It is not marketed as an independent product. It has one major release every year. Product development is done in two locations, China and Sweden, where the following teams are involved.

- One team each for system management, architecture support, test automation and system testing
- Four teams for development (each with 5 developers)

### 5.4.3 Data collection and analysis

In this section, different means of data collection used to answer the research questions RQ1.1 and RQ1.2 are discussed.

**Documenting work products of VSM (RQ1.1)**

We relied on the outcomes from the data analysis to reflect on the outcomes of the VSM, collected based on notes taken by the researchers during the activity. In order to increase the reliability of the data collected, one researcher took notes and the other researcher was mainly responsible for moderating the VSM activity. In addition, we took photographs of all collected materials on the white boards.
Reflection and observation of external researcher (RQ1.2)

To elicit feedback from the practitioners about the usefulness of both the process (that was followed to conduct simulation assisted VSM) and the outcome (of the VSM activity), we conducted a moderated workshop. Semi-structured questions and a structured questionnaire were used to systematically acquire qualitative feedback. Participants from both product A and B filled in the questionnaire (Table 5.2) anonymously. The coverage of various aspects of this research by questions posed in this questionnaire can be classified as shown in Table 5.2. The participants of the study filled in the questionnaire during a workshop session, which allowed them to ask questions for clarification. In addition, we acquired qualitative feedback through discussion during the workshop.

The same questionnaire along with additional questions about the benefit of the approach was used to assess the usefulness of the approach from the “VSM Manager’s” perspective.

An external observer (the 3rd author) was present during the workshops. The external observer used four different approaches to acquire data: participation in the workshops as an observer; interviews with the VSM facilitators; document analysis and informal meetings.

**Participation in workshops:** The external observer during the workshops, took notes about observations related to the outcomes of the VSM activity, as well as what he observed in relation to the use of simulation from the perspective of a simulation expert.

**Informal meetings:** These unstructured/non-systematic meetings were important to capture explanations and increase the understanding of observed activities, roles, decisions, and contextual information, both from the case under study at Ericsson and the applied methodology.

**Interviews:** Two separate interviews with the researchers (first two authors of the study) involved in the case study were conducted, basically, to capture their opinions about how they perform simulation-related activities to support their SE empirical studies. The interview was semi-structured and the questions are available in [4]. The answers from the two researchers were used to compare and reflect on the perception of effort required by researchers in various steps.

As mainly qualitative data was recorded, the analysis of the observation records and notes was initially performed in isolation using open coding technique [48] to highlight and organize the main observed topics. Later, data collected from different sources were used together, making a triangulation to understand the reasons for the findings which are reported in Section 5.5.2.
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Table 5.2: The aspects evaluated in the questionnaire.

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
<th>Process</th>
<th>Outcome</th>
<th>VSM</th>
<th>VSM + Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>'We have gained new insights about our software development processes which we did not have before.'</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Q2</td>
<td>'Overall more insightful discussions resulted from the simulation results shown.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q3</td>
<td>'The simulation result shown was important to make a convincing point about the importance of reducing variance to achieve improvements.'</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q4</td>
<td>'The simulation result shown was important to make a convincing point about the importance of reducing waiting times to achieve improvements.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q5</td>
<td>'I would like to see simulation as an analytical tool for process improvement more intensively used in the company.'</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q6</td>
<td>'I do not prefer VSM to other software process improvement activities that I have participated in earlier.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q7</td>
<td>'I would like to see VSM used more extensively in the company.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q8</td>
<td>'The improvements chosen were influenced by the VSM activity.'</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q9</td>
<td>'The improvements identified are realistic to implement.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q10</td>
<td>'The improvements identified will help in improving the software quality.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q11</td>
<td>'The analytical phase (current map) did not provide valuable input to design with the future state map.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q12</td>
<td>'The results of the empirical study [54] influenced the choice of improvement actions.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Q13</td>
<td>'The improvement actions identified will be implemented in the future.'</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

5.4.4 Validity threats

Petersen and Gencel [41] reviewed the literature on validity threats based on different scientific schools of thought and recommend a categorization of validity threats encompassing different views. They recommend discussing 1) descriptive validity (factual
accuracy), 2) theoretical validity, 3) generalizability (internal and external), 4) interpretive validity, and 5) repeatability.

**Descriptive validity** is concerned with describing observations made objectively and truthfully.

- There is a threat that the researchers captured information and views provided during the workshops inaccurately. Two actions have been taken to reduce this threat. First, while one of the researchers was having the main moderator role, the remaining researchers were recording the information provided by the participants taking notes. Hence, the data collection did not rely on one individual. Second, the findings and interpretations of the researchers were presented at the beginning of each workshop (member checking).
- We utilized a questionnaire to capture the views of the practitioners, a threat being that questions might be misunderstood. To reduce this threat, the researchers were present while the practitioners filled in the information, so that they could answer questions for clarification.
- The external observer who interviewed the first two authors of the study, and also acted as an observer during the workshops, was new to the company and their terminology, while the first two authors had some familiarity with the domain and the company.

**Theoretical validity** is concerned with our ability to capture what we intend to capture, the major threat being confounding factors we are not aware of. It may be affected by the trust of the practitioners towards the researchers. To reduce the threat, the VSM manager was present during the workshops. Furthermore, the first two authors have a history of working with the company and could refer to previously conducted projects to highlight the trust. Hence, the threat is reduced, though not mitigated.

- The selection of subjects largely influences the findings. The key stakeholders important for the activity have been identified with the help of the VSM manager. The VSM manager assured that the persons in the workshops have excellent knowledge of the process, and could also assure that actions identified in the workshops are actually implemented.
- Expectations and attitudes towards the VSM activity may affect the results, and hence may alter the results. Overall, given that the practitioners to the largest part evaluated the activity positively, this is not considered a significant threat.

**Generalizability** is concerned with transferring the results within a context (in this case within the cases) and between different contexts (e.g. other products and companies).
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- To assure internal generalizability the VSM manager supported us in the selection of workshop participants. All activities of the overall process were covered, which reduces a threat to internal generalizability.
- We conducted the study in two different cases that were developed at the same company, but followed different processes and both products were of different ages. Product A was a newly developed product, while product B was mature. For product A and B the baseline situation was very different in terms of availability of data, which had a significant effect on the ability to use simulation. Furthermore, contextual factors may exist that may affect the process of combining simulation with VSM that could not be captured in this study. In order to facilitate the judgment of the generalizability, we provided a detailed account of the context, and the background of the practitioners.

Interpretive validity is concerned with whether the conclusions and inferences made by the researchers based on the data are reasonable or not.

- All three authors have worked with the creation of simulation guidelines ([12] and Chapter 4), and have written synthesis studies on process simulation ([13] and Chapter 2). The conclusions drawn based on their previous work may affect their interpretation of the findings. In order to reduce this threat, we investigated the results from (a) the views of the practitioners; (b) the researchers conducting the simulation study through the interview conducted by an external observer (third author), and (c) the external researcher acting as an observer during the workshop. These findings could be triangulated. Hence, the threat to interpretive validity is reduced.

Repeatability is supported by describing the research method in detail. Furthermore, we provided a web-page containing the instruments for data collection and the non-calibrated simulation model as the raw data could not be made available due to confidentiality reason.

5.5 Results of the evaluation (Contribution 2)

This section reports the second main contribution of the study that focuses on evaluation of simulation assisted VSM. In this regard, the proposed framework (presented in Section 5.3) was instantiated at the company and the results are presented in Section 5.5.1, answering RQ1.1 concerned with the wastes and improvements that could be identified. Section 5.5.2 answers RQ1.2, which is concerned with the perception of the participants in the VSM activity.
5.5.1 Conduct and outcome of the VSM activity at the company (RQ1.1)

The VSM started with assignment of the following roles and responsibilities to participants of this study:

**VSM Manager:** In this study, one practitioner took on this role, he had the authority and the power to facilitate and ensure that change happens in the organization. He was also instrumental for conveying the goal and convincing the teams why it was important. He helped in negotiating the appropriate scope and goal for each product. He also ensured that the necessary resources and time was allocated as a priority for VSM workshops.

**VSM Facilitators:** The first two authors acted as VSM facilitators in this study. Both authors have experiences as facilitators, and the second author has conducted VSM studies earlier.

**VSM Participants:** In large product development, as is the case in the products being studied here, no one individual will know all the details of the process. Besides, they may feel more strongly about the challenges they face in the work that they are more closely involved with, this may lead to sub-optimization which is contrary to the aim of VSM. There were 5-6 practitioners from each product, with knowledge and experience encompassing the end-to-end process ensuring a variety of perspectives. The number of participants and their median experience in years with the product and the case company is summarized in Table 5.3. These participants covered all the major phases starting from system management all the way downstream to system testing.

**Initiation:** Goal for the VSM activity by the upper management was stated as the following: Reduce the average and variance in end-to-end lead-time by half of its current value without compromising the quality. Three target aspects highlighted here were the efficiency (measured by average lead-times), predictability (measured by variation in lead-times) and quality (the number of defects detected both internally and by external customers).

For the two products, it was translated as “Reduce the lead-time (on average) from “Start BUC analysis” step to “BUC is ready for release” step by “50%” from currently

<table>
<thead>
<tr>
<th>Product</th>
<th>Number of participants</th>
<th>Median experience with the product (in years)</th>
<th>Median experience with the company (in years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5</td>
<td>1.5</td>
<td>11.5</td>
</tr>
<tr>
<td>B</td>
<td>6</td>
<td>5.5</td>
<td>18</td>
</tr>
</tbody>
</table>
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“units of time” and the variation in lead-times by “50%” without compromising the quality.” For the sake of confidentiality we have not reported the actual number or units for the current lead-time.

Once the goal was agreed upon, the product owner made available to us process documentation and measurement data on end-to-end lead-times and any sub-divisions of lead-times that were available for the sub-phases. To an extent, this helped the facilitators get familiarized with the overall product development process.

Current process map: This workshop is the first interaction with the participants from the team. So the “VSM facilitators” started with introductions followed by what is VSM, how it is done, what are the benefits and what is expected of the participants in the rest of the workshops. The “VSM Manager” then presented the goal and the motivation behind it.

Then the participants were asked to “take one typical BUC through the process from the first to the last step as identified in the goal”. This way we were able to elicit the information expected in a CSM without forcing a certain notation on the participants. This understanding of the current way of working was fundamental for the next step to identify and understand the “waste” in the process.

Waste identification:

- Contradiction between perceived challenges and data: This was observed when the perceived challenges were compared to the quantitative data analysis results that are typical of VSM for identifying “wastes” [40] in the process.

- Difficulty to estimate process metrics in the absence of data: Experts find it hard to quantify waiting times and variations in the development process and any critical reflection based on calculations or simulation from such estimates is disregarded as inaccurate.

- Contradiction between the expected and likely benefits of improvements: This was possible when proposed improvements were assessed using simulated output with explicit assumptions.

- General applicability of data analysis and visualizations: This became evident from the positive feedback we received during the workshops and how these reports are part of the corporate measurement dashboard.

The remainder of this section details how these findings were derived from the data.

Contradiction between perceived top challenges and data

After reaching a consensus on the accuracy of the CSM, the participants were asked to identify key challenges in achieving the stated goal.
Once a list of challenges was identified, practitioners prioritized them in terms of their potential to contribute towards the stated goal, provided that they are overcome or ameliorated. The top three challenges identified for the products in this study are presented in Table 5.4. A rudimentary root-cause analysis was performed to understand the causes for these challenges.

Table 5.4: Challenges and prioritization for the two products.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Votes</th>
<th>Challenges</th>
<th>Votes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code freeze at merge, since all development sprints are in sync</td>
<td>17</td>
<td>Time spent on initial analysis of BUCs</td>
<td>16</td>
</tr>
<tr>
<td>3-week sprints (will not complete something 1.5 weeks earlier Parkinsons law)</td>
<td>16</td>
<td>Large backlog of BUCs waiting to start</td>
<td>16</td>
</tr>
<tr>
<td>Quality of BUCs</td>
<td>15</td>
<td>Testing-sprint length</td>
<td>6</td>
</tr>
</tbody>
</table>

At this stage, it is interesting to consider that only the expert opinion was captured. Next we did analysis to determine whether the perceived challenges can be backed up with quantitative data.

**Lead-times:** By clustering the BUCs lead-time by their estimated effort we could identify BUCs that were the best or the worst in their category in terms of how long they took to go through the process. The lead-time of BUCs was grouped according to the estimated effort using different units of measure as used by the two products. The outcome of this analysis for both the products is shown in Figure 5.4.

![Figure 5.4: End-to-end lead-time for BUCs grouped by their estimated effort.](image)
Figure 5.4 shows that the variance in lead-times is omnipresent throughout the size clusters i.e. certain BUCs with similar estimated time for development, take considerably longer (and hence the peaks).

The challenges identified in the first workshop were general (see Table 5.4) and should affect development times of all BUCs and hence do not explain why a small percentage of BUC (albeit of different sizes) take so much longer than the average case (see Figure 5.4). Excluding the lead-times of BUCs that took longer than “X” units of time, which means about 30% of the BUCs, the average lead-time for the remaining BUCs was very close to the target of reducing lead-time by 50%. One hypothesis could be that by finding out the reasons why these 30% of the test cases take longer, and alleviating the reasons behind it we can achieve the target lead-time. And such potential improvement was not expected from addressing the top challenge the experts perceived as major hindrance to reaching the target lead-time.

Waiting times: These are another way to identify inefficiency in a process by analyzing the time that a work-unit is inactive (referred to as waiting time) [34]. The flow of BUCs through the process was analyzed by distinguishing between waiting times and productive times. This was used as input for reflection on the duration of waiting times, the reasons behind them, whether these were acceptable delays, and if not how can these be reduced.

For product A, the waiting times are shown in Figure 5.5. The data to do this analysis was not available for all the process steps in Product B, however, it was noticed that there is a long waiting time at the start of the development process where an initial analysis has already been done for work that will was not going to start in the near future.

Figure 5.5: Waiting and productive times for Product A
For product A, as shown in Figure 5.5 almost half of the time, work packages are waiting in backlogs. It also highlights that the artifacts that are idling are becoming obsolete e.g. the preliminary analysis done in case of product B will need to be redone if development starts after a long time. Besides, another threat is that it might not even be relevant by that time. These waiting times within the process also highlight bottlenecks and where the flow is breaking up in the process.

It was again seen that the challenges identified through expert opinion (see Table 5.4) could not explain the long waiting times in the process. Furthermore, the challenges identified did not have as significant improvement potential as tackling the waiting times offers. Besides, improving the productive time is perhaps much more difficult compared to reducing the waiting times to achieve the specified targets.

**Visualizing flow:** Waiting times are often correlated with a discontinuous flow of work. Different ways of visualizing the flow are used at the company, e.g. cumulative flow diagrams [43]. In this study, we also used time series analysis (see Figure 5.6). Figure 5.6 shows the number of BUCs ready for specific activities (e.g. specification in further detail, or development, etc.). As can be seen in the figure, discontinuity is visible in BUCs “ready for testing” and BUCs “ready for release”. That is, during a high number of weeks no BUCs are ready. Furthermore, in some weeks a very high number is ready, while in other weeks only one BUC is ready.

The visualization of flow in Figure 5.6 made it apparent that the perceived improvement to reduce the lead-time by having continuous testing cannot be justified unless the variability in development process is improved. Thus, the additional cost of shortening the test iteration, that requires additional cost in terms of test automation and acquiring more resources for testing, cannot be justified in the existing development flow.

Flow analysis was only conducted for Product A, as Product B did not collect the required data. This also had important implications for the use of simulation. That is, only a simulation model was built based on the data acquired for Product A.

**Difficulty to estimate process metrics in the absence of data:**

Poppendieck and Poppendieck [46] recommend that by working with people involved in various activities in the development process one should get the average amount of time spent in each activity and also the breakdown of the time into waiting and non-value adding states. In our experience, although we had a sample of representatives for each activity in the process, the participants could estimate the average time it takes for each activity, but they found it impossible to identify how long does an average use case spends in a waiting state. Therefore, this analysis can only be done and have meaningful results if there is an observed dataset to supplement it, as was the case for Product A. In cases of product B the waiting times were not collected by the organiza-
tion and the participants found it very difficult to estimate general rates. Furthermore, an analysis on top of these estimates was not considered reliable as this was all based on “guess work”.

Some additional interesting observations were not possible using the simulation approach, such as causal influences among variables and the process activities. The main reason are associated to the available data. Since the organization had no goals for simulation before, no data was available for that. This way, it is not possible to discuss reasons explaining the results due to the lack of a mechanism.
Contradiction between the expected and likely benefits of improvements:

Simulation based analysis: In this study we employed Strategy 4 (see Table 5.1) to use simulation to assess various alternatives for improvement to derive a future state map. Simulation was used to reason about the likely implications of transitioning towards continuous flow (see Figure 5.2) instead of the current fixed three weeks iterations. The current way of working (Case 0) and the intended way of working (Case 1) are depicted in Figure 5.7, which were assessed using simulation. A static representation of the simulation model can be found in [4]. The aim with the intended change (from Case 0 to Case 1) was to reduce lead time, improve quality through early feedback, and to develop the capability of shorter release cycles for the future.

![Diagram of current and suggested development processes](image)

Figure 5.7: Current development process and suggested development process.

**Case 0:** Three weeks sprint for development, three week test sprints with hand-offs at the end of the sprint for both development and testing.

**Case 1:** Three weeks sprint for development, one week test sprint with continuous drops from both development and test.

For stochastic simulation, an important step is to identify the random distribution that accurately represents the underlying process behavior. Empirical data from the product was available for the last calendar year, however, the team considered only the data from the last six months as representative of the current process as it had undergone change around that time. This data unfortunately was not sufficient to identify
a probability distribution with any statistical confidence. Therefore, for arrival rates of new BUCs, the actual data was used and for development and testing rates normal distribution was used with mean, minimum, maximum and standard deviation as observed in the real data. The reference behavior of the model was checked by determining whether the total cumulative number of BUCs is similar between the simulated case and the actual case, which was true.

**Scenarios:** Three key scenarios were executed with the help of the simulation model. *Scenario 1* shows results of the two cases with the parameters based on current data. *Scenario 2* shows the outcome of the two cases if the productivity of test and development team stay the same but the variation is reduced (a more predictable process). *Scenario 3* shows the outcome of the two cases above if the waiting times in the process are reduced. The results of the simulation model in terms of cumulative number of BUCs that are ready to be released for the above scenarios can be seen in Figure 5.8.

From the simulation results (in Figure 5.8) it was illustrated that the benefits of changing to a shorter test iteration are not very significant. This is because based on the current data there is no continuous delivery from development that a shorter test iteration can leverage from. The result of *Scenario 2* further shows that reducing the variance in the process will lead to more significant gains than just the shorter test iteration alone. Lastly, *Scenario 3* shows that an even greater potential exists in reducing the waiting times in the process.

It was identified that often the developers have a tendency to wait for the deadline to commit changes and to update the BUC status. From the discussions based on *Scenario 1*, the importance was again highlighted for accurate measurements to predict the likely outcome of change.

200 replications of *Scenario 1* were done and the outcome was plotted. The variation in the outcome highlighted the unpredictability of the process and the lack of confidence with which we can forecast the impact of the suggested process change. This along with the results of *Scenario 2* highlighted the importance of dealing with the variance. Roother and Shook [50] also noted that if the work occurs unevenly overtime (in the form of peaks and valleys) it results in extra burden on people.

Thus, the simulation results showed that the challenges that practitioners perceived as the main impediments to achieving the target of reducing lead-times for product development do not explain the major waiting time and variation in the process data. Furthermore, simulation results showed that the benefits expected from addressing the perceived challenges are highly unlikely to deliver the promised results (e.g. due to the current flow of BUCs from development to testing, continuous testing can only be leveraged upon if there is a continuous delivery from the development teams). Furthermore, the high variation in the flow data, became visible in the unpredictability
Figure 5.8: Three scenarios of comparing the current way of working with the suggested changes.

of simulation results thus again emphasizing the importance of more significant challenges that exist in the process and have not been identified by the practitioners.

**General applicability of data analysis and visualizations:**

Figure 5.4 showed similar patterns for both the products although the units for estimation were different. This points to a general applicability of this analysis in the case company. Also, the list of BUCs identified this way served as a good basis for reflection and validating the preconceived challenges that the team had about their process. The company will soon have it implemented in the dashboard. Already the list of top ten BUCs with the longest lead-times for end-to-end and per phase are available in the dashboard.

The time series analysis (as shown in Figure 5.6) was found more intuitive by many practitioners to visualize the flow of BUCs and has also become part of the dashboard for the company.

In the case company, for both Product A and B, the utility of tracking the waiting times also became evident. For Product A, where the measurement points were already in use, all the statistical and simulation based based analysis was possible. While for Product B and others, there is now a company wide initiate to keep track of some
“mandatory” and some recommended measurement points that a team has to collect to keep track of their development process.

**Process improvement:** In the penultimate workshop, the key findings from all the analysis and reflections in the previous workshops were revisited. For product B, case study results from another Telecommunication company that has transformed from agile to Kanban approach [54] were presented for inspiration. Teams developed an action plan with a list of changes and improvements and drew the FSM.

### 5.5.2 Evaluation of simulation assisted VSM from various perspectives (RQ1.2)

This section reports the results of evaluating both the process and the outcome of conducting simulation assisted VSM from different key perspectives.

**Practitioner’s perspective**

**Usefulness from VSM Manager’s point of view:** Questionnaire (see Table 5.2) was used to elicit VSM Managers opinion about the process and outcome of the simulation assisted value stream mapping. Compared to participants feedback in Figure 5.9, except Q12, where VSM Manager considered that the results and lessons from a published study did not have influence on the choice of improvement actions. On Q1, Q5 and Q7 he indicated strong agreement and on Q2, Q3, Q4 and Q8 he indicated “moderate agreement”. He “strongly disagreed” to the statement Q6 that he does not prefer VSM to other software process improvement. This clearly shows favorable feedback on outcomes of VSM, use of simulation, the process of conducting simulation assisted VSM.

**Usefulness from VSM participants’ perspective:** The responses of nine practitioners from the two products using a Likert scale are depicted in Figure 5.9. Please note that Q6 and Q11 were negative questions (therefore semantically it shows positive feedback for VSM process activities for using CSM and VSM in general). The only questions that got negative feedback were Q3 and Q4, where 22% and 20% of the respondents, respectively, were of the opinion that the simulation results were unable to make a convincing case for targeting the “variance” and “waiting time” in the process for improvement. Overall, for questions we got positive feedback with some “strong agreements”, especially on Q9 and Q10 where 50% of the respondents strongly agreed on the realism and likely impact on quality of the improvements and the other 50% moderately agreed to it.
Figure 5.9: Results of the questionnaire (see Table 5.2 for questions) to evaluate the simulation assisted VSM.

**External observer**

The external observer noted down his reflections by observing the activities and outcomes of the workshops, and by interviewing the VSM facilitators. His key findings are described below:

**Suitability of employed simulation approach:** Based on the information and documents given (process descriptions and workshop records), it is possible to observe that problems regarding the product A investigated with simulation resembles a process perspective, evidenced by some characteristics such as synchronization of parallel flows and analysis of waiting times. Probably, it would be easier explored using a discrete-event simulation model, even though such problems can also be handled in system dynamics.

**Feasibility of simulation depends on data availability:** Although there are VSM-related reasons for adopting simulation as an investigation approach, the data availability was crucial for defining the simulation feasibility. Otherwise, such approach would be prohibitive.

**Utility of simulation assisted VSM:** The VSM workshops create a worthy environment for discussing challenges and alternative solutions, from which scenarios (for analysis using simulation) can be determined. These workshops can be potentially used
as room for discussing the simulation model, acquire input to determine relevance of variables to reach consensus about what is being simulated, and to validate the simulation model.

When more variables of interest or more scenarios appear during the interactions with the development team, the analysis procedure for simulation outputs will certainly change and needs to be revisited. Therefore, researchers will need to iteratively discuss the results with the team after each revision.

**Process for simulation model development and lack of validation:** The planning steps for the framework, concentrate on the VSM activities (see Section 5.3). However, there are no simulation-specific activities or steps in it. Even using the previously discussed strategies (see Chapter 4), important activities of simulation-based studies are not explicit, such as the simulation model assessment and experimental design, and may have been overlooked by the researchers.

The adopted modeling approach in the study followed an iterative process [6]. During the observations, the external researcher could not identify any attempt from the researchers to validate the simulation model with the practitioners.

For the model assessment, the only observation made regards the constant review of the simulation model, when unexpected results started to appear, i.e., when simulation results differ from the actual process behavior. Initially, it appears to be a consequence of the mismatch between the simulation approach (SD) and the problem under investigation, but it also seems to be the selected procedure for model verification.

Besides the resistance shown by one of the teams regarding the statistical analysis of the process metrics (collected in the organization), there was no questioning about the simulation model validity. Apparently, they assumed the simulation model was correct or, maybe, became overwhelmed by its complexity.

When trying to support VSM by complementing with simulation, the researcher must be aware of the new threats simulation imposes. Even when not having prediction as a goal for the simulation model, its use can still be planned.

**Simulation models were not presented upfront:** It is important to highlight that, for the two first workshops involving both product A and B, the researchers decided not to present the simulation model. The discussions were based only on the presented simulation results and statistical analysis of data. Only at the third workshop, the researchers presented the simulation model and outputs from the experiments involving the different scenarios. At first, stakeholders appeared a little confused on how to read the model, maybe because of the system dynamics notation. Later, some stakeholders apparently changed their opinion with the simulation tool and its possibility of anticipating scenarios.

**Difference in perceived effort spent on simulation modeling:** In the interview conducted at the end of the period of observations, it was possible to identify distinct
perceptions of effort spent on simulation issues. The researchers have different opinion on which activities they spent more effort: input data analysis or simulation model development. The input data analysis involve the understanding of the company data, using statistic techniques in order to identify or explain certain behaviors. On the other side, the modeling is more related to how to translate the process specifications (CSM or FSM), along with project data, into the System Dynamic model, which showed to be problematic at the beginning by the mismatch between the SD approach and the kind of problem to be simulated. Such different perceptions might be just a matter of roles played on the study or different kind and level of expertise.

5.5.3 Retrospective after six months

In October 2014, we returned to the company six months after the conclusion of the VSM activities. This gave us an opportunity to capture information about the impact of the VSM activities on the organization. Two follow-up workshops were carried out to assess the status of the two products in implementing the changes and the adoption of VSM in the company.

The two teams presented their status on each action item and a comparison was done of lead-times, size of backlogs and other measures that were used in the earlier VSM activity. Overall, teams had made significant progress towards implementing the improvements identified through the VSM. At the time of these follow-up workshops there were only slight improvements in the lead-time and variations in the process.

In terms of adoption of VSM, it was found that some reports for doing data analysis, as done in the two case studies reported in the chapter, have already been implemented in the corporate dashboards, and remaining will be made available in a later release. It is well aligned with the advice in software process improvement literature to ensure automatic collection of data [22].

So far, the practitioner who took on the role of VSM Manager in this study has conducted VSM for six other products. He stated that he received positive feedback from the teams that were involved in VSM. They considered that the benefits of the workshops outweigh the time spent by participating in them. Even with product teams with skeptical participants the value became apparent once they had participated in the workshops. The dashboard based reports were also useful to reflect objectively on the perceptions that participants had about the state of their product development (e.g. size and place of backlogs). However, the dashboard is not currently used as part of routine work and they will have local “VSM facilitators” to get VSM rolling in the organization.

He considers that the feedback on incorporating simulation has been positive, but there is a need to make it more accessible to practitioners that will take on the role
of “VSM facilitators” in the organization. Given the consistent one process that is followed through-out the organization and the standard suite of measurements that are collected in each of the products provides some avenues for the use of simulation. The expectation is to explore further the possibility to train the “VSM facilitators” to be able to use the simulation models even though they will not be required to create the models themselves. This would provide them with the tool-set to perform certain analyses and highlight the importance of having continuous/even flow over the typical resource utilization mindset.

5.6 Discussion

5.6.1 Evaluating the use of simulation to assist VSM

From the results in Figure 5.9, to question Q5, 78% of the respondents had a favorable opinion on use of simulation for SPI activities in the company. Furthermore, all respondents agreed (Q2) that the use of simulation led to more insightful discussions. This reflects positively on the use of simulation to assist VSM.

However, when asked about the two main points that were emphasized through the use of simulation, the importance of reducing “waiting times” and “variation” in the process, with regards to the “waiting times”, in Q4, 60% agreed that simulation helped to make a convincing argument. While on the second point of targeting “variations” in the process, only 56% agreed that the simulation results made a convincing point. Over 40% of the respondents did not agree or were indifferent on the impact of simulation for the two points in the discussion. These respondents were either still unconvinced about the importance of “reducing variance” as a target or they approached the question differently like “simulation was not the sole contributor” in making a convincing point.

The fact that simulation results led to more insightful discussions is enough to justify its use, since the purpose of employing simulation here was to support in decision making and not to make the decisions. However, the cost and time need has to be considered on a case-to-case basis. For this study we approximately (this is a rough estimate as it was done along with other work for VSM between the workshops) spent 10 calendar days on eliciting the scenarios, development and testing of the model, calibration with the data and to analyze and create reports based on the results.
5.6.2 External observer’s critique on the validation of simulation models

The third author observed that not enough effort was spent on validation of the model. We utilized the simulation to evaluate alternative scenarios on how to construct the FSM. In Chapter 4, we proposed guidelines on how to conduct software process simulation. As part of the process, verification and validation of the model play an important role. However, the degree of verification and validation to be conducted may depend on the purpose of the model usage. In case the model should be used for predictive purposes, and shall be continuously used, a detailed verification and validation should be conducted (including sensitivity analysis, model walk-through, and reference behavior checks).

In this case, the model was checked for correctness by using non random input and analytically calculating the output at each step and the total output from the simulation model. In this study, the simulation model had to capture two scenarios (as shown in Figure 5.8). First author developed and tested the model, both the second and third author reviewed it and a walk-through of the model was given to the practitioners. In the walk-through we explained how the model represents the two scenarios.

Although data for one calendar year was available, however, the practitioners considered the data from the last six months as representative of the current process. This left us with insufficient data points to identify a random distribution that can represent the data with statistical confidence. We resorted to using random distribution with minimum, maximum, median and standard deviation based on the actual data. Due to this reason comparison to actual process behavior was not performed. Sensitivity analysis to find critical factors in the process was not done however 200 replications for each scenario were performed and cumulative output was plotted to visualize the dispersion of results.

The intention in this study was to design a “throw-away” simulation to quickly play through alternative scenarios, which meant that only the rough patterns (e.g. there is an effect of waiting time on the possible velocity of the organization) were of interest, rather than saying what the exact gain of velocity is. Similarly, the effect of variations in the process was made visible by the unpredictability of the simulation results in both scenarios when it was run multiple times.

Therefore, we consider that under the time constraints of the workshops and primarily due to the purpose of the model the validation done in the study was sufficient for the task. As the goal here is not to develop a perfect simulation model but to have a model that makes the assumptions visible and explicit. It will also assist logical reasoning and argumentation for why a certain alternative is better than others.
5.6.3 Use of VSM over other SPI activities:

In response to Q6, only 33% of the respondents favor VSM over other activities and a majority of 67% were neutral. However, a positive sign was that none of the respondents indicated that they will not prefer VSM over other SPI. The large majority of 67% could be because the practitioners did not have a comparison point (i.e. they have not participated in any other formal SPI activity before), or in the worst case they are weary of the SPI activities and see this “as good as any other improvement activity” they have participated in. Unfortunately, we do not have the information to ascertain if the respondents have an experience with other SPI activities. Thus, we cannot interpret the “neutrality” of responses here.

33% favorable responses suggest some inclination towards VSM as a SPI activity of choice. Furthermore, responses to Q7 where 78% agreed that they would like to see more extensive use of VSM in the company, supplements this conclusion. The overwhelming positive feedback on the outcome of the VSM activity in the following questions also adds to the confidence in the utility and encourages its further adoption in the software product development.

- 89% of the respondents (in Q1) agreed that they gained new insights about their development processes that they did not have before.
- 100% positive feedback on VSM leading to the identified improvement, the potential to improve the software quality, and that the improvements are realistic and will be implemented in the company (see Q8, Q9, Q10 and Q13).

The second point above also highlights another strength of VSM. Although, the initial drive for improvement came from the top management, but the participants considered the improvements realistic, with the potential to improve quality and their commitment that they will be implemented. This indicates the ability of the VSM activity to create the “commitment” which is crucial to the success of any SPI activity [22]. The participants get the end-to-end perspective and they can understand why a certain change is necessary in their process, although they may not be the immediate beneficiaries of the change.

5.6.4 Other process related considerations:

Application of VSM in SE is relatively new, but the lessons from research on success-factors for software process improvement initiatives are equally applicable in this context. For example: having realistic goals, executive support, sufficient resources, experienced and respected staff, and involving developers as well as managers in the improvement initiative [20].
Most of these factors are inherently encouraged in the bottom-up, non-prescriptive process of VSM, however awareness and conscious consideration of these during the VSM will further improve the likelihood of success.

The role of “VSM Manager”

The importance of having “change agents” is well established in software process improvement research [20]. In this study, he was critical to “negotiate” a goal for the VSM activity with the product owners, that is both relevant and acceptable (based on the target from the top management). He was also instrumental in ensuring the resources that were required for the activity, which primarily involved practitioners’ availability for the workshops and access to data for the researchers (who took on the role of VSM facilitators).

Terminology

In the initiation meetings before the start of actual VSM workshops, we noticed some reservations on the use of the terms “value” and “waste” where some product owners considered it too academic. Therefore, in our communications and in the workshops the emphasis was rather on identifying challenges/impediments in achieving the stated goal, or on identifying the activities and enablers that can help achieve the stated target. Through this wordplay, we managed to avoid a lot of potentially unnecessary discussions without compromising on the aims of VSM where the focus was to improve the end-to-end lead time of the process.

Notation to draw CSM

Contrary to previous experience [29], the respondents in the current study (see Q11 in Figure 5.9) considered the CSM as useful input in identifying improvement and defining the FSM. This was achieved by not limiting the participants to use any particular notation, which in the previous case was considered too restrictive and simple to capture the actual process [29]. In our experience, giving practitioners the freedom to choose the notation at their will, helped us to focus on what is important i.e. drawing and developing a consensus on how they currently work.

Time taken by VSM

In the guidelines for doing VSM in the manufacturing domain, Rother and Shook [50] recommend that VSM should be a short non-bureaucratic activity where in two days
one should have a FSM drawn and ready for implementation, which one may “fine-tune” as the progress is made on implementation. However, in this study, it took considerably longer in terms of calendar time to arrive at the FSM, which was due to scheduling challenges from busy schedules for both practitioners and researchers.

Although, the two researchers have a background working with the case company, these products were new for them and it took some time to familiarize with the technical jargon. Also, all the challenges related to data access, extraction and understanding took some time as well owing to dependence on the industry practitioners. Lastly, all the analysis was done manually using spreadsheet and statistics software which required extra processing to clean up the data. The actual workshop time, however, for each product was approx. around 15 hours.

Now that we have practitioners from the case company doing VSMs internally, the challenges that we faced as outsiders will be redundant (the downside however will be the lack of a totally fresh perspective). Furthermore, the reports and visualization that were generated manually to assist in these workshops are now created automatically through a browser-based dashboard therefore that time will also be saved. Theoretically, it may be feasible to do these workshops in two full days now, but we consider that the workshops should at least be spread on three calendar days. As the workshops were fairly intensive, both for the participants and the facilitators, as often you will have follow-up questions that will require some additional data collection and analysis to answer them.

This will however, still fall well short of the recommended “half hour” threshold for VSM activity set by Kent Beck as quoted by Poppendieck and Poppendieck [46] “it took us about half an hour to come up with this (don’t spend longer than that or you will have too much detail)”.

Waiting times

Interestingly, almost 50% waiting time found in the product development processes here (see Figure 5.5) is very similar to the typical waiting times found in engineering and manufacturing processes (where work packages were found to be inactive 60% of the times) [34]. This shows the usefulness and applicability of VSM for software product development as well.

5.6.5 Adoption of the proposed analyzes and the VSM process guidelines at the case company

We have been involved in two subsequent cases of VSM at the case company as well. In one of these, a practitioner from the case company (who was involved in the VSM
for product A and B) shared the VSM facilitator role and in the latest instance, she took over the entire responsibility and the researchers were involved in a supportive role (doing the data analysis in the background). The practitioner is also involved in training other employees in sites in Germany, China, India and the US to facilitate local teams to start adopting VSM at their end-to-end processes.

As mentioned in the previous section, all the reports of quantitative data analysis on lead times and flow are now part of the VSM dashboard to facilitate the analysis of their development processes. There is also an active education drive explaining and motivating teams to report the new measurements, use the dashboards and conduct VSM.

5.7 Conclusion

This study reports the strategies, the process for assisting VSM with simulation, and the results of its application in two industrial cases. Of all the strategies identified for the use of simulation to assist in VSM (see Section 5.3). In our experience the least likely to succeed for software product development is Strategy 5, although this is the one with the most theoretical potential. Except Strategy 5, we see there is a potential for the use of a throw-away simulation model for all the other four strategies. We contend that the use of simulation should be argued and justified on a case-to-case basis, whether we have a problem that can be explored with the use of simulation given the cost of simulation (time taken to develop, verify and analyze the simulation results), accuracy and reliability of results (subject to availability and quality of data) and the time frame of the VSM process.

In this study, we employed “Strategy 4”, to use simulation to support the reasoning and choice of alternatives for improvement to derive the future state map for the products with some success (based on the feedback of practitioners). Unanimously, practitioners indicated that the use of simulation led to more insightful discussions. However, based on their feedback, practitioners will not solely rely on the results of the simulation model. Of the various purposes for simulation identified in the literature (see Chapter 2), in the context of VSM and the case company, we found that due to the lack of dedicated measurement programs to calibrate simulation models, SPSM can be used as a means to reflect on our choices and have a testbed to do a sanity check of our proposed interventions under the given assumptions and preconditions.

Furthermore, based on the feedback from the practitioners, we are less likely to see a transfer of technology when it comes to software process simulation. There is keen interest in the simulation models and other avenues where they will like to use simulation models however the interest at least in the case company stopped at the use
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of the models. As shown in these case-studies, simulation can be useful, however it is likely to remain a tool for the use of researchers and consultants who can identify appropriate problems where the cost/time for the use of simulation can be reasoned about on a case to case basis.

Simulation supported VSM certainly gained practitioners’ confidence in the improvements. They considered them more realistic and thus considered them more likely to be implements. Satisfactory progress towards implementing the improvements was observed in the follow-up workshops six months after the VSM activity.

Positive feedback on the VSM process that was followed in these two cases, the participants’ satisfaction with the outcomes of the study, impact on the case organization in the form of new reports in the dashboard and the adoption and training of other sites to utilize VSM, and further application of VSM on six other products indicates a positive outcome/impact of the studies reported in this chapter.
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Chapter 6

FLOW assisted value stream mapping in a large-scale software product development

Abstract

Value Stream Mapping (VSM) has been successfully applied in the context of software process improvement. However, its current adaptations from Lean manufacturing focus mostly on the flow of artifacts and have taken no account of the important information flows in software development. A solution specifically targeted towards information flow elicitation and modeling is FLOW. This study aims to propose and evaluate the combination of VSM and FLOW to identify and alleviate information and communication related challenges in large-scale software development. Using case study research, FLOW assisted VSM was used for a large product at Ericsson AB, Sweden. Both the process and the outcome of FLOW assisted VSM have been evaluated from the practitioners’ perspective. It was found that FLOW helped to systematically identify and elaborate wastes, challenges and improvements related to information flow. Practitioners were positive about the use of VSM as a method of choice for process improvement and found the overview of the entire process using the FLOW notation very useful. The combination of FLOW and VSM presented in this study was successful in uncovering issues and systematically characterizing their solutions, indicating their practical usefulness for waste removal with a focus on information flow related issues.
6.1 Introduction

Value stream mapping (VSM) is a lean practice that maps the current product development process (CSM), identifies value adding and non-value adding activities and steps, and helps to create a shared action plan for an improved future state for the process i.e. a future state map (FSM) [4] [11] [5] [9]. VSM looks at both material and information flow [11]. In software product development, an equivalent analysis of material flow will look at the flow of “work items” e.g. a requirement, use case or a user story etc. through the process. Contrary to simply the scheduling information that is captured in terms of “information flow” for production processes, for software development it will be pertinent to capture documented/verbal, formal and informal communication. Furthermore, the information needs, knowledge and competence need to be identified and analyzed to facilitate the value adding activities in the software development process.

Traditionally, VSM has had a high focus on mainly tracing requirements or other work items through the process, identifying waiting and productive times [5] [4] [6]. No particular challenge occurs here if the communication structure is relatively simple. However, as the situation becomes more complex (as was the case in the studied organization) it becomes equally important to focus on the information flow and explicate it. The existing representation of VSM [5] and [11] does not allow capturing the flow of communication. As a consequence, we cannot identify value-adding and non-value adding activities required to streamline the process of value creation.

Information flow modeling (FLOW) has been proposed as a systematic method to analyze and improve communication in software development processes by considering all types of experience and information flows in the organization [15].

We propose to combine value stream analysis with FLOW. As both share a focus on capturing and improving information flow, their combination can yield potentially useful results. FLOW applies a systematic approach and a structured yet simple graphical notation to identify and capture the flow of information between people, documents, and activities. It covers and combines formal, informal, documented and verbal information flows in a complex communication structure; hence, it can compensate the inability of existing VSM notation to capture this aspect of information flow in software product development. Previously, FLOW has been successfully used in software process improvement in a variety of smaller-scale software development units to capture and improve the communication structures in industrial settings [15].

To evaluate the usefulness and scalability of using FLOW to assist VSM, we conducted case study research in a large-scale product development at Ericsson AB. At the time of this study, the product under investigation was a solution comprising 12 subsystems, the number has since then grown even further. The development unit has over 2500 employees in 10 different centers of excellence, which are located in Germany,
Sweden, India, China, Canada, and the US. We conducted six value stream workshops, with two researchers (first two authors) acting as facilitators, and the third author (who is the inventor of FLOW) as an external observer.

The remainder of the chapter is structured as follows: Section 6.2 presents related work. Section 6.3 describes the research method. Section 6.4 presents how FLOW can be used to assist in a typical value stream mapping activity. Section 6.5 presents the results and Section 6.6 reflects on the obtained results. The results of a follow-up six months after the conclusion of the study are presented in Section 6.7. Section 6.8 concludes the chapter.

6.2 Related work

The related work for this study has two main themes: first is the use of VSM and second is the use of FLOW for mapping and improving software development process.

6.2.1 Value stream mapping

Rother and Shook [11] presented the guidelines to conduct VSM for manufacturing processes where both material and information flow are mapped. Realizing the differences in product development and manufacturing McManus [5] adapted VSM for this new context. McManus [5] developed a manual for applying VSM for product development which is the foundation of this work along with its extension by Khurum et al. [4].

Two applications of VSM were reported in the context of software product development [6], [4]. Mujtaba et al. [6] have reported a VSM for product customization process where the goal was to reduce the lead time. Khurum et al. [4] identified value aspects that are not traditionally considered, but have to be evaluated on a case to case basis, based on what each organization conducting the VSM consider important from their customers’ perspective. In both cases, VSM was done on mature products that have been on the market for a number of years. In this study, we apply VSM in the context of a new large-scale software product development distributed across sites in multiple countries.

Poppendieck and Poppendieck [9] also provide a brief three step process to do a VSM. However, the overwhelming focus of analysis in these guidelines is on developing a time-line of progress through a process and making a distinction between waiting and productive time (c.f. [9] [6] [4]). The aim of lean is to ensure that a process should make only “what” is required and “when” it is required by the next process [11].
time-line analysis focuses primarily on “when” in the aim above and seems to overlook the “what” aspect i.e. what information needs exist that should be fulfilled.

In this study, we complement the time line based analysis of work items, which is typical in VSM, with the use of FLOW methodology to identify and analyze information flows in the case of large-scale software product development.

### 6.2.2 FLOW

Through this distinction and visualization of the information flows in the development process using a modeling notation, FLOW allows the identification of sub-optimal paths for communication [16]. The simple notation used by FLOW is presented in Figure 6.1. The original FLOW notation as presented by Schneider et al. [14] and used in previous industry applications, uses slightly different symbols for documents and persons. A document is usually represented by the document symbol available in PowerPoint; a person is represented by a Smiley. Both symbols are readily available and do not require any specific editor. The stick figures and document symbols used in this study are more familiar to the industry participants. This advantage exceeded the conformance with previous applications of FLOW.

Many established software process models focus on documents only [10]. Verbal or informal communication, and the use of experience in sophisticated activities are, however, often neglected. In industrial reality, however, many requirements, decisions, and rationales are communicated in an informal way, via phone, meetings, or personal email. The FLOW method offers a graphical notation (Figure 6.1) and a modeling approach that covers and combines both documented (solid) and non-documented, verbal, or informal (fluid) flow of information. Traditional plan-driven software development

![Figure 6.1: Symbols used in the graphical FLOW notation.](image-url)
tends towards solid information propagation, whereas agile or flexible approaches rely on direct communication [3], of fluid information.

Both solid and fluid information flows have complementary advantages and weaknesses. Solid information is typically stored in documents, files, recordings, or other kinds of permanent media. Creating and retrieving information takes longer and requires more effort, but does not rely on the creator, and can be performed at a later point in time and by many people. Fluid information flows faster and often more easily: phone calls, chats, or short messages do not get formally documented, but convey information as well. Fluid information is typically stored in a person’s mind. Therefore, a face symbol is used to visualize it.

Many companies need to mix and adjust elements from both ends of the spectrum and try to find an overall optimum. FLOW was created to capture, visualize, and improve situations consisting of a complex network of fluid and solid information flows. Experience is considered an important special case of knowledge that must be present when difficult activities occur and important information is routed through the organization [16]. It is also integrated in the FLOW method and notation (Figure 6.1).

The notation is intentionally kept very simple. It is supposed to be used on a whiteboard or a piece of paper to discuss current and desired situations. An activity is symbolized by a rectangle with several incoming and outgoing flows. The rectangle acts as a black box and hides internal details of the activities and flows. It can be refined by another FLOW diagram [13].

At the beginning of a FLOW analysis, the current communication channels and network of information flows must be identified. The FLOW method [16] [17] offers a technique based on interviews. This technique has been applied to medium-sized groups in several companies. Rather complex networks of solid and fluid information and experience flows were identified, modeled, and discussed with domain experts. In one case, a repository was mined as an indicator of document-based (solid) information flows to complement interview results [20]. The FLOW elicitation technique has not yet been applied to elicit and model complex information flows in very large organizations. Building the model is the first step towards improving the overall information flow. FLOW interviews were optimized for individuals. An important research question was, therefore, whether the interview technique could be transferred directly to a larger group of people (workshop), and how it needed to be adapted.

Several researchers have investigated dependencies and dynamics of software projects including the impact of information flowing through projects: Pikkareinen et al. [8], for example, investigate communication in agile projects and their impact on building trust. The focus of their work is on the impact of agile communication patterns on project success.
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Winkler [18] uses the term information flow, too. He focuses on dependencies between artifacts. An artifact is a part of a document. His main interest is traceability of requirements. Winkler considers only document-based requirements and information flows. He uses different ad-hoc illustrations to discuss flow of requirements. Berenbach and Borotto [2] present requirements project metrics. All metrics are based on solid information only. However, information flow within their Formal Requirements Development Process could be modeled in FLOW. Some of their metrics could be extended to refer to fluid information, too.

In principle, information flow can be seen as an aspect of a process. Process models such as BPMN or BPEL or workflow models such as Little-JIL [19] would, therefore, be an alternative to FLOW models. However, the scope of FLOW models is smaller, and the focus on fluid and solid information is more specific than in those models that are more general. In addition, the symbols of a FLOW model were carefully selected to visualize human and document-based stores of information. Process models tend to emphasize sequence and coordination of control flow more than the flow of information. The latter was considered more important for this work.

Just as we argued that FLOW supports information flow analysis in the VSM, FLOW can benefit from VSM’s systematic way of reflecting on wastes and identifying improvements. Besides the systematic approach, the time-line based analysis can help quantify the implications of challenges in information flow in software development. Hence, both VSM and FLOW have synergies and may be even more successful in combination.

6.3 Research methodology

This study aimed to use and assess FLOW assisted VSM for the improvement of large-scale software product development process. In particular, to assess the ability to capture complex information flows and identify improvement opportunities in the development process.

**RQ:** How useful is the combination of FLOW and value stream mapping in large-scale software development? The following sub-research questions were posed to answer it through a case study at Ericsson AB, Sweden, where VSM supported with FLOW was applied and evaluated:

- **RQ1.1:** Can the interview based technique for FLOW be transferred directly to a larger group of people (in a workshop setting), if not, how can it be adapted?
- **RQ1.2:** Which wastes and improvements could be identified with the combination of FLOW and VSM?
• RQ1.3: How do practitioners perceive the process and outcomes for the VSM supported by FLOW?

6.3.1 Context

The case company is Ericsson AB, Sweden, which is an ISO 9001:2000 certified telecommunication vendor. The product that was studied is still under development and has not had a release to the customer yet. Overall, there are approximately 12 systems that constitute this product. The development unit has over 2500 employees in 10 different centers of excellence, which are located in Germany, Sweden, India, China, Canada, and the US. Teams use agile principles and practices in development, e.g. writing user stories, working in fixed length sprints (time boxing), and cross functional teams, etc. The overall process is conceptualized in Figure 6.2.

Figure 6.2: Overview of the product development process in the case company.

The process starts with the identification of an opportunity for the organization to exploit e.g. a new potential market, increased customer retention if the product is compliant to certain standards etc. It is formulated as a Business Opportunity (BOP). Based on the business case, a decision to persist further with the development of a BOP is taken.

High-level analysis of the accepted BOPs with the consideration for the product anatomy, technical requirements and the business context BOPs is performed, which results in more detailed specifications in the form of one or more business use cases (BUCs).

BUCs are the work-item used to plan, control and manage development process in the company. A detailed analysis of BUCs is performed and the systems that are required to implement the BUC are identified. A further detailed analysis by the system teams involved in the implementation of a BUC produces more detailed system level artifacts called business sub-use case (BSUCs). At this level, the system teams take on the responsibility of the implementation of the BSUCs for their systems.

The complexity and large scale of the product development entailed that it was impossible to cover the entire process in sufficient detail to analyze it for the chal-
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...Lenges and improvements (with 20 systems and also the number of geographical sites involved).

Thus, it was decided to limit the current VSM activity to the “design and specification phase at both BUC and BSUC study level” of the overall product development process. Furthermore, this phase is of critical importance as the allocation of work and coordination to reach the products goals through individual systems (which are developed in geographically distributed sites) depends on this phase and currently the organization is facing a lot of challenges in this phase. Lastly, as it is a new product, none of the BUCs have reached the verification phase and beyond (see Figure 6.2).

The teams primarily responsible for the specification phase at BUC level are located in the chosen site. One of the system development teams, responsible for BSUC level analysis, is also collocated at this site. Thus, we were able to cover the entire specification phase with coverage of both the service, i.e. BUC, and system, i.e. BSUC level in the chosen site.

Thus, due to the scale of the product and the reasons listed above it was not possible to start with an end-to-end VSM of the entire development process. However, after the completion of this study, VSM was conducted for several of the individual sites to get an end-to-end perspective.

6.3.2 Data Collection

The two main sources of data were: the five workshops that were conducted as part of VSM and the corporate data on work items. This data included release plans, number of BOPs, BUCs and BSUCs their status, time spent in each phase, priority, number of impacted systems, initial size estimates, categorization as function or quality requirements. We relied on extensive note taking, pictures of the white board and collection of yellow stickers for collecting data during the workshops. Notes from the researchers were corroborated and compiled into reports before the subsequent meeting where a summary was presented.

The first two authors of the study were acting as VSM facilitators who were responsible for data collection, moderating workshop sessions, analyzing the collected information and presenting the results. The third author served as an expert on FLOW and observed and discussed the process that was followed during the VSM.

One practitioner served as the “VSM Manager” who had the upper management support and could sanction the resources and time necessary to successfully complete the VSM activity. Five other practitioners were involved who were present during the workshops. These practitioners were chosen due to their knowledge and experience of the process and also their stakes in it (their roles in the development process and aptness for the workshops is discussed further in Section 6.5.1).
Furthermore, data about progress tracking for BUCs and BSUCs was extracted by individual system owners and was given to the researchers in spreadsheets. A relational database was created to reconstruct the links between the BUCs and their break down at system level BSUCs. Furthermore, examples of BUC and BSUC output were analyzed to triangulate the practitioners’ opinion and perception of the quality of the artifacts in terms of their content and level of detail.

### 6.3.3 Validity threats

This section reports the validity threats to the findings of this study and what measures were taken to alleviate them. The limitations of the study are also discussed here.

**Reliability** related threats influence the repeatability of a study e.g. dependence of the research results on the researchers who conducted it would diminish the reliability of a study [12]. To avoid inaccuracy in captured information (information and views captured during the workshops), two researchers took notes while the third researcher was moderating the workshops. These notes and their interpretation were triangulated among the researchers. Also, the results of the previous workshop were presented to the practitioners at the start of each subsequent workshop to identify any misinterpretations by the researchers.

**Internal validity** is dependent on researchers’ awareness or ability to control the extent of a factor’s effect when investigating a causal relation [12]. Internal validity of the results was increased by the involvement of multiple practitioners having various roles and responsibilities in the development process. Multiple data sources were used in this study, the expert opinion on challenges where possible was triangulated with actual process metrics e.g. the perception of under-estimation of required effort was validated by comparing the estimated time and the actual time spent on analysis. Similarly, number of closed BUCs and BSUCs were used to validate the frequent reprioritization and quality of initial analysis.

Ericsson promotes continuous improvement in software development at all levels. We are aware that some participants in VSM related workshops were participating in other ongoing improvement initiatives. Thus, there is a risk that the challenges and improvements identified in this study cannot be solely attributed to the intervention in this study. Their involvement in multiple initiatives would have indeed influenced some findings of this study as well. But due to the different focus of the initiatives, while there were some overlaps between the outcomes of the study, a majority of the participants agreed that the use of FLOW assisted VSM lead to new insights into the process that they did not have before.

**Construct validity** reflects whether the measures used by researchers indeed represent the intended purpose of investigation [12]. The opinions of practitioners on the
process and outcomes of the VSM were collected using a questionnaire. To reduce the risk that questions might be misunderstood, the researchers were present during this session to answer any clarification questions. To reduce the influence that our presence may introduce, and to encourage honest opinions, practitioners were asked not to put any identification information on the filled questionnaires. Furthermore, using a semi-structured format, complementary themes were explored in a group discussion after the practitioners had filled the questionnaires. 

External validity is concerned with the generalization of the findings of the study outside the studied case [12].

Both methodologies, FLOW and VSM, have been individually validated in industrial studies. While their proposed combination has only been studied here on one product, however, it has been shown that the use of FLOW successfully addresses the limitations of VSM. The context of the study, the process of combining FLOW with VSM and under what conditions this combination becomes useful has been defined in sufficient detail for other practitioners to judge the relevance for their unique context.

6.4 FLOW assisted VSM

An important aim for lean is to ensure that one process makes only what is required and when it is required by the next process [11]. To ensure this VSM considers both material and information flow. In software development context, material flow is analogous to tracing work packages (like requirements, use-cases etc.) through the process. However, the information flow is much more than just the timing/scheduling information in production processes. It includes documented and undocumented channels of information flow through which formal and informal exchange of information takes place [16].

In this regard, the conventional VSM notation [11] is insufficient to capture the details of the knowledge intensive software development processes. This limitation has not been addressed in the adaptation of VSM for product development VSM either where the additional information captured is just regarding the iterations [5].

As discussed in Section 6.2 FLOW is a methodology that systematically captures and visualizes channels for information flow [16]. Its simple notation, ability to identify and visualize both documented and undocumented channels of information, make it a practical and relevant complement for use in conjunction with VSM. The simplicity of the notation makes it more scalable compared to more complex modeling notations. A FLOW model mainly depicts the network of information flow (people, documents, etc.) and the types of channels used.
VSM has five distinct steps, Figure 6.3 lists the steps and the main activities in each step (for details please see [4]). FLOW can be used in step S2, to elicit the CSM. However, we consider that it may not be necessary in every case to use FLOW for establishing a CSM. For example, if the challenges are related to long waiting times for items in backlogs, redundant reviews etc. then it may not be necessary to model different types of information, stakeholders and competence. So, depending on the challenges identified in step S3 (see Figure 6.3), we can decide whether the use of FLOW is justified. Thus, if there are challenges related to knowledge management or information flow, as was the case in this case study, then there is a utility of FLOW to identify the information needs, bottlenecks, broken communication paths and thus help in eliminating waste and creating a FSM in step S4.

In particular, the amount of information and its variety grows with the number of persons/sites involved, hence this has to be understood as well. Also, the information flows have to be understood to help explain why certain waiting times (i.e. the time when “work items” that move through the process are inactive) exist in a process.

In the context of VSM, we can benefit from FLOW in the following ways:

- First we can use it for eliciting the information flows in the product development process.
- Secondly, its graphical notation can be used to represent the current state map.
- Lastly, it can be used to identify and reason about changes in the current process to derive and document the FSM with improvements.

---

**Legend:**
- S1: Initiation
- S2: Current process map
- S3: Waste identification
- S4: Process Improvement
- S5: Retrospective analysis

<table>
<thead>
<tr>
<th>S1A1</th>
<th>Identifying key stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1A2</td>
<td>Defining the purpose</td>
</tr>
<tr>
<td>S1A3</td>
<td>Defining the team</td>
</tr>
<tr>
<td>S1A4</td>
<td>Training the team</td>
</tr>
<tr>
<td>S1A5</td>
<td>Bounding the problem</td>
</tr>
<tr>
<td>S1A6</td>
<td>Defining and understanding the value and value creation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S2A1</th>
<th>Drawing the zeroth map</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2A2</td>
<td>Identifying tasks and flows</td>
</tr>
<tr>
<td>S2A3</td>
<td>Collecting data</td>
</tr>
<tr>
<td>S2A4</td>
<td>Evaluating value</td>
</tr>
<tr>
<td>S2A5</td>
<td>Understanding iteration</td>
</tr>
</tbody>
</table>

| S3A1 | Identifying waste |

<table>
<thead>
<tr>
<th>S4A1</th>
<th>Eliminating waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4A2</td>
<td>Drawing a future state map</td>
</tr>
<tr>
<td>S4A3</td>
<td>Re-evaluating value</td>
</tr>
</tbody>
</table>

| S5A1 | Performing retrospective analysis |

---

Figure 6.3: Overview of the VSM process based on [4].
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Five aspects listed in Table 6.1 are elicited for each activity in the FLOW elicitation technique. They refer to the incoming and outgoing flows of an activity (see Figure 6.1: activity symbol) and ask for the details of each flow.

In this research, we used FLOW to materialize the lean principle of pull” for information-flow in the product development process. The idea is to use the pull-based approach starting from the down-stream phase and identifying what information and experience are required from an upstream phase of the process. In previous applications, the order of FLOW interviews did not consider the position of activities in the development process. Instead, the availability of interviewees was the primary concern.

Within FLOW interviews, the order of flows around one activity is usually:

- What are the activities you are involved in? Each one is detailed afterwards.
- What does this activity produce, and where do they go? The out-going flows respond to the pull of down-stream activities.
- What input is needed in order to produce this output, and where do you get it from? Very similar to data flow diagrams, there must be a source (incoming flow) of every information.
- Who helps or directs the activity? The activity may be controlled and supported by checklists, guidelines, or experience. It is equally important to model where that experience is supposed to come from even if it is a person bringing this experience to the table (fluid experience).
- What tools or support do you need for performing the activity?

The questions are designed to cross-check incoming and outgoing information with the receiver or source, respectively. Inconsistent answers indicate either inconsistent terminology (spec vs. requirements document), incomplete knowledge of the source or

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tasks</td>
<td>What are the main tasks in this activity? e.g. write user stories</td>
</tr>
<tr>
<td>Roles</td>
<td>Who should be involved in this activity?</td>
</tr>
<tr>
<td>Output</td>
<td>What is the output of the activity? e.g. test cases</td>
</tr>
<tr>
<td>Input</td>
<td>What is the input to the activity? e.g. user stories</td>
</tr>
<tr>
<td>Content</td>
<td>Details of the input required?</td>
</tr>
<tr>
<td>Who/What</td>
<td>Who has the information needed for this activity? What is the source of information?</td>
</tr>
<tr>
<td>Competence</td>
<td>What competence/knowledge sources are required to facilitate this activity? e.g. architectural expertise, knowledge repository</td>
</tr>
</tbody>
</table>
target, or misunderstandings among co-workers, e.g., as one of the practitioners said:
(I always thought our BUC would be used by system teams as high-level input to do a
detailed analysis).

While eliciting information for each aspect in Table 6.1 a distinction should be made between the current practice and the ideal practice e.g. when covering the content aspect, two set of questions should be posed:

1. What information do you need? The aim here is to identify the desired state of the process.
2. What information do you currently get? This question aims to explore the current state.

Once this has been done for all the aspects of each of the activities in the CSM, one may compare the current state with the desired state to identify what is unnecessarily produced and what is missing. Similarly, having identified the personnel involved in each activity we can identify situations where there is an information overload on some key personnel. Other critical questions could include reflection on whether we want certain channels to be fluid or solid. The strengths and weaknesses of each type must be balanced, given that we are now looking at a globally distributed context with geographical and temporal distance can we avoid documenting the decision about the priority of BUCs in a local spread sheet.

6.5 Results

In this section, we report the results of applying the five step VSM process assisted by FLOW (as presented in Section 6.4).

6.5.1 Initiation

Since the product is relatively new (no BUCs have gone beyond the implementation phase) and very large, it was decided to reduce the scope of this VSM activity to the “specification” phase of the process. Another motivation was that all the necessary stakeholders for this phase were located in Sweden. The specification phase is responsible for formulating the work package which takes the form of a Business Use Case (BUC) based on the business opportunities (BOPs) that have been identified (see Section 6.3.1 for an overview). The practitioners involved in the specification phase were also involved in a high-level analysis to identify dependencies, set priorities and indicate which individual systems would be impacted and therefore should be involved in further analysis and design of the BUC.
After negotiation with the product management the VSM goal for this product was to “reduce the lead time for end-to-end development process with a focus on improvements in the specification phase”.

Besides the scale and other challenges listed above, we wanted to analyze the end to end development process to wasteful information that is not really required in the process downstream. So, we started with the “release” phases (see Figure 6.2 for an overview of the process) and wanted to “pull” the information needs from there onto the phases upstream. However, this proved too ambitious due to the size and complexity of systems involved in the product.

Therefore, we not only had to revert to the original scope of the VSM activity, but we also started with the first activity in the process that is the specification of a BOP and identified what information should it contain and what competence is required to define BUCs from it and we continued so on and so forth for rest of the activities in the specification phase.

We started the other way around as to refine the things, it was easier to start from the beginning. At the start, the information need is more simple and on a much higher abstraction level and that made asking what needs to be added, at least for this complex case work better.

Table 6.2 lists the roles and experience of the participants in the VSM workshops. The participants were chosen with the scope of the process and diversity of roles in mind for the following reasons: 1) No practitioner alone knows all the pertinent details for the end-to-end process 2) their involvement helps to develop a consensus on the current way of working, 3) identifying challenges as even if there are individuals well versed with the process they may not be aware of the challenges that the people working in the phase have to face, 4) prioritizing of challenges, otherwise we may sub-optimize by concentrating on a phase and not considering the end-to-end target 5) help to get the commitment on improvement actions and plan.

### 6.5.2 Current state map

In first workshop with all the participants, an introduction to VSM, its process, experience of using it (especially in the case company), the goal for the current VSM activity and the rationale behind it were briefly presented. VSM Manager specifically related the company’s goals and to the goal of the VSM and encouraged participation in the workshops as an opportunity to effect the future way of working.

After the introduction, we start with the “zeroth map” which is a very high-level view of the product development process in the company (as discussed previous in Section 6.3.1). Then the participants were asked to draw the current process map on the board by following the work package i.e. a Business Use Case (BUC) through
Table 6.2: Participants of the VSM workshop

<table>
<thead>
<tr>
<th>Role and responsibilities</th>
<th>Experience with the product</th>
<th>Experience with the company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line manager, part of core team, system management</td>
<td>1.5</td>
<td>14</td>
</tr>
<tr>
<td>System manager, working on service-level analysis and system</td>
<td>1.5</td>
<td>19</td>
</tr>
<tr>
<td>design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program manager, budgets, priority settings, staffing</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>requests</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Architect, System design, requirements</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>Project Manager</td>
<td>0.6</td>
<td>14</td>
</tr>
</tbody>
</table>

The process (in this case from “opportunity identification” till the development starts on the respective BUCs see Figure 6.2). With group participation, one typical BUC is followed through the process and the activities and tasks in the current process are mapped. The outcome of CSM from the first workshop is presented in Figure 6.4.

The process starts with the high-level analysis and breakdown of BOPs into BUCs by the core team. Then a team lead by a BUC author consisting of test manager, project manager and representatives from impacted system teams perform detailed analysis (called BUC study) on individual BUCs. A core team contact person is used if there is a need for further elaboration on BOP or to assess if the detailed BUC specification is in line with the market need. BUCs cover service level concerns that is inter-system interactions etc. These BUCs are then assigned to dependent system teams that perform BSUC studies to address system level concerns and ensure that various system development teams are able to develop and test in a coordinated manner. This is a typical process view that will be a starting point for VSM. However, in the next section when we look at the challenges (Table 6.3) this view is insufficient to address them.

Figure 6.4: Current state map
6.5.3 Challenges

Both qualitative and quantitative information was used to identify challenges in the current process.

**Expert opinion**

Once the CSM was done, the participants were asked to reflect on the challenges that impede the product from reaching the goal of reducing the lead-time. To encourage participation, each practitioner was asked to write down at least three challenges on "sticky notes". One by one, they were asked to read out the challenges they have listed, to give a brief description of the challenge and to place it on the CSM. The next participant would do the same and if there was an overlap with the already identified challenge they will be put the "sticky notes" together. This was supplemented by VSM facilitators’ notes of challenges that were mentioned by the participants earlier while creating the CSM. An overlap here could have meant that something is perceived as a greater challenge than others. However, we knew from experience that this only highlighted that a certain challenge was better known and talked about in the company.

Therefore, once the consolidated list of challenges was created, it was prioritized in terms of the impediment or hindrance it poses to achieving the stated goal. The 100 dollar method was used to create a prioritized list of the challenges [1]. Each participant had ten dollars to spend on the list of the challenges, paying more for the challenges they believe are major hurdles to achieving the stated goal. This collective prioritization was useful to reduce the impact of any personal biases of participants and to develop a consensus on what is collectively considered important. The challenges identified, and their relative priorities are listed in Table 6.3.

Moreover, a rudimentary root cause analysis was done for the top four challenges to understand the reasons behind the challenges. These are summarized in Table 6.4.

Given that most of the challenges were related to documentation, understanding information and competence needs it was evident that existing notation for describing the current state map (as shown in Figure 6.4) will be insufficient. Besides, the typical timing based analysis [7] [5], it was decided to utilize FLOW [16] that systematically captures information flows in the software development process. The current state map (as shown in Figure 6.4) was used as a list of activities that became input for FLOW where details of each activity were further elicited.

| Lessons learned: | If we, in a CSM find challenges related to: documentation, lack of common understanding, and unsatisfied information needs, it points to the need to conduct information modeling in the context of the value stream mapping analysis. |
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Table 6.3: Perceived priority in terms of the hindrance these challenges pose to reach the stated goal.

<table>
<thead>
<tr>
<th>ID.</th>
<th>Challenges</th>
<th>Votes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Lack of high-level analysis and documentation of business opportunity analysis and breakdown to BUCs</td>
<td>12</td>
</tr>
<tr>
<td>2.</td>
<td>Lack of documentation/guidelines/template/scope for system-level analysis</td>
<td>10</td>
</tr>
<tr>
<td>3.</td>
<td>Lack of a common understanding of what information and the level of detail should be the outcome of a service-level analysis</td>
<td>10</td>
</tr>
<tr>
<td>4.</td>
<td>Incomplete architecture models / specification / functional baseline</td>
<td>10</td>
</tr>
<tr>
<td>5.</td>
<td>Utilization of correct competence</td>
<td>4</td>
</tr>
<tr>
<td>6.</td>
<td>BUC not updated/ Neither treated as an alive document nor have an alternative document to track changes</td>
<td>2</td>
</tr>
<tr>
<td>7.</td>
<td>Lack of end-to-end BUC responsibility</td>
<td>1</td>
</tr>
<tr>
<td>8.</td>
<td>Incomplete information model</td>
<td>1</td>
</tr>
<tr>
<td>9.</td>
<td>Quality of business opportunity document (Requirements instead of Business Opportunities)</td>
<td>-</td>
</tr>
<tr>
<td>10.</td>
<td>Challenges in communication with acquired companies having different maturity levels in the Telecommunication domain.</td>
<td>-</td>
</tr>
</tbody>
</table>

Quantitative analysis

Figure 6.5a shows the estimated time required for completing the analysis and the actual time-units taken to complete it. While Figure 6.5b shows the distribution of lead-times for various BUCs for the analysis.

By analyzing the lead-time for this phase, it was identified that unlike the typical initial estimate about the high-level study which should at most take 6 time-units in reality even the median value of actual time spent was higher than that with the worst lead time of 23 time units (see Figure 6.5). This was consistent with the general perception (expressed in the workshops by practitioners), that the initial estimates are very inaccurate and underestimate the required effort.

This may explain another observation about the current way of working, i.e. why the SPM team would not provide a prioritized list of BOPs and assign more work than the capacity of the analysis team (as expressed by practitioners in the workshops and also reflected in the long lead-times). Thus, the mismatch is because of the SPM team’s expectation that the analysis is not an effort intensive task (as seen by the consistently under-estimation of effort required as shown in Figure 6.5) while the reality is very different. Furthermore, the consistent under-estimation raise the question, whether the BUCs are broken down to the appropriate scope?

By looking at the release plan and current statuses of various BUCs we were able to identify two wastes:
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Table 6.4: Challenges and the reasons behind them.

<table>
<thead>
<tr>
<th>ID</th>
<th>Challenge</th>
<th>Reasons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Lack of high-level analysis and documentation of business opportunity analysis and breakdown to BUCs</td>
<td>Due to time constraint, there is a lack of documentation with over-reliance on the people in the core team. This sometimes also leads to inconsistent responses from within the core team.</td>
</tr>
<tr>
<td>2.</td>
<td>Lack of documentation/guidelines/template/scope for system-level studies</td>
<td>Underestimated the need, had “hoped” that development can start without doing this level of analysis. Also, there is a lack of awareness that this analysis has to be done.</td>
</tr>
<tr>
<td>3.</td>
<td>Lack of a common understanding of what information and level of detail should be the outcome of a service-level study</td>
<td>It was decided early on that service-level analysis (BUC study) will be kept on a high-level. However, contrary to this directive the expectations of the system teams responsible for system development are different (they expected much more detailed level of analysis and specification). Between the service-level analysis which is relatively high-level and the system-level analysis which only covers the analysis for intra-system level details, a detailed analysis of inter-system level is missing for BUCs that require more than one system to deliver.</td>
</tr>
<tr>
<td>4.</td>
<td>Incomplete architecture models / specification / functional baseline</td>
<td>Underestimated the work, complexity and time it will take. Also, the value of having these for the product was underestimated to facilitate analysis and later on design and development. When reflecting on the causes, practitioners recollected statements like “we will do it later” or that the product is “based on a legacy system so there is no immediate need” for these documents. Another reason is weak governance i.e. to manage and enforce such standards based on the information needs.</td>
</tr>
</tbody>
</table>

1) Instead of “build integrity in” more immediate focus is on delivering functionality: very few i.e. less than 18% of non-functional requirements were assigned to the upcoming release while a majority was assigned to a later release. The approach is roughly visualized in Figure 6.6 where the current focus is on delivering functionality.

2) “Partially done work” instead of taking one item through the process: There were slightly fewer ongoing BUCs that were assigned to the subsequent two releases than the number of BUCs where some work has been done. The reason for such a high number was mostly re-prioritization where a lot of work was started in parallel and then the direction changed. In a changing market for a new product, it is highly likely that the priorities will change in the future as well and if this way of working continues that will mean a lot of wasted effort.
Similarly, the quality of initial impact analysis (to determine which systems will be involved in the development of a BUC) at Service-Level (i.e. during the BUC study) was assessed in two ways:

First the initial estimated number of systems impacted by a BUC was compared with the actual number of systems eventually involved in the specification phase at the system level (see Figure 6.7).

Secondly, the number of canceled BSUCs was analyzed. This gave the opportunity to reflect whether the impact analysis was working sufficiently well, the cost of re-prioritization where the work done at system-level had to be discarded as well. Figure 6.7 shows that the teams are fairly accurate in predicting the number of impacted systems for BUCs that have a narrower scope. The estimates are relatively inaccurate for BUCs where a larger number of systems were impacted. This analysis can show if there were unnecessary system level (BSUC studies) that were initiated and later closed leading to wasted effort.
Figure 6.6: The trend in prioritization of non-functional requirements

Figure 6.7: Comparison of estimated and actually impacted number of systems by each BUC
6.5.4 Improvements and future state map

Based on the analysis reported in Section 6.5.3 the following considerations were highlighted when creating the future state map and action plan for improvements.

Considerations for improvement:

According to Poppendieck and Poppendieck [9] the two ways to reduce cycle time for a process are to achieve a steady arrival rate for work and to look at how the work is processed and remove variability in the processing time.

For this product, we found that the requirements were handed over in large batches and without adequate prioritization.

The perception was that there are a high number of service-level analyses (BUC studies) being done in parallel and it was seen in the data as well. There were as many ongoing and completed service-level analyses that were not even highly prioritized as the ones with a high priority. This was done without taking into consideration the capacity of the organization. Therefore, the current push based approach should be replaced with a pull driven approach that takes into account the capacity of the development organization and the priority of the business opportunity.

One indication of too many ongoing studies is reflected by the dissatisfaction with the quality of information about the breakdown of BOPs to BUCs (see Table 6.3).

Another indication is the sheer overwhelming feeling that the teams have of working with service-level analyses (BUC studies). Yet another quantifiable measure is the fact that none of the BUCs have reached the system-test or the service-test levels in the product development life-cycle.

When seeking explanation for the reasons behind certain challenges, it was noticed that a majority of the challenges were due to the secondary importance given to the documents necessary to ensure the non-functional attributes of the system. For example, in Table 6.4, when asked about the reasons why architectural model and functional baseline were not created in time, the reasons include that the value was underestimated or that there was a time pressure. A similar mindset towards quality was noticed in the release plan where functional requirements were prioritized over non-functional requirements (see Figure 6.6).

Furthermore, the consistent under-estimation (see Figure 6.5a) raised the question, whether the BUCs were broken down to the appropriate scope?

For the future, the key improvements identified were as follows:

- Release frequently and take in smaller batches [9]. “Do not keep piling up work that cannot be used immediately” [9]. This ensures a continuous flow of requirements instead of batches/chunks of business opportunities.
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- Improve prioritization of business opportunities and BUCs to address the issue of parallelism
- Efficiently deliver new BUCs to the development organization (*pull driven*) also helps to address the issue of parallelism. No need to keep piling up BUCs (through hastened BUC studies) if the development organization does not have the capacity to implement them.

### 6.5.5 Future state map

**Lesson learned:** The current process map (see Figures 6.2 and 6.4) did not allow us to analyze the process in sufficient detail to address the identified challenges in the process (see Table 6.3). With these process descriptions, we could have modified the process a bit on a high-level, however, improving it would not have been possible without the awareness of additional information in each step of the process.

With the improvement suggestions (as discussed in Section 6.5.4) and key challenges that were related to information needs (see Section 6.5.3) in consideration, the FLOW methodology was used. Using the high-level list of activities (see Figure 6.4) as input, the FLOW methodology helped to systematically elaborate and visualize the state and storage of information, and also the information and competence required to perform these activities. This facilitated to identify causes for certain issues where the flow of information was broken and to identify concrete improvement actions.

Figure 6.8 shows the outcome of the VSM activity using the FLOW notation. This figure is not intended to explain the development process at Ericsson, rather the intention is to give a flavor of the size and complexity of the process being analyzed. Also, any practitioners applying the proposed approach can see what can be expected as an outcome from it. The improvements in the process are coded in blue color and are listed below:

- The information required to define a business opportunity (BOP) was established
- Prioritized list of BOPs based on the market window by the product management team.
- Acceptance criteria for an initial BUC definition to become sufficient for detailed analysis.
- Involving product managers after initial analysis to validate if the understanding of BOP is correct and the direction of BUC specification is aligned with the expectation in the BOPs.
- Identified what is missing in the detailed BUCs that needs to be added for system teams to perform system level analysis.
Service level (BUC study)

- Update information model
- Update service documentation
- Consider dependencies between BUCs

Software Product management (SPM)

Create BOP

Business opportunity (BOP)

Customer priority: (used for prioritisation)

Customer X: (source)

Wants to do Y: (what)

To be able to do Z: (value)

Description: Describe shortly how your customer would use this?

Lead Architect
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Negotiation
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Core team
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Figure 6.8: Future state map
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- Added an activity between service level analysis and system level analysis that should cover the inter-system concerns in more detail for BUCs that require more than one system to deliver. The BUC analysis lead along with the impacted system-teams is required to develop an initial specification of inter-system interfaces and a preliminary schedule for development.
- It was decided to involve the Cross Functional Teams early on in the BSUC study activity.
- Detailed list of tasks that should be performed as part of the system-level analysis (BSUC study) were detailed as well.

Furthermore, with the visualization of overall information flows other challenges that were not visible before were highlighted. For example, it was observed that the prioritized list of BUCs was not available to all the sites and was maintained in a spreadsheet. Similarly, given that the quality of architecture description was considered an issue, it was visible that the resources (only two persons whom are assigned to communicate with all the system teams and to maintain/update the architecture description apart from their other commitments being part of the core-team) were insufficient.

### 6.5.6 Retrospective

In the last workshop, the practitioners filled out a questionnaire which attempted to assess both the process that was followed to conduct the VSM and also its outcome. Table 6.5 maps the questions to the aspect being evaluated. The questions along with the responses are depicted in Figure 6.9.

Over 60% of the practitioners agreed to that use of FLOW led to more insightful discussions and they would like to see further use of FLOW at the company (see questions Q7 and Q8 in Figure 6.9). While expressing their feedback on the outcome of use of FLOW one practitioner found the notation and the final outcome where the end-to-end process overview, artifacts (key information items), and stakeholders is visible.

<table>
<thead>
<tr>
<th>Question</th>
<th>Evaluated aspect (process/outcome)</th>
<th>Perspective (VSM/ VSM+FLOW/FLOW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1, Q2, Q3, Q4</td>
<td>Outcome</td>
<td>VSM + FLOW</td>
</tr>
<tr>
<td>Q5, Q6</td>
<td>Process</td>
<td>VSM</td>
</tr>
<tr>
<td>Q7, Q8</td>
<td>Process</td>
<td>FLOW</td>
</tr>
</tbody>
</table>
Q1. We have gained new insights about our software development processes that we did not have before.

Q2. The improvements identified will help in improving the software quality.

Q3. The improvement actions identified will be implemented in the future.

Q4. The improvements identified are realistic to implement.

Q5. I do not prefer VSM to other software process improvement activities that I have participated in earlier.

Q6. I would like to see VSM used more extensively at the company.

Q7. Overall more insightful discussions resulted from separation of sources (people/documents) of information and what information is required.

Q8. I would like to see FLOW as an analytical tool for process improvement more intensively used at the company.

Figure 6.9: Feedback questionnaire results for the six practitioners.

on one sheet is really good “Best outcome of the exercises”. Another remarked, “it is good to depict stakeholder interaction in the process”.

Similarly, as seen in responses to questions Q5 and Q6 in Figure 6.9, VSM got a majority (67%) of positive feedback whereas only 17% of practitioners disagreed to a more extensive use of VSM in the company. They would prefer other improvement methods over VSM. However, since no information about the other improvement activities that the participants may have been involved in previously was elicited, and due to the anonymity of the survey respondents we cannot explore the negative feedback further.

There were mixed responses to the statement that they gained new insights into their development process (see question Q1 in 6.9). Half of the respondents agreed that they did gain new insights and 33% disagreed. Here it is noteworthy that this is still a positive result, as everyone has to have a good understanding and has to be on the same page for such a large process. Half of the participants were gaining new insights, hence the VSM activity is important to assure an end-to-end flow where everyone knows what information they should provide, or shall receive.

All participants agreed that the improvements identified in the workshops will lead to improved software quality and showed even more confidence in the improvements being realistic to implement (see responses to Q2 and Q4 in Figure 6.9. However, it is
somewhat disappointing to see that only 33% think that they will be implemented and remaining are unsure either way.

One criticism expressed by a participant was that “the improvements identified were less than what they had expected from the VSM activity” she also commented that there was a “high overlap” during the workshops which were spread overtime.

Two practitioners commented that the workshop highlighted the break in the flow and brought focus to it. Other positive comments highlighted the “granular” level at which analysis was done and how it helped to focus on optimizing towards the overall flow instead of small improvements.

6.6 Experience and reflections

In this study, due to the nature of challenges faced by the practitioners it was realized that most of the challenges are related to information needs and flow in the organization. Although the focus of the study was the specification phase, we wanted to apply the Lean concept of “pull” so that we can identify what information will be required from downstream phases that must be created in the specification phase. Thus, the idea was to make a conscious decision about which analysis to perform, in what detail and whether and how to document it, etc. in the upstream phases thus avoiding any unnecessary analysis and documentation.

Therefore, to “optimize the whole” we started with the release phase of the product and identified what activities are performed during this phase. Then using the FLOW elicitation template the inputs required for those activities were listed and relevant information like the sources and state were elicited. During this workshop, there were two main findings:

- First, we realized that applying the pull principle on the selected scope i.e. starting with the activities in the “release” phase and essentially identifying what needs to be documented and how in the “specification” phase did not work (see Figure 6.2 for an overview of the development process).
- Secondly, we found that eliciting the information and structuring it in the form of FLOW elicitation template (see Figure 6.10) on the fly did not work well in the workshop setting. It was not the template but rather the attempt to structure information while eliciting that become a problem in the workshop setting.

Although conceptually it made sense to identify the information needs in the last activity of the entire development process and then pull that required information from the preceding phase all the way to the start of the development process, but due to the following reasons it did not work in our case: 1) the scale of the product development
(we lost most of the participants in the discussions, as such only the practitioners responsible for that phase were aware of the detailed tasks, inputs and outputs) 2) because it is a new product still under development and none of the BUCs have reached even the service level testing yet, we realized that soon it became an exercise of assuming what information needs will exist and what and how the required information is assumed to be delivered.

The reason for the second observation we consider is that structuring the information on the white-board in the FLOW template form was not adding value. In a workshop setting, it became very difficult to moderate e.g. some people were now listing outputs and someone mentioned an input and the discussion started on that.

Based on these two observation, we made two changes to our approach, we decided to focus only on the scope of the current VSM i.e. the “specification” phase instead of the end-to-end development process and we used FLOW in the background, guiding the elicitation and to structure and report the findings and resulting process maps (made using the FLOW notation) to the practitioners.

Therefore, taking the activities in the current state map (see Figure 6.4) one by one we elicited the six columns on a white-board as depicted in Figure 6.11. Having elicited this information we used FLOW notation to visualize it. Thus, researchers acted as the interface between flow templates and practitioners thus avoiding the need to train practitioners with the FLOW templates or methodology.

Figure 6.10: FLOW elicitation form (based on [17])
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<table>
<thead>
<tr>
<th>Input</th>
<th>Who/What</th>
<th>Content</th>
<th>Tasks</th>
<th>Roles</th>
<th>Competence</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 6.11:** Elicitation of information based on FLOW template in a workshop setting.

Figure 6.8 shows the final version of this analysis. The items in blue are what have been identified as improvements in the current process which included: assignment and clarification of roles, establishment of new activities, artifacts and details of their content and the need for competence.

This simple representation provided sufficient support to analyze the process further and identify additional challenges, e.g. deciding about what information should be documented and for which information it is more optimal to rely on face-to-face communication etc.

Compared to the current state map (see Figure 6.4) that was drawn without the use of FLOW methodology, it is visible that these improvements could not have been identified and conceptualized without the use of FLOW.

FLOW methodology was used to guide elicitation and its notation was used to structure information and represent the process using it. The simple notation was easy to adopt for us and practitioners shared the same opinion about the process. It helped us to identify points that needed further clarification and to pinpoint people and artifacts that may be potential bottlenecks in the process.

Key lessons from using FLOW to assist VSM in this case are the following:

- the scope cannot be too broad in such a large product
- the maturity is a factor, and people had a tendency to fall back on the old processes they already know and put them into the future state map (i.e. hard to think on a "green field")
- the notation should not be enforced on the participants, this is something that the researchers should do on the background.
even for a very large-scale process, we could accurately capture the future state map on a level that the practitioners agree and commit to the findings, and this could be represented on a single A3 (i.e. the whole process)

- that companies who have a similar structure (multiple products, need for breakdown from abstract to more detailed and then allocating to sub-systems - SoS approach - can benefit from some of the learnings with regard to how to actually structure the process)

- information that was elicited in just a few workshops could most likely not have been gathered by keeping on the abstraction level of the current state map, and that the distinction between information flow types etc. helped to critically appraise the process and identify bottlenecks e.g. the new activity that is added to bridge the information gap between service level analysis and system-level analysis (see Figure 6.8).

- overall, the experience indicates that the approach scales.

- based on the experience from this case, the combination of VSM with FLOW can be useful in cases where the development process is not well defined, if there are challenges related to information exchange, or if the organization is involved in distributed development.

Having diversity in participants that gave a sample of various stakeholder roles from the teams involved in the specification phase of the product development process at the company enabled a systemic end-to-end view of the specification phase and in general the concerns that later phases may have. Their participation ensures that they understand the problems and challenges in other areas that they may not directly be working in. Also, it helps to get a buy-in from stakeholders who may need to do additional work in the future to improve the quality and reduce the lead-time for another process that consumes their output (although it may not reduce their lead-time). In short, it helps to achieve the end-to-end perspective within the specification phase and avoids the pitfalls of sub-optimizing in silos, although we could not reach the same goal for the entire product development process.

Using “sticky-notes” to identify challenges ensured participation and gave everyone the opportunity to bring up the challenges they face and consider as a hindrance. Furthermore, by using a variant of the 100 Dollar method for prioritization [1] where each participant has an equal opportunity to highlight what they consider is crucial to address if the organization is to reach the stated goal. In this study, it was seen that although some challenges generated a lot of discussion, but they were not high-up on the prioritized list.

Quantitative analysis, although not a lot of data was available as the process is not well defined and it took considerable effort to extract data from different sites and to we
had to manually connect the data from different silos. Yet the utility became apparent not only to triangulate the qualitative input from the practitioners (e.g. the amount of parallelism in the process) but also to identify new challenges that they had not identified (prioritization of functional requirements over non-functional requirements).

### 6.6.1 Reflections from the FLOW expert

From the perspective of FLOW, the combination with VSM brought a number of insights: In previous cases, FLOW had been used in a series of interviews. In each interview, one person was asked about his or her concrete activities, and their output and input information. In between two interviews, the graphical FLOW model was updated and extended accordingly. In several cases, flows between two activities were not described consistently from both sides. Other flows were not mentioned at all, leading to “dangling” flows, or obviously unclear flow of information. All those cases triggered focused in-depth questions in the next interviews. Thus, graphical flow models were not shown in interviews, but used in the back office to prepare and focus subsequent interviews. Final FLOW models were only displayed to participants after the series of interviews. There was a summary workshop around the FLOW diagram that had emerged, with a number of observations by the researchers. Activities for improvement were derived in those final discussion workshops. Due to the size and time restrictions, bilateral interviews were not an option in the case described in this chapter. There were too many parts to be discussed and too many people to be involved. Trying to fold a series of interviews into a single workshop (or maybe two workshops) did not work well, as outlined above. In particular, there was no opportunity to update a FLOW model and then reflect on inconsistencies, dangling flows, and the like. The adapted solution used here relaxed the scheme of asking for outgoing, incoming, controlling flows a little bit. Keeping those aspects in mind helped eliciting important information. Doing it in a more informal way than during typical FLOW interviews was advantageous for the workshop setting.

The state map in Figure 6.8 is large and rather complex, but not exceptional for a final FLOW diagram. Initial FLOW models tend to be very simple, covering only one or two activities and their related flows. The models grow with every person interviewed. Figure 6.8 was not updated iteratively after each interview, but drawn in one step after the workshops that served for eliciting information. Once the FLOW state map in Figure 6.8 existed, however, it was used in a very similar way as previous FLOW models in other cases during the final discussion workshop: Participants would point to it, step up to it, correct it, and refer to information flows without necessarily calling them information flows. The diagram helped focus discussions and gain a good overview. Such a large diagram is difficult to draw from scratch, i.e. from the textual notes alone.
However, this adapted variant of information gathering and visualization was obviously more appropriate in this context. This new approach of creating a FLOW model will feed back into the FLOW methodology.

6.7 Follow-up after six-months

The practitioner who acted as the “VSM Manager” during this study conducted a follow-up and reported that almost all the improvements listed in Section 6.5.4 have now been implemented which address the top. Such as:

- “One slider” implemented in BUC study to give overall summary of business needs and impact on sub-systems – Challenge 1 in Table 6.3
- Assigned BUC responsibility for the entire lifecycle – Challenges 6 and 7 in Table 6.3
- To deal with parallelism related problems, a constraint on number of BUCs being developed concurrently has been introduced
- Mechanism to deal with dependency, structure on how to handle cross-PAC dependencies is now in place. Interface descriptions are to be defined before concluding a BUC study – Challenge 3 in Table 6.3
- service and system models and governance for these models have been established – Challenge 4 in Table 6.3
- BSUC study process has been established – Challenge 2 in Table 6.3

Furthermore, having seen the value that VSM analysis can bring they have also collecting data on backlog size and waiting time and it has been connected to the generic measurement dashboard in the company. The process is still not “pull driven” which is a completely different way of thinking and is not intuitively obvious. We are often used to thinking in processing batches. Having said that, the changes that have been implemented lay the groundworks e.g. having the quantitative data on waiting times that will now be collected will help to motivate the transition.

Typically, companies are hesitant to make an investment in change, unless they are fully convinced of the benefits. Since, almost all the improvements identified in this study have been implemented it shows their confidence in the process that was followed in the study and its outcomes.
6.8 Conclusion

This study presents a case study on the usefulness of combining VSM and FLOW. The study was conducted for a large-scale product at Ericsson AB. In cases, such as the one reported here, where the challenges are mostly related to communication and information flows, the use of FLOW methodology will be extremely valuable in providing a systematic approach to identify, visualize and evaluate information flows.

For a new product development, where the processes are less mature and the product is still in its infancy, a typical quantitative analysis of waiting times for artifacts is often not possible and perhaps not as important. The more significant aspect is to establish a process that encourages taking the end-to-end perspective and improving the flow of information and artifacts through the process.

Using VSM assisted by FLOW helped to create a specification process, identify stakeholders and artifacts, and detailed content of these artifacts. This was essential for the processes that consume the output of the specification phase. This approach identified improvement opportunities in the current process and helped visualize them in the future state map.

Another significant benefit of FLOW notation was it simple yet powerful notation that was intuitive and even for a large scale product development process, it could be represented on a single sheet of paper providing an overview of the entire process.

The process for FLOW assisted VSM and its outcome presented in this chapter would guide other researchers and industry practitioners to apply it in their context.
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Chapter 7

Identifying and evaluating strategies for study selection in systematic literature studies

Abstract

Study selection, in systematic literature studies (systematic mapping studies and reviews), is a step that is prone to bias and there are no commonly defined strategies of how to reduce the bias and resolve disagreements between researchers. This study aims at identifying strategies for bias reduction and disagreement resolution for systematic literature studies. A review of existing systematic reviews is conducted for study selection strategy identification. In total 13 different strategies have been identified, they were related to achieving/checking objectivity in inclusion/exclusion criteria, providing support in resolving disagreements, and providing decision rules. Furthermore, building on these strategies, a study selection process was formulated and evaluated in a systematic review. The selection process used a more inclusive strategy than the one typically used in secondary studies, which led to additional relevant articles. The results indicate that a good-enough sample could be obtained by following a less inclusive but more efficient strategy, if the articles identified as relevant for the study are a representative sample of the population, and there is a homogeneity of results and quality of the articles.
7.1 Introduction

The goal of evidence-based software engineering is the integration of evidence based on a research question in order to provide the best recommendation to practitioners. This involves different steps that are conducted. The first step is the translation of information needs into a concrete enough question, so that the question could be answered. Thereafter, evidence has to be identified that supports in answering the questions. Not all returned sources of evidence are of equal quality, hence, the evidence has to be objectively selected and evaluated. Thereafter, the recommendation provided by the evidence has to be adapted and implemented (cf. [11]).

Systematic reviews and mapping studies are a commonly used technique in medicine in order to aggregate evidence. Secondary studies [9] [15] are used to explore a variety of topics in software engineering with an aim to answer a research question by conducting an “exhaustive” search for relevant literature [9]. Starting with a large set of potentially relevant studies, reviewers rely on several steps of selection, first by reading titles and abstracts, followed by full-text reading for quality assessment [9]. Thus, the reliability of a secondary study is highly dependent on the repeatability of the selection process [17].

Bias in study selection is commonly reported in systematic reviews (see e.g. [14, 12, 16]), and therefore disagreements occur between researchers conducting a review together. In case the titles or abstracts are not clear, the bias is further fortified.

In order to understand the strategies used by researchers to reduce bias and resolve disagreements in systematic reviews and maps a review of existing systematic reviews in software engineering and computer science is conducted. The contribution is a set of strategies that can be followed by researchers. Using the identified strategies, an example combination is proposed and piloted in a systematic review where implications of these strategies on selection results are evaluated. The benefit for research is a common understanding of existing strategies supporting informed decision making of what strategy to follow. Furthermore, it aids in reporting the strategies by making them explicit, provides a structured way to approach the resolution of disagreements and supports an informed decision-making considering the effort spent and the value achieved by different strategies.

The remainder of the chapter is structured as follows: Section 7.2 presents related work. Section 7.3 describes the research method. Section 7.4 explains the identified strategies. In Section 7.5 we formulate a process for study selection. Section 7.6 reflects on the results obtained. Section 7.7 concludes the chapter.
7.2 Related work

In the first guide to conduct systematic reviews [10] different strategies have been proposed. The first strategy is to assess the goodness of the objectivity of inclusion/exclusion criteria by calculating inter-rater agreement using Cohen Kappa statistic. In addition, additional persons should be involved to discuss inclusion and exclusion, especially when the step is done by a single researcher. In case of uncertainty sensitivity analysis is proposed as a solution, but no detailed guide is given of how to conduct the sensitivity analysis.

In the updated guidelines [9] it is added that every agreement/disagreement needs to be resolved through discussion. Another recommendation for single researchers was proposed, namely test-retest. In test-retest a random sample of studies is re-evaluated by a single researcher to determine intra-rater reliability.

Overall, inclusion and exclusion is still a challenge and a common and well defined process for inclusion and exclusion has not been proposed. In fact, an interview study with researchers [2] has shown that study selection and getting agreement are two of the main challenges in systematic reviews. Hence, one of the success factors mentioned is the need of clear criteria.

To the best of our knowledge this is the first study focusing on the investigation of inclusion and exclusion strategies for systematic reviews in software engineering.

7.3 Research method

7.3.1 Research questions

The aim of this study is to identify strategies for reducing bias and resolving disagreement between researchers conducting a systematic review. For this purpose two research questions were asked:

- **RQ1:** What strategies are reported within systematic literature reviews in the area of software engineering and computer science? The first question is answered through a literature review.
- **RQ2:** How effective and efficient are identified strategies in including/excluding articles?

By effectiveness, we refer to the ability to include relevant articles and to avoid their exclusion. Efficiency was measured in terms of the effort (time spent) when using the process. The RQ was answered by using the selection process in a systematic review of software process simulation literature.
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7.3.2 Literature review

This section describes the review procedure. We would like to point out that this is not a systematic review aggregating evidence. The goal is to arrive at an overview of what alternative strategies are available, but we are not able to provide information about the accuracy of the strategies.

Study Identification: The study identification was based on three commonly referred to guidelines for systematic reviews (cf. [10, 9] and systematic mapping studies [15]). Articles based on the guidelines have been selected as the guidelines have become a standard reference for systematic reviews in software engineering. Thus, articles that are systematic, but were published before the guidelines have been released, will not be included. The articles citing the guidelines were identified through Google Scholar. Relevant sources for systematic reviews are IEEEXplore, ACM, Elsevier, Springer Lecture Notes of Computer Science, and Wily Inter science. In 2007 Bailey et al. [3] tested different search engines and data bases and found that Google Scholar includes all articles from ACM and IEEE. However, this was not the case for Elsevier. Given the study was done in 2007 and we found articles that are in-print at the publisher (see e.g. [6, 7]) we feel confident that good coverage is provided through Google Scholar.

Study Selection: For the selection of literature the following inclusion criteria were defined:

- The abstract or title has to explicitly state that the article is a literature review or systematic literature review.
- The article is in the area of software engineering or computer science.
- The article is a journal paper, conference paper, thesis, or technical report. As Google Scholar is able to capture gray literature theses and technical reports are considered as well.

Articles are excluded from this study based on the following exclusion criteria:

- Article is not in English.
- The retrieved document is an editorial or an introduction to proceedings.
- The articles is not within the area of software engineering/computer science.
- The article is not accessible in full-text.
- The article is a duplicate of an article already in the set.

The inclusion and exclusion criteria are objective, and are easy to check without requiring interpretation (e.g. looking for the word literature review/systematic literature
review in the title and abstract). Furthermore, there is little risk of bias with regard to
the identification of the research area given that the guidelines [10, 9, 15] target soft-
ware engineering and computer science researchers. As a consequence the choice was
made that the first author conducts the inclusion/exclusion process individually.

Data Extraction and Analysis: An article was only considered for data extraction
when the review protocol/method section within the article provides information of
strategies for reducing bias/resolving disagreements. Such information is usually found
under the heading inclusion/exclusion and paper selection, or in the section “Conduct-
ing the review”. In the data extraction the author names, title, and strategies for each
article were extracted. The following process was followed to identify strategies:

- **S1**: Identify the reported strategy and create a code for the strategy. Log the code
  in the data record for the article currently under review.
- **S2**: Identify the next strategy and determine whether there already exist a code
  for that strategy. If a code exist, log the code for the article currently being under
  review, otherwise create a new code and log the code.
- **S3**: Repeat step S2 until the last article/last strategy in the set has been recorded.

The coding was also done individually by the first author. In the case of strategy
identification and documentation of strategies a threat of subjective interpretation is
present (see Section 7.3.3).

Figure 7.1 provides an overview of the review process. The guidelines delivered
300 hits for the 2004 version and 122 hits for the 2007 version. The mapping guide-
lines delivered 19 hits. After applying the inclusion/exclusion criteria, 139 systematic
reviews in software engineering/computer science were left. These were used as a basis
for strategy identification. Articles that did not report any strategies for bias reduction
and disagreement resolution were discarded. In the end of the process 40 articles con-
taining strategies remained.

### 7.3.3 Validity threats

The three main validity threats in this study are that strategies are missed, bias in the
interpretation of strategies, and the issue of the generalizability of the pilot study to
other systematic reviews.

**Missing Strategies**: One threat to validity is that strategies for inclusion and exclu-
sion are missed due to bias of the researcher. This threat is considered relatively low as
after reviewing the first 7 of 40 articles 9 out of 13 codes/strategies have been identified
and almost all strategies in the remaining articles fit well into these categories. There
are two exceptions. Strategy 13 was found in the 35th [1] article reviewed, and strate-
gies 14, 15, and 16 were found in the 41st article reviewed [8]. With each additional
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Figure 7.1: Overview of the review process.

review considered the number of newly identified strategies reduced and stabilized after the seventh article.

Interpretation of Strategies: The strategies were interpreted by a single researcher, which makes this step prone to bias.

Generalization of the pilot: The review is focusing on a specific topic area (software process simulation) and aims at only capturing practical application of simulation. Often the abstract is not clear about the actual application of the simulation (i.e. if the application was done in practice or in the lab). Similar problems are likely to occur whenever empirical research is requested as a criterion for inclusion and exclusion (see e.g. [14]). Hence, the inclusion/exclusion situation of the pilot is likely to be generalizable to reviews focusing on empirical studies, or those summarizing the state of practice with respect to real world applications. The selection process has been used in only one systematic review. Thus, further replications are required to derive generalizable conclusions. The analysis in this study is based on the assumption that adaptive reading depth [15] produced as good results as full-text reading.

7.4 Identified strategies (RQ1)

In total, we identified 13 codes representing different strategies. The strategies are grouped according to their goals. Three goals have been identified:
Objectivity of Criteria: Strategies verify the objectivity of the selection criteria.

Resolve Uncertainty and Disagreement: Strategies aid researchers in resolving uncertainties and disagreements.

Clear Decision Rules: Strategies based on decision rules determine whether an article is included or excluded.

In the following an overview of the goals and their related strategies is presented. Each table also contains the references to the studies applying the strategy. It is important to point out that the researchers might have used more of the presented strategies in their studies, but did not report them. However, it is still interesting to observe the number of reported articles as they represent what the researchers think are important strategies when conducting the article selection. At the same time reporting a strategy means that an informed decision has been taken about that strategy.

Table 7.1 presents strategies related to the goal “Objectivity of Criteria”. It can be seen that five studies followed strategy O1 and ten studies strategy O2. One possible reason for the frequent usage is that these strategies were recommended in the systematic review guidelines [10, 9]. Objective O1 is related to piloting the inclusion and exclusion criteria. Furthermore, O2 tests the objectivity considering the level of agreement. Objective criteria formulation was explicitly stated as a strategy in [14], the reason being that the review was conducted by a single author.

Table 7.2 presents strategies related to the goal “Resolve Uncertainty and Disagreement”. A similar observation as for the previous goal can be made. Both strategies that are frequently reported have been proposed in [10, 9], i.e. to consult additional researchers, and to discuss and resolve uncertainties.

Table 7.1: Strategies to achieve objective criteria.

<table>
<thead>
<tr>
<th>ID Code</th>
<th>Description</th>
<th>No. of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>Test sub-sets of articles with two or more persons before starting the actual inclusion/exclusion process, high agreement indicate objective criteria</td>
<td>5</td>
</tr>
<tr>
<td>O2</td>
<td>Reviewers measure their agreement after completing inclusion/exclusion to determine level of objectivity on all or a sample set of studies (can also be done on a sub-set)</td>
<td>10</td>
</tr>
<tr>
<td>O3</td>
<td>Require objective statements (e.g. is X stated, Yes/No)</td>
<td>1</td>
</tr>
</tbody>
</table>
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Table 7.2: Strategies to resolve disagreements/uncertainties.

<table>
<thead>
<tr>
<th>ID</th>
<th>Code</th>
<th>Description</th>
<th>No. of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Another person check</td>
<td>Additional reviewer(s) is/are consulted to support in the decision of inclusion or exclusion by reviewing/assessing the result</td>
<td>14</td>
</tr>
<tr>
<td>R2</td>
<td>Second vote on uncertain and exclude</td>
<td>Only for articles rated as either uncertain or exclude a second vote is obtained.</td>
<td>1</td>
</tr>
<tr>
<td>R3</td>
<td>If disagreement or uncertainty in decision then discuss</td>
<td>If a set of researchers is in disagreement, then a decision for the next step is taken after discussion to resolve the disagreement.</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 7.3 presents strategies related to the goal “Clear Decision Rules”. These are new and have not been reported in the guidelines [10, 9]. Strategy D4 is of interest, as this strategy is inclusive leading to more articles in the following steps. At the same time strategy D4 is in line with the recommendation given by Kitchenham [10, 9], which recommend being inclusive in study selection. The remaining strategies were reported in individual studies. It should also be observed that reporting a single strategy does not mean that this is the only strategy used. For example, regarding D4 we can not be sure about the articles where one reviewer considers the article “relevant”, and the other considers it “irrelevant”. This ambiguity, further strengthens the claim that making strategies explicit is a prerequisite for complete reporting.

Overall, the analysis shows that the strategies that have been mentioned in the guidelines are most frequently reported. However, researchers apply strategies beyond that. In total, nine strategies have been identified that are not part of the guidelines.

Combinations of strategies have been used as well, which is not visible from the tables right away. Most commonly two strategies have been reported. The bubble plot in Figure 7.2 illustrates the frequencies of pairwise combinations of strategies. Only four studies reported the usage of more than two strategies (cf. [13, 1, 4, 8]). Figure 7.2 reveals that the strategies proposed in the guidelines are often followed together (e.g. R3 with O2, and R1 with R3) [10, 9].

7.5 Evaluating study selection strategies (RQ2)

The identified strategies from literature can be summarized as the following three main sets:
Table 7.3: Rules to directly arrive at a decision.

<table>
<thead>
<tr>
<th>ID</th>
<th>Code</th>
<th>Description</th>
<th>No. of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Majority Vote</td>
<td>The group of researchers take a vote on the article and the decision of the majority is followed</td>
<td>1</td>
</tr>
<tr>
<td>D2</td>
<td>At least one “relevant” then include</td>
<td>If one of the reviewers considers an article relevant then it is included as a primary study</td>
<td>1</td>
</tr>
<tr>
<td>D3</td>
<td>All “relevant” then include</td>
<td>Only if all reviewers consider the article relevant then it is included, otherwise it is excluded</td>
<td>1</td>
</tr>
<tr>
<td>D4</td>
<td>At least one “uncertain” then include</td>
<td>If one of the reviewers is uncertain regarding the article, it is considered in the next step of the systematic review</td>
<td>11</td>
</tr>
<tr>
<td>D5</td>
<td>One “irrelevant” and one “uncertain” then exclude</td>
<td>If one of the reviewers says the article is irrelevant and the other is uncertain then the article is excluded</td>
<td>1</td>
</tr>
<tr>
<td>D6</td>
<td>All researchers vote “uncertain” then include</td>
<td>If all researchers are uncertain, then the article is included</td>
<td>1</td>
</tr>
<tr>
<td>D7</td>
<td>All “irrelevant” then exclude</td>
<td>If all reviewers agree that the article is irrelevant then it is excluded, otherwise it is included</td>
<td>1</td>
</tr>
</tbody>
</table>

- Formulate criteria objectively and evaluate objectivity by calculating the agreement level between reviewers
- Specify the decision rules to determine whether an article is included, excluded or there needs to be further investigation to decide about the selection result
- Specify rules to aid reviewers in resolving uncertainties and disagreements e.g. consulting additional information, seek an additional reviewers’ input, voting, or discussion

Individually these strategies are insufficient to ensure repeatability of the process however none of the existing reviews reported them together. This raised two open questions i.e. which strategies should be combined and what order should they be combined in, to get higher effectiveness and efficiency in the selection process? To provide a partial answer to these more general questions we devised a study selection process (see Section 7.5.1, which builds on results presented in Section 7.4) that was used to answer research question RQ2. The proposed process is presented in Section 7.5.1 and the results of selection are reported in Section 7.5.2.
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7.5.1 Study selection process

An overview of the selection process used in this study is shown in Figure 7.3. To improve the quality of a secondary study, it is recommended that study selection is guided by already decided upon criteria in the study protocol [9]. As a first step, the criteria were specified as questions that can be objectively answered.

Once the criteria have been updated based on the review, the next step is to employ what we referred to as “think-aloud protocol”. In this step, reviewers apply the selection criteria on randomly selected articles from the pool of potentially relevant articles. A reviewer, while applying the criteria, also expresses their thoughts and rationales for their choice, which helps to clarify any ambiguities and unintended interpretations. This contributes to improving the internal consistency of studies.

The next step is to pilot the selection criteria [9] on a randomly selected subset of articles independently by the reviewers. Calculating inter-rater agreement values will indicate the objectivity of the criteria. If the results show disagreements, discussing these articles will help to clarify the ambiguities.

Figure 7.2: Combination of strategies.
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Once the reviewers are satisfied with the level of agreement, we apply the selection criteria on articles independently. Calculating the inter-rater agreement again should show confidence in the repeatability of the study. However, even with an acceptable level of inter-rater agreement we have to consciously decide how disagreements will be handled.

Use of the three possible labels for classifying an article by each reviewer i.e. relevant, irrelevant or uncertain results in a number of possible combinations of disagreements depending on the number of reviewers. The possible outcomes of the selection process with two reviewers with the above three possible classifications for each article are presented in Table 7.4. Unlike the list of possibilities identified from literature (see Section 7.4), this is a comprehensive list of categories.

This structured way of analyzing the disagreements helps to see the level of disagreement and use this knowledge to focus additional effort for further analysis where it is needed. Moreover, the documentation of this systematic approach will improve the repeatability of studies as both the decision choices and the rationales will be available. Existing decision rules used in secondary studies (see Table 7.3) make decisions like “if all reviewers agree that the article should be excluded then it is excluded, otherwise it is included” would mean excluding articles in category ‘F’. However, such decision

Table 7.4: Different scenarios from study selection.

<table>
<thead>
<tr>
<th>Reviewer 1</th>
<th>Relevant</th>
<th>Uncertain</th>
<th>Irrelevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>A</td>
<td>B</td>
<td>D</td>
</tr>
<tr>
<td>Uncertain</td>
<td>B</td>
<td>C</td>
<td>E</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>D</td>
<td>E</td>
<td>F</td>
</tr>
</tbody>
</table>
rules ignore the information that is now available about other articles e.g. articles in category ‘E’ are most likely irrelevant and should not be taken for full-text reading.

An inclusive strategy will be to review and discuss all the articles in categories ‘D’ and ‘E’ to re-categorize such articles into categories ‘A’, ‘C’ or ‘F’. Articles in category ‘A’ and ‘B’ should be included for full-text reading given the strong indication of relevance and articles in category F should be excluded.

Articles ending up in the uncertain category ‘C’ could potentially be useful, but the title and abstract does not provide sufficient information to make an informed decision. To further investigate these articles in category ‘C’, adaptive reading depth can be used [15]. The outline of three step process used: read the introduction of the article to make a decision; if a decision is not reached read the conclusion of the article; if it is still unclear, search for the keywords and evaluate their usage to describe the context of the study in the article; if a decision is not reached mark the article as uncertain.

Table 7.4 of decision possibilities and their implications can be generalized for more than two reviewers. As an example, category ‘A’ is reformulated to if all reviewers classified an article as “relevant” implies that it should be included; category ‘B’ to if more reviewers classified an article as “relevant” or “uncertain” than “irrelevant” implies an indication of relevance of the article; etc.

Each reviewer applies the criteria individually, and logs not only the decision but also what stage of the adaptive reading process the decision was made. This information helps to discuss the disagreements and retrace the decision rationale faster. For inclusiveness, any articles where there is no consensus to exclude or include along with articles marked as uncertain are taken further for full-text reading.

7.5.2 Results of selection

A pilot study of the formulated selection process was conducted in the context of a systematic literature review aimed to aggregate evidence of the usefulness of software process simulation modeling (reported in Chapter 2). The main research question for the systematic literature review was: What evidence has been reported that software process simulation models achieve their purposes in real-world settings?

A search string was developed with relevant keywords and used in eight digital databases and one search engine. As the subject is well researched, we had a relatively large set of 1906 potentially relevant articles after the initial screening. The large number of search results and involvement of three reviewers (in the selection of studies) provided a good setting to apply the proposed selection process.

The initial protocol which was developed by the first two reviewers and reviewed by the third reviewer. It was decided that while applying the criteria only three possible outcomes will be used by each reviewer: relevant, irrelevant or uncertain (i.e. need
more information than the title and abstract). The criteria were specified very objectively and the level of details of articles consulted and also the role of reviewers was specified.

**Think-aloud protocol:** After updating the selection criteria/process based on the review, two reviewers applied the selection criteria on five randomly chosen articles together. Reviewers used “think-aloud protocol” during selection. This helped to develop a common understanding of the criteria.

**Pilot selection:** After this step a pilot selection was performed where both reviewers independently applied the selection criteria on a randomly selected subset of 20 articles. Only two articles out of the 20 were classified differently by the two reviewers. These articles were discussed to understand why a difference existed and a consensus on interpretation of the criteria was reached and the protocol was updated. A high agreement upfront indicates that using “think-aloud protocol” helped improve the objectivity and understanding of the criteria.

**Selection results:** Two reviewers applied the selection criteria individually on the complete set of 1906 articles. The results are shown in Table 7.5. Inter-rater agreement was calculated to assure that the criteria were working well on the overall set of articles (percent agreement: 92.50 and Cohen’s Kappa statistic: 0.73) which shows good agreement level.

Out of the 1906 articles on which the selection criteria were applied, 112 articles ended up in categories ‘D’ and ‘E’. These articles were discussed and recategorized in one of the other categories ‘A’, ‘F’ or ‘C’. The final selection results after discussion are shown in the third column of Table 7.5.

**Adaptive reading depth:** A pilot application of the procedure for “adaptive reading depth” was done on a subset of five articles independently by both reviewers. The results were discussed to develop a shared interpretation. After this, we applied it on all 174 articles that were earlier categorized as ‘C’. 100 articles where both reviewers

<table>
<thead>
<tr>
<th>Cat. ID</th>
<th>Number of articles</th>
<th>Number of articles post-discussion</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>96</td>
<td>106</td>
<td>Accepted for full-text reading</td>
</tr>
<tr>
<td>B</td>
<td>34</td>
<td>34</td>
<td>Accepted for full-text reading</td>
</tr>
<tr>
<td>C</td>
<td>122</td>
<td>174</td>
<td>Adaptive reading depth</td>
</tr>
<tr>
<td>D</td>
<td>30</td>
<td>0</td>
<td>Recategorized after discussion</td>
</tr>
<tr>
<td>E</td>
<td>82</td>
<td>0</td>
<td>Recategorized after discussion</td>
</tr>
<tr>
<td>F</td>
<td>1542</td>
<td>1592</td>
<td>Excluded</td>
</tr>
</tbody>
</table>

Table 7.5: Results of applying the selection criteria
marked them as irrelevant were excluded and the remaining 74 articles were included for full-text reading (with percent agreement: 78.60 and Cohen’s Kappa statistic: 0.53 showing moderate agreement). So in total we found 214 potential primary studies that were read in full-text. From an effort perspective, the adaptive reading took a maximum of 15 minutes per article.

**Results of decision rules:** From the 214 studies identified as potentially relevant articles, only 87 were included as primary studies. With this final list of primary studies, we can reflect on the decision choices during the selection process and loss/added value in terms of potentially relevant articles as shown in Table 7.6. Here “Overhead” is defined as the percentage of irrelevant articles that had to be analyzed to identify relevant articles from a certain set of articles. “Contribution” is defined as the percentage of articles (from this set that became the primary studies in the review) of the total articles.

Of the seven decision rules identified in existing secondary studies (see Table 7.3), only decision rule D1: ‘Majority vote i.e. a group of reviewers take a vote on the article and the decision of the majority is followed’ could not be evaluated in this study as only two reviewers applied the selection criteria. The rest of the six decisions, each can be seen as a combination of categories ‘A’-‘F’ from Table 7.4. The decision rules (see Table 7.3) are mapped to our classification of disagreements in the first column of Table 7.7.

These decision rules can be analyzed for their effectiveness in identifying relevant primary studies as shown in Table 7.7. It can be seen that the existing rules vary from the most inclusive strategy (D7:{A+B+C+D+E}) to the least (D3:{A} which identifies less than 60% of primary studies). Thus, following D3 and D2 would have meant loss

---

1 For A (using values in Table 7.6), overhead is (100*(96-51)/96) and contribution is 100*51/87 where 87 is the total number of primary studies.

<table>
<thead>
<tr>
<th>Category ID</th>
<th>Number of articles</th>
<th>Of which primary studies</th>
<th>Overhead</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>96</td>
<td>51</td>
<td>46%</td>
<td>59%</td>
</tr>
<tr>
<td>B</td>
<td>34</td>
<td>11</td>
<td>67%</td>
<td>13%</td>
</tr>
<tr>
<td>C</td>
<td>122</td>
<td>16</td>
<td>86%</td>
<td>19%</td>
</tr>
<tr>
<td>D</td>
<td>30</td>
<td>3</td>
<td>90%</td>
<td>4%</td>
</tr>
<tr>
<td>E</td>
<td>82</td>
<td>6</td>
<td>92%</td>
<td>7%</td>
</tr>
</tbody>
</table>
Table 7.7: Impact of strategies on selection results.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Number of articles</th>
<th>Of which primary studies</th>
<th>Overhead</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>D3: {A}</td>
<td>96</td>
<td>51</td>
<td>46%</td>
<td>59%</td>
</tr>
<tr>
<td>D2: {A+B+D}</td>
<td>160</td>
<td>65</td>
<td>59%</td>
<td>75%</td>
</tr>
<tr>
<td>D6: {A+B+C}</td>
<td>252</td>
<td>78</td>
<td>69%</td>
<td>90%</td>
</tr>
<tr>
<td>D5: {A+B+C+D}</td>
<td>282</td>
<td>81</td>
<td>71%</td>
<td>94%</td>
</tr>
<tr>
<td>D4: {A+B+C+E}</td>
<td>334</td>
<td>84</td>
<td>74%</td>
<td>97%</td>
</tr>
<tr>
<td>D7: {A+B+C+D+E}</td>
<td>364</td>
<td>87</td>
<td>76%</td>
<td>100%</td>
</tr>
</tbody>
</table>

of 41% and 25% respectively, which could mean a significant threat to the reliability of the secondary study.

The most commonly used decision rule D4 in existing secondary studies (see Table 7.3) is not the most inclusive strategy. This strategy includes articles in category ‘E’ which have a strong indication of being irrelevant and yet the articles in category ‘D’ are excluded where one author has marked the article as relevant and other has marked it as irrelevant. Such articles could be just mistakes or may point out serious problems in the selection criteria used to guide the reviewers. Therefore, such articles should not be excluded without reflection.

7.6 Discussion

This section reports on the lessons learned from the literature review for strategy identification and the pilot study.

Lesson 1: Assure repeatability by making strategies explicit and by facilitating adoption: One aim of the systematic reviews is to follow a repeatable process [9]. Therefore, it is imperative that the selection criteria and steps to resolve disagreements are documented and reported in systematic reviews. Doing this will also show that a conscious decision was made from the different available choices and bring more transparency in the review process. Furthermore, the availability of guidelines leads to adoption and reporting, as in the strategy identification review it was clearly visible that the guidelines reported in [10, 9] were the ones most frequently adopted. It was also noticed that the decisions rules in the reviews did not clearly explain how the various possibilities were handled, e.g. 11 studies use D4 which states to include an article if there is at least one “uncertain” (as shown in Table 7.3). It is not clear whether it means we include the studies even if two of the three reviewers classified it as irrelevant. If
it does, is it a justified choice considering the effort that will be put again to review something that might very well be irrelevant.

**Lesson 2: Use and interpret the inter-rater statistics with care:** Large number of obviously unrelated articles found in automatic searches can skew the reviewers agreement levels (if measured by the percent agreement) and give false confidence in the objectivity of the criteria. Furthermore, often once the reviewers have an acceptable level of agreement they divide the remaining articles in disjoint sets to reviewers (cf. [5]). As shown by the results here a high agreement in the pilot does not mean that the overlap of articles between reviewers can be avoided. For example, in the given case, up to 20 articles (see contribution of ‘B’, ‘D’ and ‘E’ in Table 7.6) could have been lost if two reviewers were not involved.

**Lesson 3: Always pilot the inclusion/exclusion criteria:** The pilot selection during the review is very important as it gives a shared understanding of the criteria and makes the reviewers more consistent. Furthermore, we found employing the “*think out aloud protocol*” very helpful in developing a common interpretation and application of the criteria. From previous experience with systematic reviews we know that rework in selection criteria could lead to much additional effort. Another possible strategy for single reviewers conducting the pilot is to start off with preliminary criteria, and refine them by sequentially reviewing the articles. When the criteria stabilized (e.g. after 20 articles) they can be distributed to the review team.

**Lesson 4: Adaptive reading is cost-effective when following an inclusive strategy:** The decision to use adaptive reading on articles where there was a disagreement between the reviewers or the available information was the reason for indecisiveness proved a cost effective technique, as no full-text review is required for borderline articles. As with some extra effort we managed to include the articles which would have otherwise been rejected. Therefore, the extra effort in adaptive reading is justified by the number of articles found relevant out of the total articles requiring review.

**Lesson 5: Level of disagreement indicates potential for finding relevant articles:** Existing rules do not take this into consideration e.g. decision rule $D4$ takes any article with a conflict further for full-text reading while $D3$ excludes any articles where the reviewers have a difference of opinion. In this study, we took a unique approach to categorize the articles in categories demanding different levels of attention from the reviewers based on the type of disagreement (as shown in Table 7.4) and their potential for identifying primary studies. This indication was corroborated by the results of the systematic review as shown in Table 7.6, e.g. categories ‘A’, ‘B’ and ‘C’ where neither reviewer had considered the article as irrelevant, contributed to identifying almost 90% of the primary studies. Similarly, articles in categories ‘D’ and ‘E’ where at least one author considered an article irrelevant only contributed in slightly over 10% of the primary studies.
Lesson 6: Following the most inclusive strategy leads to overhead with little gain: In the case of the systematic review under investigation we observed that the most inclusive strategy only provided little gains in terms of relevant articles identified with a considerable overhead, which is visible in Table 7.7.

With further evidence (by analyzing these decision rules in secondary studies on other topics), we may conclude that there is a potential for investing much less time, and still achieving a good sample. Though, this will only be true if the sample on which the selection criteria are being applied is a true representative of the total population (c.f. [17]) and if there are certain consistent trends in results i.e. losing a few relevant articles will not alter the conclusions of the study altogether.

Lesson 7: Less inclusive strategies seem to lead to a loss of articles: The decision rules $D2$ and $D3$ result in significant loss of relevant studies as shown in Table 7.7. Unless we have more evidence to substantiate Lesson 4, we should avoid following such less inclusive strategies. Pursuing the most inclusive strategy as a general principle, will reduce the likelihood of overlooking relevant articles and thus improve the consistency [17] of secondary studies.

Similarly, in the given case, there is a very small overhead of approximately 2% in moving from the most commonly used strategy $D4$ to the most inclusive decision strategy $D7$. The extra articles that have to be reviewed in this strategy can be handled in a cost effective way by using adaptive reading depth [15]. As for articles with uncertainty and borderline cases the full-text reading is unnecessary.

7.7 Conclusion

This study targets specific problems of selection criteria and process for resolving disagreements in systematic reviews and mapping studies. We have explored the existing strategies and rules employed by researchers conducting such studies through a systematic review. Furthermore, we conducted a pilot review with focused research questions, defined selection criteria, rules to resolve disagreement and a process to guide this activity. Some guidelines and important lessons regarding the development and reporting of the selection process are also presented. This study aims to improve the quality of conducting and reporting of secondary studies in evidence-based software engineering.

RQ1: What strategies are reported within systematic literature reviews in the area of software engineering and computer science? Thirteen different strategies for inclusion and exclusion have been identified. Three are used to assure objective inclusion/exclusion criteria to reduce bias, three to resolve disagreements and uncertainties due to bias, and seven defined decision rules on how to act based on disagreements/agreements. We also found that the strategies proposed in systematic review
guidelines are most frequently reported. Hence, it is important to have explicit and defined guidelines for inclusion and exclusion, which motivated the proposal of a well defined process for study selection.

**RQ2: How effective (selecting relevant article and excluding irrelevant ones) and efficient (effort required) is the proposed process in including/excluding articles, considering alternative strategies identified in RQ1?** The most effective strategy is the most inclusive strategy, as all less inclusive strategies lead to loss of relevant articles. From an efficiency point of view adaptive reading allows to follow the most inclusive strategy with relatively little effort. However, further analysis and studies are required to establish the impact of this inclusiveness on the conclusions of the studies. For example, would the conclusions be different if $D_6$ was used instead of $D_7$.

Given the results, the combination of selection strategies used in this study is a good candidate-solution to become widely adopted for making study selection in secondary studies more repeatable. It supports an inclusive strategy, which should be preferred over a less inclusive strategy. Furthermore, adaptive reading depth makes the inclusive strategy cost-efficient. In the future, we would like to replicate this analysis on other secondary studies and deduce if general rules about the required level of inclusiveness can be discerned.
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ABSTRACT

Background: The continued success of Lean thinking beyond manufacturing has led to an increasing interest to utilize it in software engineering (SE). Value Stream Mapping (VSM) had a pivotal role in the operationalization of Lean thinking. However, this has not been recognized in SE adaptations of Lean. Furthermore, there are two main shortcomings in existing adaptations of VSM for an SE context. First, the assessments for the potential of the proposed improvements are based on idealistic assertions. Second, the current VSM notation and methodology are unable to capture the myriad of significant information flows, which in software development go beyond just the schedule information about the flow of a software artifact through a process.

Objective: This thesis seeks to assess Software Process Simulation Modeling (SPSM) as a solution to the first shortcoming of VSM. In this regard, guidelines to perform simulation-based studies in industry are consolidated, and the usefulness of VSM supported with SPSM is evaluated. To overcome the second shortcoming of VSM, a suitable approach for capturing rich information flows in software development is identified and its usefulness to support VSM is evaluated. Overall, an attempt is made to supplement existing guidelines for conducting VSM to overcome its known shortcomings and support adoption of Lean thinking in SE. The usefulness and scalability of these proposals is evaluated in an industrial setting.

Method: Three literature reviews, one systematic literature review, four industrial case studies, and a case study in an academic context were conducted as part of this research.

Results: Little evidence to substantiate the claims of the usefulness of SPSM was found. Hence, prior to combining it with VSM, we consolidated the guidelines to conduct an SPSM based study and evaluated the use of SPSM in academic and industrial contexts. In education, it was found to be a useful complement to other teaching methods, and in the industry, it triggered useful discussions and was used to challenge practitioners’ perceptions about the impact of existing challenges and proposed improvements. The combination of VSM with FLOW (a method and notation to capture information flows, since existing VSM adaptations for SE are insufficient for this purpose) was successful in identifying challenges and improvements related to information needs in the process. Both proposals to support VSM with simulation and FLOW led to identification of waste and improvements (which would not have been possible with conventional VSM), generated more insightful discussions and resulted in more realistic improvements.

Conclusion: This thesis characterizes the context and shows how SPSM was beneficial both in the industrial and academic context. FLOW was found to be a scalable, lightweight supplement to strengthen the information flow analysis in VSM. Through successful industrial application and uptake, this thesis provides evidence of the usefulness of the proposed improvements to the VSM activities.