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EXECUTIVE SUMMARY

Open access to research data provides many benefits to science and society, but as the open access trend grows it becomes increasingly clear that providing unrestricted access to research data is not inherently a “good thing”, and it is certainly not easy to achieve. The RECODE project looks at the grand challenges associated with open access and data preservation and dissemination, including technological and infrastructural, legal and ethical, and institutional and policy issues. In particular, it seeks to understand and use the fragmentation between and within disciplines in order to address these challenges. The aim is to produce policy recommendations for open access to research data, based on existing good practice.

In this fourth RECODE deliverable we focus on the challenges faced by institutions, such as archives, libraries, universities, data centres and funding bodies, in making open access to research data possible. Policy makers and the scientific community expect these institutions to play an important role in creating and funding data sharing infrastructures and stimulating and assisting researchers to make their research material public. They look towards these institutions to curate and preserve information, and provide guidance to researchers in managing their data.

Based on an initial review of the literature we identified four key challenges:
- financial support;
- evaluating and maintaining the quality, value and trustworthiness of research data;
- training researchers and other relevant stakeholders;
- creating awareness about the opportunities and limitations of open research data.

In this report we analyse these four challenges and how they can be addressed. More specifically we explore current strategies, the remaining barriers and possible solutions for overcoming these barriers. This analysis serves as the basis to formulate policy recommendations that support institutions in addressing the challenges of making more research data openly accessible.

To guide the analysis of the challenges, we have used the following case studies, also featured in previous RECODE deliverables, from five different scientific disciplines:
- Particle physics and high energy computing
- Health sciences
- Bioengineering
- Earth Sciences;
- Archaeology

Each case illustrates some of the grand challenges identified by the RECODE project and provides an access point into a network of institutions that collaborate to make certain kinds of research data accessible to various stakeholders. The cases studies also offer an interdisciplinary grounding that helps us to address disciplinary fragmentation in the area of open access to research data as well as maintain awareness of discipline-specific issues and practices. Moreover, we have used them to identify policy gaps and evaluate good practice solutions that will contribute to an inclusive and participatory development of policy recommendations.
The research approach has been two-fold. We first conducted a review of policy documents, reports, scholarly literature, other relevant documents and websites to provide an overview of current institutional approaches to making open research data possible and the gaps between these approaches and practice. We supplemented this review with 15 interviews with key individuals from each of the case studies, including data centre managers, project coordinators and division managers. To validate and fine-tune the results of this two-step analysis, we organized a one-day workshop with representatives from different stakeholder groups.

Chapter Two discusses the challenge of organizing funding for open access to research data. It shows that various funding bodies have taken up this challenge and are making increasingly more resources available to both researchers as well as institutions that are developing the required infrastructure. Research institutes, data centres and libraries are also directing funds towards building data infrastructures and organizing support for researchers and other members of staff. Moreover, institutions are developing new business models to recover the cost of publishing and maintaining open data based, for instance, on memberships fees or collaborations with other institutions. Nevertheless, the analysis in this Chapter also demonstrates that there are still barriers to overcome in order to secure sustainable open access to a wide range of research data. Not all funders and research producing institutions make funds available or aware of the costs involved in data curation. Another barrier is that current funding models are generally project-based and there are few institutions that provide preservation and curation services for the long-term. In addition, few institutions have sustainability strategies or policies that take into account growing volumes of data and the additional costs they will generate to keep them findable, accessible, and reusable. Moreover, the distribution of responsibilities is yet to be clearly established.

In Chapter Three we turn to the challenge of maintaining and evaluating the quality and integrity of open research data. Ensuring the quality of research data is a prerequisite to achieving the promises of open access to research data. In many disciplines, formal and informal mechanisms are already in place to check the quality of digital research data produced. Research communities may perform several review processes, manually and automatically validating data at various stages in the data life cycle. Several institutional stakeholders play an active role in these processes, including data repositories and centres, consortia, and publishers. The analysis in this Chapter shows that institutions have focused primarily on developing strategies to ensure the technical quality of data deposited (e.g. are the correct formats used, is the metadata complete, etc.). Less effort has gone into establishing review practice that focus on the scientific value of data, partly because it is a time consuming and difficult task. An important barrier that has to be overcome in order to move forward is the lack of incentives for researchers to engage in data review processes. The Chapter also showed that the long-term perspective has yet to be further developed. Issues such as how to deal with increasing volumes of heterogeneous data or how to deal with data selection and retention have been less of a priority for many institutions. The distribution of responsibility between various stakeholders is also an area that requires further attention. In this Chapter we highlight some recent developments that offer promising solutions, including data journals and new mechanisms to assist researchers in evaluating openly accessible data.

We look at the challenge of educating and training researchers, data scientists and other professional staff in Chapter Four. Producing, curating, evaluating and using open research data require considerable skills and expertise that have to be acquired and maintained. As the
Chapter showed, several institutions have developed strategies for educating and training researchers, librarians, information and data scientists and other professionals, building on existing and emerging digital data management practices. Libraries, data repositories, data centres and dedicated organizations, in particular, play an important part in offering workshop, training materials and other kinds of support. Nevertheless, several barriers have yet to be overcome, including distributing responsibility between stakeholders, engaging researchers and bridging the skill gap in libraries and data centres. Moreover, data management and curation skills have to be better and more commonly embedded in post-graduate education and new curricula and professional qualifications must be developed. All the different stakeholders with their organizations will need to cooperate to overcome these barriers, as they are multiple and complex.

Chapter Five looks at the challenge of creating awareness about the opportunities and limitations of open research data. As we have seen in previous RECODE reports, some of the concerns researchers as well as institutions have about sharing data are based on a partial understanding of what open access entails and what the possibilities and risks are, because technical skills and knowledge are lacking or because there are few good examples available. This Chapter discusses some of the initiatives that institutions have taken to promote and advocate open access within their own organizations and among research communities. Libraries, in particular, often consider it their responsibility to encourage researchers and university departments to make their data openly accessible. In addition, there are a number of professional organisations that play an active role in creating more awareness about open access. Yet, our review of the literature and the feedback during the interviews also indicate that creating awareness is not a priority in many institutions. Moreover, top-down approaches and advocacy may have adverse effects and it can be difficult to reach particular stakeholders. Different stakeholders have different needs and interests, which require tailored approaches to creating awareness. Another key barrier is the lack of incentives for researchers and institutions to take an interest in open research data. Data management mandates as well as awards and professional recognition for open research data contribute to creating incentives, but institutions will have to work together to create an environment in which the various stakeholders can discuss what open access to research data should look like for their particular area of interest and what that would entail for them.

In the final Chapter we draw together the analyses in the preceding Chapters and provide a set of recommendations. Our main observation from the review, the interviews and the workshop is that open access to research data is still in the earlier stages of development and solving the harder problems, such as funding long-term preservation of data, evaluating the scientific quality of data or getting the more reluctant researchers to experiment with open access is put on hold. The early stage development also means that various institutions acquire and are still adjusting to new roles and responsibilities, as they begin to offer data services, establish infrastructures and issue policies. In developing data management policies and services, institutions will need to consider how to give shape to these responsibilities. The analyses of the four challenges also suggest that in terms of financial resources, as well as knowledge and expertise, institutions will have a hard time addressing some of the challenges on their own. They will have to engage in collaborative efforts to develop data repositories, data management services, training programmes, etc. Another observation pertains to the value and role of data management in scientific practices. The awareness about open research data and the incentives to make data open will increase when research communities start valuing data produced as much as they value publications, and when research institutions, universities, funding bodies and scholarly societies start evaluating and
rewarding researchers and research groups based on their data management efforts. The final observation is that a primarily top-down and centralized move towards open research data will only be effective to a certain extent. In order to have a vibrant open research ecosystem, institutions will have to acknowledge disciplinary heterogeneity and autonomy.

Taking these observations into account and based on the feedback we have received during the fourth RECODE workshop, we make the following recommendations:

- Where possible, institute data management mandates and policies with open research data as the default and clear lines of responsibility, while ensuring that the required resources are available.
- Stimulate and ensure compliance with mandates and policies and make data practices part of the evaluation and reward systems.
- Create incentives for researchers to publish their data and make use of available open research data.
- Create room for innovative ideas and bottom-up initiatives to further develop data management services and sustainable business models.
- Start planning for long-term preservation and curation of open research data.
- Pursue collaborations between and within institutions.
- Develop strategies that support the evaluation of the quality of data and data repositories both in terms of technical quality as well as scientific value.
- Create environments that stimulate open access and provide support and training for researchers and other relevant staff in their specific practices.
1 INTRODUCTION

The emphasis on free and unrestricted online sharing of research data in the European Commission’s plans for European research reflects a more general consensus about the value of open research data. Open access (OA) to research data provides many benefits to science and society, as it offers scientists a wider range of data to use for re-analysis, comparison, integration and testing. It can contribute to the quality and integrity of scientific practices, as it increases transparency and accountability. It can also improve the way science and scientific data can be used to achieve social goals, and thus increase the value of the contribution that science makes to society. Moreover, there is a strong belief that open access to research data will be beneficial to innovation and economic growth.\(^1\)

However, as the OA trend grows it becomes increasingly clear that providing unrestricted access to research data is not inherently a “good thing”, and it is certainly not easy to achieve. The benefits of open access are contingent on certain social, cultural, economic and infrastructural conditions. Thus, a culture of freely sharing data may have evolved, seemingly organically and from the bottom up for certain disciplines, but in other disciplines open access presents challenges that are not easily overcome. The sensitive nature of the research or the rights and interests of human research subjects, for instance, may form a barrier for researchers to share their data. Researchers and research institutes may lack the resources to prepare data sets and curate them for longer periods of time. The research landscape is made up of a wide variety of academic disciplines and sub-disciplines that all have their own practices and standards, shaped by the specific characteristics of their research topics. What works well in one field might not be easily applicable in other.

The RECODE project looks at the grand challenges associated with open access and data preservation and dissemination, including technological and infrastructural, legal and ethical, and institutional and policy issues. In particular, it seeks to understand and use the fragmentation between and within disciplines in order to address these challenges. The aim is to produce policy recommendations for open access to research data, based on existing good practice. In previous RECODE reports we surveyed the motivations, drivers and barriers of the various stakeholders and we addressed the technical and infrastructural challenges as well as the ethical and legal issues.\(^2\)

In this fourth RECODE report we focus on the challenges faced by institutions in making open access to research data possible, in particular regarding funding, the quality and integrity of research data, training and creating awareness. We examine each of these issues in order to arrive at policy recommendations that provide support for institutions.

---

1 Sveinsdottir, Thordis, Bridgette Wessels, Rod Smallwood, Peter Linde, Vasso Kalaitzi and Victoria Tsoukala, Stakeholders Values and Ecocystems, D1.1 RECODE Project, 30 September 2013
2 Sveinsdottir et al. 2013; Bigagli, Lorenzo, Thordis Sveinsdottir, Bridgette Wessels, Rod Smallwood, Peter Linde and Jeroen Sondervan, Infrastructure and technology challenges, D2.1 RECODE project, 31 March 2014; Finn, Rachel, Kush Wadhwa, Mark Taylor, Thordis Sveinsdottir, Merel Noorman and Jeroen Sondervan, Legal and ethical issues in open access and data dissemination and preservation, D3.1 RECODE project, 30 April 2014.
1.1 INSTITUTIONS AND OPEN ACCESS

In this report we look at how institutions, such as archives, libraries, universities, data centres and funding bodies, can enable and support the further development of open access to research data in Europe. Policy makers and the scientific community expect these institutions to play an important role in creating and funding data sharing infrastructures and stimulating and assisting researchers to make their research material public. They look towards these institutions to curate and preserve information, and provide guidance to researchers in managing their data. The first RECODE report showed that institutions are increasingly aware of the practical issues and are beginning to create an overall framework of data management and curation. They recognize the differences between disciplines and within disciplines when it comes to the generation, preservation and use of data. They understand the value of open research data, but also see the costs involved in making data public. However, for many institutions this is a relatively new and uncharted area and most institutions have only taken initial steps in exploring and giving shape to their new roles and responsibilities.

1.1.1 Open access to research data

Institutions first need to consider what open access to research data entails. Various definitions have been proposed for open access to research data, each emphasizing different aspects. Some definitions refer to the absence of barriers that restrict access to data, such as pay walls and copyright. The European Commission, for instance, defines “open access” as “free internet access to and use of publicly funded scientific publications and data”. Others, such as the Royal Society in the UK, stress that open research data should not only be freely accessible, but should also be easy to access and use. It proposes a more specific definition for “open data” as referring to data that is accessible, usable, assessable, and able to be evaluated.

Similarly, there are many definitions for research data and it is hard to succinctly circumscribe which data can and should be made publicly available. Within and between the different disciplines there is a huge variety in what researchers regard as data. They may make distinctions between raw and processed data, or between field notes and observational data. Moreover, data are meaningless without knowledge of the context. To properly interpret the data, knowledge of the conditions under which the data are generated is required. Thus metadata are essential in providing open access to data that are re-usable and interpretable. Even then, some researchers would argue that data without models or software code are useless. Other researchers, for instance in the social sciences, argue that the contexts in which they generated their data are almost impossible to capture in metadata because they involve considerable tacit knowledge.

---


In the RECODE project we started from the definition provided in the Berlin Declaration on Open Knowledge in the Sciences and Humanities. It defines open access as “a comprehensive source of human knowledge and cultural heritage that has been approved by the scientific community”. Sources of knowledge encompass: original scientific research results, raw data and metadata, source materials, digital representations of pictorial and graphical materials and scholarly multimedia material. The Declaration also presents two key criteria for a contribution to be open access: 1) the authors and rights holders must grant users free access to the materials including a license to copy, use, distribute, and display material subject to proper attribution of authorship and responsible use; 2) a version of the work should be in an appropriate standard format and submitted in an online repository with suitable technical standards that seeks to enable open access, unrestricted distribution, interoperability and long-term archiving. This definition, similar to the Royal Society’s understanding of open data, makes it clear that open access is about more than just placing a table with numbers on a website. Others should be able to find, interpret and re-use data.

The ideal of open access as presented in some of the definitions above is hard, if not impossible, to realize for all the different disciplines, as many disciplines have to deal with constraints on the publication of data, such as protecting the privacy of research subjects or the insurmountable costs and effort involved in making huge volumes of data accessible for longer periods of time. Most policy documents therefore are careful to note that not all data can or should be made open. Throughout the project we have therefore also looked more generally at efforts to limit the restrictions on and difficulties of data sharing as much as possible.

The ambition to make more research data openly available is not straightforward. It requires considerable work to make data easy to access, use and evaluate. In order for data to be accessible, it has to go through several phases, including ingestion, storing and providing access. The Digital Curation Centre has provided a useful illustration of these different phases (see Figure 1.1). Each phase involves a range of different activities. They have to be digitally generated or converted into standardized and machine-readable formats and metadata have to be added as part of the ingestion and selection phase; the data and the metadata have to be reviewed and checked for inconsistencies, noise or errors and if possible linked to other data sets. To store data, and make them accessible, infrastructures must be funded, built and maintained. Tools need to be developed to make the data searchable and re-usable. To preserve the quality of data, multiple versions of data sets have to be managed and occasionally migrated to other and new technological platforms. Additionally, making research data available for unrestricted use requires that researchers and data managers require the motivation, skills and support to publish their data. Copyright issues and informed consent must also be clarified and managed. Strategies have to be developed to evaluate the quality of data sets, models or code and to measure their impact. Once the data is online different levels of access may have to be managed and the security of the data maintained.

The various activities involved in providing open access to research data take place within networks of institutions. In these networks, institutions will perform varying and multiple roles and functions, often in collaboration with other institutions.

---

7 Ibid.
1.1.2 Institutions

In this report, the term institution refers broadly to formal organisations involved in scientific and scholarly data practices. This includes, but is not limited to, (digital) libraries, universities, research institutes, national and international data centres or archives, (data) publishers, funding bodies, research councils, scholarly societies and consortia. These can be organizations with a long history, such as university libraries or archives, or newly established data centres, data publishers or collaborations between institutes. Some institutions may be part of other larger institutions and not able to act entirely independently from their host institutions, such as university libraries or subject data centres. Other institutions, including data centres and research institutes, often have multiple sources of funding and are managed and maintained by international consortia of universities, research councils and other institutes. Institutions that make public sector data available, such National libraries, National Weather Services and National Offices for Statistics, are also relevant for the scientific community and increasingly more so as they are making their data openly accessible in accordance with recent Open Data policies. Each of the mentioned institutions plays different roles, in accordance with its background and specific expertise, interests and goals.

---

It is hard to draw clear lines around the various institutions in terms of what they are and do and with regard to open access to research data. A data centre’s primary activity, for instance, may be the curation of large data sets, but it may also have a secondary role as a publisher (see for example the UK Data Centre). Some institutions focus primarily on archiving and preserving data for the long term, whereas others are concerned with providing more immediate access to data and facilitating their (re-)use. They may have larger or smaller repositories or digital libraries and provide a variety services for depositing, curating and sharing data. Some institutions do not store data themselves but play an important role in advocating open access, funding resources or setting guidelines or mandates for data management.

To bring into view the various different stakeholders and analyse their roles or functions with regard to open research data, we introduced a functional taxonomy in the first RECODE report. The original taxonomy consists of five functions that stakeholders can fulfill. As depicted in Figure 1.2, the categories are not mutually exclusive and at any given time stakeholders may operate and interact from within different functional categories. In this taxonomy stakeholders have one primary function (PF) and can have several secondary functions (SF). The five basic functions in the Open Access ecosystem are: 1) Funders & Initiators (F&I), 2) Creators (Cr), 3) Disseminators (D), 4) Curators (Cu) and 5) Users (U). Data creators can, thus, also act as users, disseminators and/or curators within the open data ecosystem. For this report we include an additional sixth function: Enablers (E). This function encompasses outreach and advocacy activities that are performed to enable researchers and institutions to share and publish data, including advocacy, information and guidelines provision, and training.

The taxonomy can be used to give some insight into the various existing roles of institutions. Table 1.1 provides an initial overview of some of the key types of institutions. Each institution is listed as having either a primary function (PF) or a secondary function (SF).

---

10 Adapted from Sveinsdottir, et al., op. cit., 2013.
This overview is primarily intended to serve as heuristic to identify relevant institutes in the case studies, rather than to provide a precise and all-encompassing taxonomy.

<table>
<thead>
<tr>
<th>Institution</th>
<th>Primary function</th>
<th>Secondary functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research councils</td>
<td>F&amp;I</td>
<td>E, D</td>
</tr>
<tr>
<td>Foundations</td>
<td>F&amp;I</td>
<td>U, E, D</td>
</tr>
<tr>
<td>Funding bodies</td>
<td>F&amp;I</td>
<td>E</td>
</tr>
<tr>
<td>University/Academy</td>
<td>Cr</td>
<td>U, F, E, D</td>
</tr>
<tr>
<td>Research Institute</td>
<td>Cr</td>
<td>U, F, E, D</td>
</tr>
<tr>
<td>Scholarly Society</td>
<td>Cr</td>
<td>E, D</td>
</tr>
<tr>
<td>Research consortia</td>
<td>Cr</td>
<td>Cu, D, E, U</td>
</tr>
<tr>
<td>Data Centres</td>
<td>Cu</td>
<td>Cr, E</td>
</tr>
<tr>
<td>University Libraries</td>
<td>Cu</td>
<td>D, E, F, U</td>
</tr>
<tr>
<td>Publishers</td>
<td>D</td>
<td>E, Cu, U</td>
</tr>
<tr>
<td>Professional associations</td>
<td>E</td>
<td>D</td>
</tr>
</tbody>
</table>

Table 1-1: Types of Institutions

1.1.3 New roles and responsibilities

As various reports, roadmaps and policy documents have pointed out, enabling open access to research data and successfully exploiting the various approaches, requires changes in research cultures, infrastructures and funding models. In the discussions, key roles and responsibilities are assigned to various institutions in making these changes happen.

Universities and research institutions are assigned a multitude of different responsibilities when it comes to operationalizing open access to research data. Institutions should set internal policies for data management and these should “encourage a data sharing culture, facilitate re-use of data and enable researchers to share their data”. The Royal Society, for instance, recommends that:

*Universities and research institutes should play a major role in supporting an open data culture [...] Learned societies, academies, and professional bodies should promote the priorities of open science amongst their members and seek to secure financially sustainable open access to journal articles. They should explore how enhanced data management could benefit their constituency and how habit might need to change to achieve this.*

The Royal Society sees a role for universities and research institutes in adopting open data as a default position; evaluating researchers also on their data sharing; developing strategies and
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13 The Royal Society, op. cit. 2012, p. 10
policies for taking care of their own knowledge resources and offering services to support researchers in the management of their data.\textsuperscript{14} They should also provide funds to encourage the culture change and for the sustainability of any resources and infrastructure developed.

Libraries have also become increasingly more important in research data management.\textsuperscript{15} It is widely acknowledged that the role of research libraries is changing and data management is one area in which they can expand their activities.\textsuperscript{16} LIBER (Ligue des Bibliothèques Européennes de Recherche - Association of European Research Libraries) considers libraries to be institutions that are perfectly positioned for data curation and preservation, while also providing training and assistance to researchers when it comes to managing their data and searching for data for re-use. Moreover, libraries are often seen as the executors of institutional strategies and policies and many of the responsibilities assigned to research institution or universities are realised through the university library or data repository. Based on a review of the literature, Cox and Pinfield find that the role of libraries in Research Data Management (irrespective of whether the data will then be open access) may involve activities and services such as offering advice on funding sources; advocacy for open access; data analysis advice; research data citation, advice on copyright and licensing issues, as well as technical advice on data formats and metadata.\textsuperscript{17} In performing these activities they will have to collaborate increasing more intensively with institutions’ IT services departments, which have also become key players in the data ecosystem.

Funding bodies are not only seen as sources for funding open access to research data, but also as enablers and are assigned a range of responsibilities. Various reports and roadmaps assign funders the responsibility of providing funds for data preservation and infrastructure development, issuing mandates, setting guidelines for research data management, and promoting open research data. Lyons et al. state that the responsibilities of funders also lie within wider public policy making, especially when it comes to assessing and meeting stakeholder needs.\textsuperscript{18} Funders should partake in strategy and policy co-ordination along with stakeholders, and should act as advocates for data curation and fund expert advisory services. Funders should also support the development of the data curation workforce.\textsuperscript{19} In 2005 The US National Science Board assigned a range of responsibilities to the US National Science Foundation, including creating a culture in which the publishing and preservation of digital data are of primary importance and ensuring that both the physical resources and the necessary training are broadly available.\textsuperscript{20} This demonstrates how broad the funders’ role is seen as being when it comes to implementing open access to research data, ranging from support to advocacy, driving the creation of data standards as well as making sure that data publications receive adequate credit.

\textsuperscript{14} The Royal Society, op. cit. 2012
\textsuperscript{15} See e.g. LIBER Europe, “Reshaping the research library”, no date. http://www.libereurope.eu/committee/reshaping
\textsuperscript{16} Ibid.
\textsuperscript{17} Cox, Andrew M. and Stephen Pinfield, “Research data management and libraries: Current activities and future priorities”. Journal of Librarianship and Information Science, Published online before print, 28 July 2013.
\textsuperscript{19} Ibid.
There are also key intermediary roles emerging for other institutions, including publishers, data centres and newly established special purpose organisation that aim to enable data sharing and open access. Through their traditional role of coordinating peer-review, publishers are assuming a significant role in providing access to open research data and ensuring their quality, through requiring the deposit of research data in certified open repositories, and/or with dedicated publications that focus on research data. Apart from the more traditional type of publications undertaken by professional publishers, disciplinary repositories and data centres are increasingly important in managing, evaluating of and providing access to research data as well as in the education and training of researchers and other professionals working with data. In fact, as recent work on oceanographic research data shows, the increasing citations of research data directly from no longer the only or best way to publish research data. Special purpose organisations, such as the Digital Curation Centre in the UK and the international Research Data Alliance, provide support for researchers and institutions in their efforts to make data openly accessible, but they also conduct research, produce reports, guidelines and standards, and organize meetings and discussions to bring open access to research data to the next level.

For many institutions the expectations expressed in policy guidelines and roadmaps mean they have to take on a new roles and explore and develop new activities. Jones et al. state: “research data management represents new demands for HEIs [Higher Education Institutions] in terms of technical and organisational infrastructure, the provision of specialist data curation skills and long term planning for sustainable services”. The Royal Society notes that “the traditional role of the library has been as a repository of data, information and knowledge and source of expertise in helping scholars access them. That role remains, but in a digital age, the processes and the skills that are required to fulfil the same function are fundamentally different”.

In practice, changing roles and practices result in overlapping and shifting responsibilities, which are not always clear-cut. Many issues cross stakeholder groups due to the complexity of the data journey (from collection through to making the data open access for re-use). For example, training and skill development are seen to be the responsibility of the various stakeholders: governments should adapt new policies for data management skills to be taught at university and secondary school level, funders should educate their grantees on data management and institutions, with the help of libraries and IT departments, should provide training and educate their researchers and other staff on data management. Researchers should also serve as mentors to early investigators and students who are interested in...
pursuing data sciences. Such diffuse and sometimes conflicting roles and responsibilities can complicate the process of making research data freely accessible. Moreover, for each research project, different answers can be given to questions about responsibility, for example about who has responsibility for maintaining the software and for correcting errors.

### 1.1.4 Challenges facing institutions

Some institutions have already made considerable progress in sharing data and providing open access to data. Several large international consortia have, for example, created infrastructure to manage the huge amounts of research data, such as the CERN data centre and the European BioInformatics Institute. Other institutions have embraced the idea of open access and have begun to take steps towards transforming data-sharing practices: libraries are developing data management plans and creating repositories; funding bodies and research associations have adopted guidelines and mandates to provide open access. Yet, developments are still in a very early stage and making research data publicly available has proven to be a considerable challenge in most disciplines.

Several reports and roadmaps have identified a range of challenges to overcome. In its report to the EC, the High Level Expert Group on Scientific Data identified issues ranging from the preservation of data, protecting their integrity and conveying their context and provenance to funding open research data to dealing with the legal and ethical issues. Knowledge Exchange, a collaboration between partners in four different countries, identified making sharing datasets an accepted and integrated part of the academic culture a “major challenge”. The report, which is a response to the vision of High Level Expert Group, also notes other challenges, including gaps and connectivity issues in the research data infrastructure and figuring out who will fund what infrastructures. The League of European Research Institutes (LERU) also notes a number of challenges facing institutions with regard to data management, such as the growing volumes of data, creating awareness and gaining a better understanding of the costs and benefits.

Some of the challenges have been addressed in previous RECODE reports, namely the technical, infrastructural, legal and ethical issues. In this report, we focus on some of the organizational challenges that confront institutions.

### 1.2 Methodology

The approach to the research that this report is based on has been two-fold. We first conducted a review of policy documents, reports, scholarly literature and other relevant documents and websites to provide an overview of current institutional approaches to making open research data possible and the gaps between these approaches and practice. We supplemented this review with interviews with representatives of the various stakeholders. To validate and fine-tune the results of this two-step analysis, we organized a one-day workshop with representatives from different stakeholder groups.
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Various strategies and policies have been developed in support of open access in the European scientific landscape. As mentioned, the European Commission, individual member states as well as scientific institutions have taken steps to clarify roles and responsibilities, to outline workflows and organize funding. In the review we examine these (formal) strategies. We also examine how these strategies and policies take shape in practice and what barriers and obstacles institutions encounter when implementing them. We identify the barriers and good practices by looking at the discrepancies between formal strategies and policies on the one hand and current practices within institutions on the other hand.

To support and further deepen our analysis we drew on the five case studies that have also been used in the previous RECODE work packages. The case studies provide a source of illustrations of some of the issues. As each case study brings together a wide variety of institutions in various configurations, we have not exhaustively analyzed how they are interrelated and how each institution deals with (demands for) open access to research data. Such an analysis would be beyond the scope of this research, given the time constraints on this work package. Rather, we have conducted 15 semi-structured interviews with representative stakeholders to guide and crosscheck the analysis of the literature. More specifically, we spoke with individuals that are actively involved in the coordination and management of research data, including data centre managers, project coordinators and librarians. The questions for these interviews were based on an initial literature review. The interviews served to examine the institutional issues and solutions identified in the review in more depth. Moreover, they helped to understand how practices differ from stated policies.

The final workshop took place in Riga, Latvia on July 1, 2014 prior to the annual LIBER conference. More than 40 stakeholder representatives from various countries throughout Europe, as well as a few participants from outside of Europe, attended the workshop. As the workshop was tied to the LIBER conference, university and national libraries were well represented, but there were also participants from data centres, universities, research institutes and commercial companies. During the first part of the workshop, five invited speakers presented their view on the institutional challenges in open access to research data and participated in a panel discussion. Two weeks before the workshop, we sent the participants a draft version of this report and they were invited to provide feedback and suggestions during two breakout sessions in the second part of the workshop. They were also encouraged to reflect on the four challenges described in this report and potential strategies to overcome these solutions. We have used the feedback from this workshop to fine-tune our analysis and recommendations.

1.2.1 Four challenges

Based on an initial review of policy documents, journal papers and reports as well as the results of the earlier RECODE work packages we identified four key challenges that we focus on in this report:

- financial support;
- evaluating and maintaining the quality, value and trustworthiness of research data;
- educating and training researchers and other relevant stakeholders;
- creating awareness of the opportunities and limitations of open research data.
Financial support
Funding is a key issue in making and keeping research data openly available. While the creation of open access and data preservation repositories is clearly advantageous for institutions and those they serve, a significant financial outlay is needed, as setting up and maintaining open access repositories can cost millions of Euros per year. Although governments are investing in the preservation and dissemination of scientific information, the Directorate General for Research and Innovation recognizes that “research libraries often have to find creative solutions with a limited budget, and despite their increasing responsibilities in access and dissemination”.  
Data-sharing agreements between institutions with an associated sharing of the costs or the re-use existing ICT infrastructures may be more cost effective than creating new systems from scratch. However, such existing infrastructures may have problems of their own, such as technological obsolescence, or may also require additional staff training. Moreover, the long-term preservation of growing volumes of data introduces a whole new set of issues for which there is currently no clear funding strategy.

Evaluating and maintaining the quality, value and trustworthiness of research data
In order for researchers to use data effectively they need to have some level of confidence in the accuracy and soundness of open research data. The second RECODE report focused on the technical aspects of evaluating and maintaining the quality and integrity of data. In this report we look at the role that institutions play in data quality management.

Institutions have developed various measures and strategies for evaluating and maintaining the quality and integrity of data as well as determining their value and impact. These include adherence to established best practice, peer review procedures, citation records, clear origins of data, transparent review and publishing practices, standard metadata, etc. Issues still remain, though. For example, some institutions have established practices for providing peer review of data, but the standards of such evaluations have not yet been agreed by stakeholders and vary considerably. Also what constitutes high-quality data is a matter of debate. Most existing data management policies focus in particular on the technical requirements for reusability, but say little about scientific quality. However, for researchers to want to re-use the data, they will have to have some level of confidence in the scientific value of the data.

Educating and training researchers and other relevant stakeholders in the knowledge/skills required for open research data
Data sharing is not yet a common practice in most disciplines. This is partly because researchers often lack the skills and knowledge to share their data. It requires considerable technical skill to generate digital data or convert data into machine-readable formats and to use the software tools to access and analyze the data. Researchers who wish to make their data publicly and digitally available and re-useable have to become acquainted with software tools and data formats that might not easily fit their existing research practices. Re-using data, in turn, requires researchers to learn how to search for and use data through web-based tools. Researchers may also lack knowledge on data management policies and the legal and ethical aspects of dealing with their particular kind of research data. It can take considerable effort
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and time to figure out how to adhere to policies and laws on data protection and intellectual property rights.

Institutions play an important role in providing training for open access. However, they encounter a range of issues in developing new practices in these areas, such as the diverse needs and knowledge levels between and within different disciplines, the rigidity of existing research cultures and the fast pace of technological developments. Moreover, librarians have had to develop a new skill set in order to support researchers in their data management activities.

Creating awareness about the opportunities and limitations of open research data
Besides a lack of skill, there are many other reasons why data sharing and open access are still not the norm in most disciplines, as previous RECODE reports showed. Researchers are reluctant to make their data publicly available because of concerns ranging from their work being scooped or misused, to not having enough time or funding to make their data accessible, to maintaining the privacy and confidentiality of their research participants. However, in many cases a lack of experience or good examples cloud the discussion. Researchers as well as institutions are often not aware of the possibilities for publishing and sharing research data. In order to create open research ecosystems, institutions and research communities have to become aware of what open access to research data entails, how it can best be achieved and what the limitations are.

Institutions can play a role in stimulating change in existing practices, by advocating the benefits of sharing and providing open access. However, top-down approaches may not work well to inspire researchers. It may be hard to reach out to those researchers who are not yet accustomed to making their data publicly available. Moreover, researchers and research groups in many disciplines currently have few incentives and rewards for publishing data and maintaining their quality. Creating awareness requires collaboration with multiple stakeholders.

In this report we analyse the four challenges and how they are being and can be addressed. More specifically we explore current strategies, the remaining barriers and possible solutions for overcoming these barriers. This analysis serves as the basis to formulate policy recommendations that support institutions in addressing the challenges of making more research data open access.

1.3 CASE STUDIES

The fragmentation within and between disciplines when it comes to developing open access can be a barrier to realising the benefits of curating and freely sharing research data. The different disciplines and their various fields each have their own particular methodological and data practices. They thus have their own particular requirements for and expectations about data management and curation. In some fields this has led to a flourishing open data culture in which data are commonly shared using standardized formats and ontologies; in other fields open access is the exception and researchers are more inclined to use their own notations and only share their data upon request, if at all. Institutions, thus, engage with a wide range of stakeholders with different and at times conflicting values, drivers and

interests, which complicates the process of giving shape to their new roles and responsibilities. Nevertheless, institutions taking their first steps towards open access can learn from those stakeholders that have already developed successful open access platforms and established good practices.

One of the aims of the objectives of the RECODE project is to reduce stakeholder fragmentation. In order to do so, we have selected five case studies from across scientific disciplines and each case illustrates some of the grand challenges identified by the RECODE project. Each case study provides an access point into a network of institutions that collaborate to make certain kinds of research data accessible to various stakeholders.

1. **Particle physics and high energy computing**

   Particle physics produces extremely large volumes of data (e.g. the Large Hadron Collider (LHC) at CERN produces about 15 petabytes of data per year). The LHC Computing Grid is the world’s largest computing grid, and the Particle Physics and Particle Astrophysics (PPPA) Group at the University of Sheffield is a member of one of four regional Computing Grid Groups in the UK.\(^\text{36}\) In this report, we use this case study to gain further insight in the institutional challenges involved in collecting, disseminating, storing and processing large quantities of numerical data from experiments related to particle physics where the expertise and resources necessary for storing and processing the data are only available to established experts in the field and/or very large consortia. The PPPA group is a part of a large network of institutions connected through the LHC. The networks include universities, companies, funding bodies, and others. These stakeholders collaborate in various big experiments such as the ATLAS experiment at CERN. To explore the challenges that various institutions encounter in this case study, we have also looked at institutions other than the University of Sheffield associated with the ATLAS experiment.

2. **Health sciences**

   The collection and validation of personal data in clinical, health and biological contexts and their use in research poses various problems, including data protection, security, conflicting interests and data quality control. This case study focuses on the FP7 project EvA (project number 200605), which brings together a range of disciplines to look for genetic markers specific for emphysema and for airway disease in Chronic Obstructive Pulmonary Disease (COPD) patients. The consortium includes medical research institutes and university departments throughout Europe. It also collaborates with and is part of other consortia in data sharing, such as AirProm (Airway Disease Predicting Outcomes through Patient Specific Computational Modelling). This latter project brings together experts and current research to build a multi-scale computational model of the lung to characterise asthma and COPD.\(^\text{37}\) The EvA projects illustrates how an interdisciplinary consortium consisting of a variety of institutions with often conflicting interests, manages to share and re-use data within and outside of the consortium and what open access would require from these institutions in this context.

3. **Bioengineering**

   Biological engineering or bioengineering uses engineering approaches to study biological functions. Using computational models of biological processes researchers aim to further
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\(^{36}\) Particle Physics and Particle Astrophysics Research, “Research in particle physics and particle astrophysics”, University of Sheffield, no date. http://www.hep.shef.ac.uk/research/

develop scientific understanding of these processes. There is a perception that the data used for developing computational models of human physiology are, in a sense, fragile, and that the outputs of computational models of extremely complex systems may not be repeatable in the manner that is expected for acceptance in the current scientific paradigm. Besides various model repositories, several data repositories have been developed and there are a number of tools and standards to share data. Institutional issues in this case study include funding the infrastructure, training researchers and maintaining the quality of data. We will explore these issues with the Bioengineering Institute at the University of Auckland\(^3\), associated institutions, and colleagues in the Virtual Physiological Human (VPH) community. This institute has a relatively long tradition of publishing its models in open source. It has collaborated with various institutes throughout the world to set up its data-sharing infrastructure. In New Zealand, for example, it works with the NeSi and the eResearch Centre and in Europe it has multiple partners in the VPH project. In this work package we also look at these associated institutions.

4. Earth Sciences

GEOSS\(^3\) is an initiative that seeks to make existing systems and applications for geographic observation, including observations around drought, forestry and biodiversity, interoperable. In addition to providing interoperable access to data, GEOSS also seeks to develop an advanced operating capacity that provides access to analytical models that scientists from different disciplines have used to make the data more understandable. In order to do so, GEOSS uses advanced modelling from a range of heterogeneous data sources to make data models usable by other communities, including through the use of natural language interfaces. It focuses particularly on the problem of data discovery and access, analysing search tools and techniques involving use of metadata, relevance indicators, keyword searches, to enable researchers and the general public to find their data of interest through the mass of available scientific data and information, and to access disparate content (e.g. heterogeneous encoding formats) through the same platform. The initiative also considers specifically the problems of technological sustainability and obsolescence, in relation to ensuring continued, coordinated and sustained access to research data as it ages.

GEOSS brings together around 80 nations and other international organisations. One such international organisation and active contributor is the Joint Research Centre. This Centre covers the role of data disseminator as the technical coordinator of the scientific and technical development of the European Directive INSPIRE. This Directive establishes an infrastructure for spatial information in Europe, to support EU environmental policies and activities that may have an impact on the environment. It aims to deliver integrated spatial information services to its target users, which include policy-makers at European, national and local level and citizens. INSPIRE contributes to GEOSS by making data a services operated by European Members States interoperable and accessible; developing standards and specification relevant to GEOSS and providing a portal and catalogue connected to GEOSS. This case study provides insights in to the challenges that institutions, like the JRC, face in making data from heterogeneous research fields and research groups openly accessible and interoperable.
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5. Archaeology

Open Context (OC) is a free, open access online platform for researchers in archaeology and related disciplines, to electronically publish primary field data and documentation. It offers researchers various services to help them prepare and publish their data, such as web services and editorial review. The platform also serves as a portal for easy browsing and searching. The aim of OC is to make archaeological field data freely and easily accessible on the Web. Additionally, it wants to encourage data sharing and (re)use. It therefore strives to publish archaeological datasets as Linked Open Data, such that the data sets provided on the website can be easily referenced by unambiguous identifiers and they include links to other resources on the Web. OC is the result of a project, funded by the National Endowment for Humanities and the Institute of Museum and Library Services. Currently, OC is maintained and administered by the Alexandria Archive Institute\textsuperscript{40}, a not-for-profit organisation\textsuperscript{41}, based in Berkeley, California, while IT development is carried out in collaboration with the Berkeley School of Information. OC furnishes useful information regarding attitudes, practices and policies within the ecosystem of archaeology, as well as significant information regarding the technical approach adopted for the deposition of, accessibility to and preservation of the data it contains. OC relies on other repositories, like the California Digital Library (CDL) at the University of California, for the preservation of data and maintaining its quality. CDL, established in 1997, provides data archiving and curation services. Such services include persistent identifier services, data storage and guidance on data management planning.

We use these case studies to guide our analysis of the challenges facing institutions. They provide an interdisciplinary grounding that helps us to address disciplinary fragmentation in the area of open access and data preservation and dissemination as well as maintain awareness of discipline-specific issues and practices. Each case study brings together a wide variety of institutions from different countries and different disciplines. The case studies help identify policy gaps and evaluate good practice solutions that will contribute to an inclusive and participatory development of policy recommendations.

In the following chapters we will look at each of the four challenges in more depth and discuss potential ways of addressing them. Each Chapter will give an overview of policies and strategies that address the particular challenge, present some of the remaining barriers and highlight some current developments to may help to overcome these barriers. The final Chapter will draw together the analyses of the challenges and provide a set of recommendations.

\textsuperscript{40} The Alexandria Archive Institute, “The Alexandria Archive Institute”, no date. http://www.alexandriaarchive.org/

\textsuperscript{41} Open Context is financially supported by The William and Flora Hewlett Foundation, The National Endowment for the Humanities and The Institute of Museum and Library Services.
2 FINANCIAL SUPPORT

One of the main drivers for open access to research data is the possibility of efficiency gains in publicly funded scientific research and business development. Efficiency gains can be realized through the re-use of data and avoiding duplication of data collecting and producing efforts. In its vision for 2030, the High Level Expert Group on Scientific Data projects a future in which “Public funding rises, because funding bodies have confidence that their investments in research are paying back extra dividends to society, through increased use and re-use of publicly generated data”. Initiatives such as the Human Genome project and Elixir provide inspiring illustrations of such visions. The $3.8 billion investment in the Human Genome Project is claimed to have had a $796 billion economic output in the U.S. The inter-governmental organisation behind Elixir aims to “orchestrate the collection, quality control and archiving of large amounts of biological data produced by life science experiments”. The organisation argues that the cost of storing and managing experimental data in one open infrastructure is much less than funding re-runs of experiments and reproducing lost data.

Despite the potential cost savings that open access to research may bring in the future, one of the key challenges for institutions is securing funds for open research data. Preparing and archiving data as well as making them freely accessible can be expensive, depending on the characteristics of the data to be stored, searched and used. In particular in data-intensive research fields, the costs can be high, because of the extremely large data sets and the high-tech computing equipment required to processes and interpret the data. In particle physics, for instance, making and keeping data available to a wider public is an expensive process, because of the amount of effort and resources required for the production and storage of the data. Moreover, users need extensive computational resources and specialised knowledge to access and interpret the data. However, even for smaller individual projects the costs of making data freely available and easily accessible may press relatively heavily on the available research budgets. Preparing data such that a wider range of users can access and properly interpret them may require considerable resources both in time and money.

Funds must be secured for various phases in the data life cycle in order to make open access possible, including the preparation, ingestion, sharing and archiving of the data. Researchers need to spend time on formatting data, adding metadata and making them accessible. Archives, data centres and repositories incur significant expenses for acquisition, ingestion and access, including personnel wages, training costs for researchers and (data) librarians and outreach programmes. In a cost-benefit study of digital preservation for research data, JISC concluded that the actual costs of archiving activities are small compared to the cost involved in acquisition, ingest and providing activities. Staff costs are comparatively high. For some
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archives the latter can be as much as 50% of the overall costs. JISC argues, though, that preservation costs of a particular archive are likely to significantly decline over the years. The heterogeneity of data sets and associated requirements that are produced in the wide variety of disciplines add to the challenge of financing the various phases of open research data: how can institutions be flexible in providing various services for different kinds of research on a limited budget?

Archives, data centres, and repositories also incur expenses for the development and use of the required technical infrastructure, including the hardware needed to store the data as well as the software tools to use them. In its roadmap, PARSE.Insight distinguishes between three funding stages of data management infrastructure development: prototypes, emerging infrastructures used by early adopters and long-term funding. It notes that funding for sustainable infrastructure is difficult. Most data sets are created as part of a project that only last a few years, but the costs for curating the data will continue to be made after project funding ends. The data needs to be maintained, potentially updated, transferred to newer technologies, etc. It is not immediately clear which institution will bear the responsibility for this.

Moreover, increasing volumes of open research data may change existing practices and introduce new ones that will require funding. For instance, monitoring access to data or maintaining the integrity of data may generate new costs. It may require the establishment of an ethics board or the development and implementation of additional administrative and editorial procedures. Bringing all associated costs, as well as the benefits, of open access to research data into view is part of the challenge.

As the above shows, the challenge of funding open access has multiple aspects. In the following section, we discuss several policies and strategies that institutions have developed to address some of these aspects. We then turn to the remaining barriers and subsequently highlight a few recent developments that may help to overcome these barriers.

### 2.1 Policies and strategies

Organizing funding for open access is a joint responsibility between researchers and institutions. Many institutions consider researchers to be responsible for organizing the financial resources for the publication and curation of their data. As data producers, scientists are viewed as the starting point of the data journey and they are deemed responsible for ensuring data quality, ethical data collection and clear communication of data, e.g., writing of metadata and context. Nevertheless, the top-down push for open access has also created responsibilities in terms of funding the required activities for the various institutions. Research communities look towards national and transnational funding bodies as well as research institutes to provide the resources to implement the various mandates and policies. Funding bodies in particular are able to set the agenda and provide a starting point for a culture change by mandating data management plans and the publication of data from funded research, but also by making the funds available to make it possible. They are also seen to be

50 Finn, et al., op. cit., 2014.
responsible for providing or at least investing in infrastructure in the form of data repositories for data from their funded research.  

As the open access movement grows, more resources are indeed becoming available to fund the required infrastructure and the curation of data. Governments, funding agencies, universities and libraries have allocated funds and developed policies to stimulate open data sharing. They commonly perceive funding interventions as an effective tool to encourage researchers and institutions to make their data openly available.

The various institutions use roughly two kinds of funding strategies: 1) funding researchers and their projects and 2) funding the development of data infrastructures. These two strategies are also part of the European Commission (EC) initial effort to encourage open access to research data in Horizon 2020. In the new funding programme framework, a Pilot is included in which open access is required unless there are valid reasons for opting out. For 2014-2015, topic areas participating in the Open Research Data Pilot will receive funding of around €3 billion. Other instruments to encourage open access in the framework programme include funding for proposals that aim to develop e-Infrastructures for Open Access and coordination and support proposals that aims to strengthen and consolidate Europe’s contribution to the international Research Data Alliance.

The strategy of providing funding for researcher to make their data openly accessible is slowly gaining ground. The DCC has provided an overview of the data policies of research funders in the UK. The overview shows that although most funders explicitly acknowledge that data sharing involves additional costs and allow or require these costs to be part of the proposal, some funders have no explicit statements on this. The Wellcome Trust, for instance, is one of the funding bodies that has an explicit policy about including data management costs in project proposals. The Trust “considers that timely and appropriate data management and sharing should represent an integral component of the research process. Applicants may therefore include any costs associated with their proposed approach as part of their proposal”. This approach fits within the mission of the Trust, as it supports “unrestricted access to the published output of research as a fundamental part of its charitable mission and public benefit”. Cancer Research UK, in contrast, considers timely and appropriate data management and sharing an integral component of the research process so will not provide additional funds for these activities. The Arts and Humanities Research Council's makes no explicit statement about supporting data management and sharing costs. However, the provided Technical Appendix for project applications asks how required
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56 The BBSRC, EPSRC, ESRC, NERC and the Wellcome Trust state that these activities can be included in grant proposals.
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hardware, software and relevant technical expertise, support and training will be acquired, suggesting that appropriate costs may be budgeted in to grant applications.58

The UK is ahead of the rest of Europe when it comes to providing financial resources to researcher for open access to research data. Many funding bodies in Europe have yet to develop a policy on open access or have no immediate intention of doing so. Sim4RDM conducted as survey among funders in Europe and of their 18 respondents nearly half of them had a funding policy that covered data management.59 Several funders were not planning to develop a policy. One funder did not have a policy because the area they cover is too heterogeneous for detailed recommendations. Others argued that formal requirements were not needed.

In the US several funders have also made provisions to help researchers cover the costs resulting from the mandates and recommendations regarding open research data. The National Institute of Health, for instance, states that it “recognizes that it takes time and money to prepare data for sharing. Thus, applicants can request funds for data sharing and archiving in their grant application”.60 In a review of US funders’ data management policies, Dietrich et al. found that four of the ten funders did not have a policy on the matter at all. Of the other 22 policies they found, only eight mentioned whether funding for data management could be written in a proposal explicitly.61

Funding of researchers and their projects contributes to development of data infrastructures. Subject data repositories developed as part of research projects tend to get their funds through such project financing. The data collected as part of the AirPROM project in the Health case study provides an example. Researchers within the project share data between multiple projects to generate models of the lung. One work package is focused on establishing and maintaining a secure and sustainable data storage exchange and processing facility.62

As a second kind of strategy to stimulate open access, funding bodies have also directly invested in developing and maintaining data centres and repositories that offer data services to researchers, often at no cost to researchers or research groups. Science and medical funders frequently contribute to joint initiatives, for example at the European Bioinformatics Institute. In the Netherlands, the Data Archiving and Networked Services institute, jointly funded by the Royal Netherlands Academy for the Arts and Sciences and the Netherlands Organisation for Scientific Research (NWO) provides free data storage and preservation for datasets in the humanities, the social sciences and other disciplines.63 However, the DCC overview shows that while most UK research funders provide a publications repository for their funded researchers, the provision of data centres is lacking as very few funding bodies have a full
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data service in place to support their researchers. The exceptions are the ESRC and NERC, which both provide comprehensive preservation and support services through their data centres. The Arts and Humanities Research Council provides a data service for researchers in the area of archaeology through Archaeology Data Service and there are several services supported by STFC, such as the UK Solar System Data Centre and Atlas data store.

Funder agencies are not the only institutions with a responsibility in making open research data possible and they have their own expectations about the role of other institutions. JISC points out that funders of digital resources often have the expectation that “the project leader’s host university, library or institution will bear the ongoing post-grant costs of the project”. Moreover, the responsibility of offering data services for the long- and short-term is also likely to fall upon institutions, because there is only patchy coverage of subject-specific data repositories and other data services. For research that falls outside subject data centres’ remits, the institutions in which funded researchers are based are often expected to maintain outputs in the long-term. Cox and Pinfield note in this respect: “As a result, higher education institutions (HEIs) in many countries are beginning to develop infrastructures to support researchers to manage their data more effectively, with services ranging from advice to storage repositories”. Several universities have established data repositories. In the Netherlands, a number of universities have started using the Dutch Dataverse Network, currently run by DANS. The Dataverse Network is “an open source application to publish, share, reference, extract and analyze research data”, first developed at Harvard University. More and more universities push for researchers to deposit their data in institutional repositories, although it is not yet a common practice.

A number of databases or disciplinary repositories are the result of collaboration between multiple universities, research institutes, funding agencies and governments. Some of these consortia have been successful in organizing funding for data preservation for longer periods of time. For instance, the International Nucleotide Sequence Database Collaboration has developed and maintained three databases (DNA Data Bank of Japan, European Nucleotide Archive, and GenBank) for over 18 years. These databases receive funding from member institutions, project grants, funding bodies and governments. For large scale collaborations, like the ATLAS project, the picture becomes even more complex. ATLAS is one of the experiments run at CERN and part of the data preservation takes place at CERN’s data centre. CERN is funded by 21 member states and through external funding, like project grants. Other higher-level data is stored at various institutions that provide the resources to run experiments.

Currently, many data centres and repositories receive their funding for open research data primarily from public and private funding bodies, either directly or through grant funding. Few other business models have been developed, although some institutions have started taking first steps to recover costs through other means. Some data centres have started charging for their services for larger data sets. For example, Open Context, one of our case
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studies, has mostly received funding through project grants. However, it has also developed a contributor-pays model to support its open access publishing and archiving. Researchers wishing to publish their material pay between $250 and $6000 “depending on the complexity and size of the contributed database and related content”.\footnote{Open Context, “Data Publication Guidelines for Contributors”, no date. http://opencontext.org/about/publishing} Moreover, it offers additional fee-based service for “implementations based on Open Context's Web-services (API) or other customizations”.\footnote{Ibid.} The Dryad Digital Repository, a repository that provides open access to research data underlying scientific publications, has developed a business and sustainability plan based on a combination of membership fees, Data Publishing Charges (DPC) and project grants.\footnote{Dryad, “Business Plan and Sustainability”, 5 September 2013. http://wiki.datadryad.org/Business_Plan_and_Sustainability} A diverse range of stakeholders, including journals, research institutions, publishers and scientific societies can become a member and pay a fee, in exchange for a say in the governance of the organization and discounts on submission fees. The non-profit organization has various payment plans for data deposits ranging from a voucher plan to pay-on-submission fees. Dryad notes about these DPCs:

\textit{The Data Publishing Charge (DPC) is a modest fee that recovers the basic costs of curation and preservation, and allows Dryad to make its contents freely available for researchers and educators at any institution anywhere in the world. DPCs provide a broad and fair revenue stream that scales with the costs of maintaining the repository, and helps ensure that Dryad can keep its commitment to long-term accessibility.}\footnote{Wendell, Laura, “The who, what, when and why of Data Publishing Charges”, Dryad News and Views, 30 August 2013. \url{http://blog.datadryad.org/2013/08/30/the-who-what-when-and-why-of-data-publishing-charges/}}

In sum, more funding is becoming available from the traditional channels of research funding both for researchers as well as data infrastructure. At the same time, various institutions have also started experimenting with alternative ways to cover the cost of open research data. Nevertheless, open access to research data is still relatively new and many institutions have only taken initial steps if any. Funding open access to research data is not yet widespread. Moreover, the strategies and policies discussed above do not address some remaining barriers, which we will discuss in the next section.

\section*{2.2 Remaining Barriers and Challenges}

Despite increasing funding for open research data, open access to research data presents some problems that have received relatively little attention, including long-term curation, changing institutional cultures, weighing and modelling costs, and data selection.

Longer-term curation of data remains a key problem. Most open access initiatives pursue the short-term goal of getting more researchers to share their data. Data centres and institutional repositories are often happy to offer free data services, because they support open access and may get recognition for hosting particular data sets. Questions about ongoing technological development, increasing volumes of heterogeneous data sets and long-term preservation have been put on hold. For example, in many cases there are no plans or protocols in place for dealing with updating technological infrastructures and translating data sets to new data formats.
Various large-scale consortia have given some attention to the problem of data preservation. They tend to rely on the continued support of member states and organizations. Examples include GenBank and European BioInformatics Institute who have a more long-term outlook as they have been set up as data centres that curate data for longer period of time. The member institutions and countries are committed to contributing the resources to enable this.

However, even for such established institutions and for longer running projects and experiment like ATLAS at CERN, long-term curation and preservation pose a problem. One of our interviewees in the Particle Physics case study notes that although several institutions are committed to contributing resources for an experiment like ATLAS, it does not mean that they will also provided the resources for the preservation of data:

*I mean in the UK, the Research Councils UK had a policy that said, 'Well, the Research Councils fund your research and the institutions then have to preserve the data that comes out of those research projects.' This is not sensible in more than one way for something like the LHC [Large Hadron Collider] data because, the data is [sic] across many countries. The fact that I have a petabyte of it here [...] is because we've stepped up to the plate and we're providing resource to the experiment to help it do its analysis and so on. That does not mean an ongoing commitment from [the University] to preserve a petabyte of data into perpetuity, and nor would that be sensible, nor could we easily make that freely available to everybody.* (Interview 3, physicists involved with ATLAS data preservation, particle physics)

He argues that preservation of open access data for after the experiment ends would require an international solution, which is currently lacking:

*This is an international collaboration and the solution needs to be on an international basis. So I know that there are various institutions who would be interested in being long-term archives. I know there's some interest from the UK. I know there's interest from Italy. I'm sure that there are others that are interested in doing that. So long as that is done in the appropriate international context and in collaboration with the experiments who [sic] have to implement it, that's fine, but I must say at the moment, it's not obvious where those lines are.* (Ibid.)

Research consortia often only last as long as their funding does and data preservation plans for after the consortium ends are not usually in place. This is even more of an issue for smaller scale data sets. Individual researchers or research groups may provide the initial funding for the creation of a data set through their research grants. Some researchers reserve some time to maintain a data set after the project ends, but more often then not researchers will move on to other projects and other universities leaving their data sets orphaned.

Universities, national data centres and libraries have stepped in to provide infrastructure and financial resources to preserve such orphaned data sets. However, as the number of data sets grows this may not be a sustainable option for all orphaned data sets, because the curation of open data continues to require resources. Staff or volunteers with particular skills and expertise are needed to keep the data up-to-date and accessible. They will have to make decisions about what data to keep, how to transfer them to new technologies or formats, etc. To stimulate their use, an effort has to be made to bring it to the attention of relevant
audiences. The Royal Society therefore points out that universities and libraries will need “larger budgets and highly skilled staff if the roles that are suggested are to be fulfilled by institution, such as universities”. Institutions are still searching for sustainable strategies for preserving and curating data for longer periods of time.

JISC points out that funders of digital resource projects generally do not ask grant applicants to outline a clear and plausible vision of the activities involved in curating a digital resource after the grant is finished. The report argues that such resources require sustainability plans that do not only specify strategies for dealing with the storage of data, but also with adding to, keeping the data up-to-date, etc. JISC also points out that funders do not always have a strong incentive to care about the sustainability of digital resources. The more the digital resource is at the heart of their mission, the more they care.

Libraries are under pressure as well. In realigning their role within the more data-intensive scientific and scholarly landscape, some libraries have taken it upon themselves to provide data services and repositories for researchers. These new activities add to the growing workload of libraries and put additional claims on already shrinking budgets. Libraries and universities are under cost pressure from scientific journals that are continually increasing subscription costs for libraries as well as from general austerity measures. Governing boards may be reluctant to reserve large amounts of funds for the preservation of open research data, in particular in areas where the level of data sharing is still low. It can be a major problem to convince university administrations to gather economic resources for developing data curation models. In fact, most of the scarce funding for research data management is coming from libraries themselves. Usually there is no extra seed money available inside the organization and libraries either have to reallocate internal resources or find external funding, e.g. cooperation with outside partners. Therefore the initiation of grants and funding for libraries on national or international levels will be an important factor for getting data curation to gain speed on a broader level at universities.

Another significant barrier to open access to research data is that institutions are often reluctant to give up their valuable data. Arguing for open data, Neelie Kroes, Vice President of the European Commission responsible for the Digital Agenda for Europe, stressed that “data takes on a new importance and value in the digital age” and called it the new gold. Universities and research institutes have also come to recognize research data sets as valuable assets that can be used as alternative sources of funding. They have had to deal with shrinking research budgets and restructuring. Moreover, they come from a period in which they were supposed to generate part of their own income. Selling licenses on data on desirable data sets can be a productive way to do so. Within some universitites this can create barriers to opening up research data. An interviewee in the bioengineering case study points out:
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Most of the lighter institutions are still suffering from the leftovers politics of the ‘90’s, where every agency had to recover the costs by selling the data. And most of those mandates have gone now. But the thinking is, ‘well no this is our resource, we need to sell it, rather than give it away’. It’s still very much entrenched. So most of those institutions have really good infrastructure for sharing data that they don’t make available to the wider public or the wider research sector out of the country. (Interview 2, director centre for eResearch, bioengineering)

Another of our case study respondents noted the difficulty he had in convincing his host institution to give up millions of dollars they could earn from selling licenses for the use of the datasets his research groups had produced, in favour of making the data freely available. He managed to convince his university by arguing that the revenues gathered through selling licenses couldn’t be matched by the amount of international funding available for open research data initiatives (Interview 1, project coordinator, bioengineering).

Similarly, as a respondent in the archaeology case study noted, it is difficult to change established organizational structures to make cost recovery possible.

This is a huge problem. Currently, most of our services are offered to the university community free of charge, but this is slowly changing. We are in the process of moving most of our services over to a full or partial cost recovery basis. For the digital repository, for example, we are going to start charging for the amount of storage capacity that is consumed or allocated. [...] Getting the approval from the University administration to move to cost recovery has turned out to be much more difficult than we had anticipated and it’s still not done yet. (Interview 3, associate director data centre, archaeology).

As large-scale open access to research data is still in its infancy, few business models have been developed to sustain long-term preservation of data. Funding resources are beginning to be made available, but issues of who will pay for what still have to be sorted out.

Weighing the costs and benefits of open access is also a remaining barrier. It is important to identify the costs of open access in order to speak about effective management. However, few cost models have been developed to calculate the costs and benefits of supporting data management and open access. One notable exception comes from the Australian National Data Service (ANDS), which has take a proactive approach to make research data and public data openly available and sharing its experiences in doing so with others.\(^\text{79}\)

Finally, a key challenge is establishing what should be funded. Some disciplines produce petabytes of data that cannot all be stored and some data sets might not be interesting enough to store. As the volume and number of datasets grow, institutions will have to start making decisions about what data to keep and how to store it. They will have to develop strategies for choosing what to invest in. In doing so they may be affected by public demands for outcome and results, but what is valuable data cannot always be predicted or anticipated beforehand. Currently, few explicit strategies have been developed to deal with such questions.

2.3 Working towards solutions

Several initiatives offer some potential solutions to address some of the remaining barriers. Based on its analysis of the costs in data preservation, JISC recommends institutions to “take advantage of economies of scale, using multi-institutional collaboration and outsourcing as appropriate.” In an effort to reduce costs and create economies of scale institutions have started collaborating in offering data services. An example is the collaboration between DANS and several archives and libraries in a federated data infrastructure, based on a Front-Office/Back-Office model. The federated system comprises a network of local data stewards close to scientific practices combined with centralized data services.

Cost modelling has also received some attention. LERU recommends collecting good practices in cost modelling and exchange of information on costs to build a knowledge base to inform their development. Collecting and sharing information on costing for research data is particularly a responsibility for the Chief Information Officer community, according to LERU. The Collaboration to Clarify the Cost of Curation has taken up the challenge of supporting institutions in gaining more insight in their data curation costs. The aims of the project are a) to ensure that where existing work on cost modelling “is relevant, that stakeholders realise and understand how to employ those resources” and b) “to examine more closely how they might be made more fit-for-purpose, relevant and useable by a wide range of organisations operating at different scales in both the public and the private sector”.

In order to move forward, funding models will have to be developed that take into account the long-term curation of research data. University College London has attempted to address part of this challenge by offering three different types of services: data storage services for the run-time of the project, data preservation services and access services. By offering storage for the run-time of the experiment UCL aims to encourage researchers to think about what will happen to the data after the project ends. Several funding bodies are also requiring applicants to specify how their data will be preserved for the longer-term.

2.4 Conclusion

Funding is one of the key challenges for making open access to research data possible. Currently considerable attention has been given to creating the required data infrastructures and getting researchers to share their data through funded mandates. Yet, although more resources are becoming available, it is clear that funding for open access research data is still in the early stages of development. Not all funders and research producing institutions recognize or are aware of the costs involved in data curation. Current funding models are generally project-based and there are few institutions that provide preservation and curation services for the long-term. In addition, few institutions have sustainability strategies or policies that take into account growing volumes of data and the additional costs they will generate to keep them findable, accessible, and reusable. Moreover, the distribution of responsibilities is yet to be clearly established.
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Solutions to some of the remaining barriers lie in gaining a better understanding of the cost involved in the curation of large volumes of heterogeneous data as well as developing new sustainable business models. Moreover, policies for selecting which data will be funded will have to be developed. Sharing experiences and exploring and establishing collaborations between institutions to reduce costs can also contribute significantly to further developing these solutions.
3 EVALUATING DATA QUALITY, VALUE AND TRUSTWORTHINESS

The increasing volume of openly available research data raises the question of how to ensure their quality, in view of enabling their re-use. In order for open research data to be of value for research communities, researchers need to have some level of confidence in the trustworthiness and integrity of data sets as well as data repositories. Data sets and metadata that contain significant inconsistencies, inaccuracies, flaws or that are incomplete are hard to work with and require additional time and financial resources. The technical aspects of this challenge, as mentioned, have been addressed in the second RECODE report. Here we are interested in what this challenge means to various institutions and what role they can play in addressing it.

While most policy documents stress the importance of data quality, there is no uniform definition of the term. One reason for this is that it is hard, if not impossible, to define what constitutes data, because data can take different forms in different disciplines. The European Commission states that research data “may be numerical/quantitative, descriptive/qualitative or visual, raw or analysed, experimental or observational”. It gives examples such as digitised primary data, photographs and images, and films. For most disciplines, however, this definition does not capture the complexity and multifaceted nature of data. They may, for example, distinguish between various levels of data, including raw data, processed or derived data. Various researchers also stress that data are meaningless without the appropriate context in which the data were generated or without the software or models that produced the data. The Research Information Network (RIN) points out that research data are generated for different purposes and through different processes: they can be generated during experiments; they may result from models or simulations, or they come from observing unique events. Moreover, data can be generated and collected for different reasons and at different stages in the research process, with variations in the status that is attached to them. At the same time, some researchers, such as historians, would argue that they do not generate data, but make use of primary sources, such as publicly available documents or artefacts.

In the absence of a clear definition of data quality, RIN understands quality to pertain to whether data is “fit for purpose”. It identifies three key purposes with regard to creating, publishing and sharing data sets:

First, datasets must meet the purpose of fulfilling the goals of the data creators’ original work; second, the data creators must provide an appropriate record of the work that has been undertaken, so that it can be checked and validated by other researchers; thirdly, data sets should be discoverable, accessible and re-useable by others.

According to RIN, “Fulfilling the first and second of these purposes implies a focus on scholarly method and content; the third implies an additional focus on the technical aspects of how data are created and curated.” The H2020 Pilot adopts a similar general definition in its requirement that the “data and associated software produced and/or used in a project is assessable for and intelligible to third parties in contexts such as scientific scrutiny and peer review (e.g. are the minimal datasets handled together with scientific papers for the purpose of peer review, are data provided in a way that judgments can be made about their reliability and the competence of those who created them)?” Making sure that data is interpretable, assessable and re-usable is essential in making research data open and often requires additional efforts. In order for a wider audience to find, access and use the data, they have to be presented in some standardized format and accompanied by appropriate metadata.

Yet, establishing that open research data are ‘fit for purpose’ is often a difficult and time-consuming task that requires considerable specialized expertise. It can entail a careful review of the metadata and data content as well as a close inspection of the processes used to create them. The variations in forms of data have different implications for whether and how data can be assessed on their quality. Each discipline is confronted with different challenges. In particle physics, for example, dealing with large quantities of data, only large consortia may have the capacity to provide the necessary quality assurance process, while in bioengineering outputs may not be repeatable in the case of heterogeneous datasets. An additional complicating factor is that ideas about what is a sufficient level of quality will differ, depending on who produces, manages or uses the data. Institutions providing access to public sector data to researchers as well as commercial partners or citizens may have to deal with competing interests in setting their quality standards.

The varying forms of data also raise questions about what and when data should be published. Should raw data be made available as early as possible or should the data first be processed, losing some information but making it easier for others to interpret and re-use the data? A respondent from the particle physics case study noted that in order to make the data accessible and re-usable for other researchers that do not have the tacit knowledge that comes with producing the data, considerable processing of the data is required:

Now, speaking personally, I'm aware that if I was somebody coming at this with a background of the Climategate scandal, which I think has driven a lot of the discussion about openness of access to data, you would say, 'But you're hiding that pure raw data and somehow you could be masking all of this from us and you are required to be between us and the data.' I'm aware that that's true. However, I could give one of those people our raw data if they happened to have a 100-petabyte data store that they had free and available [...] They'd be able to make almost no interpretation of that raw data. We could give them the software and I doubt they would be able to use it. This is not being obstructive. This is just a simple statement of the complexity of what is going on and so this is why our emphasis is on looking at
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Evaluating and maintaining the quality and integrity of data is not straightforward, but it is becoming increasingly more important that institutions take up this challenge in order to fulfil the promises of open access. The following section provides an overview of some of the policies and strategies that have been developed to ensure the quality of research data. We will then explore some of the remaining barriers and discuss several emerging solutions.

3.1 Policies and strategies

Overall, data quality issues entail the involvement of a variety of stakeholders in the data ecosystem such as research funders, universities, data centres, repositories and researchers present in the different stages of the data life cycle. These stakeholders are increasingly giving attention to the quality and integrity of data. Various institutions have developed a range of policies and strategies to make sure that openly accessible data are trustworthy and of sufficient quality. While funders’ and institutional research data management policies are not systematically recorded in registries, leading us to assume that such policies are the exceptions rather than the rule, there are, however significant resources in the form of guidelines, training materials, and tools that address the issue of quality and integrity of research data.

In most disciplines it is already common practice that data are assessed at various stages in the data life cycle. They may be checked automatically as part of the automated processes that control scientific instruments. Also, many research communities have formal and informal procedures to assess data. In its report on publication and quality assurance of research data, RIN found that in discipline such astronomy, chemical crystallography and genomics data are assessed automatically during their creation but data creators and curators also manually check the data and metadata. Moreover, the research community also reviews and comments on the data. The report notes that in the classics, which include archaeology and art history among others, there is a tradition of careful editing and proof reading of data, but that “classicists tend to trust the quality of their peers’ datasets”. Similarly, in a report on responsible data management the Dutch KNAW found that in many disciplines data quality was not perceived as a problem, because scientific practices were considered to have built-in self-correcting mechanisms (e.g., replication of experiments or the use of publicly available sources encourages researchers to produce high-quality data).

Activities at various stages in the data life cycle to ensure or improve the quality of data are usually referred to as quality assurance (QA) or quality control (QC). Such activities can include checking whether values are within the plausible range of the instrument that produced them and the property being measured. The concepts of QA and QC are closely related and often used interchangeably. Waaijers and Van de Graaf, for instance, building on
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the RIN report on quality assurance, focused in their study on the operational aspects of the concept of, what they call, quality control during the various phases of the data life cycle (i.e., production, management and use/re-use). The authors identified three types of quality control: quality during the production phase focusing on the documentation accompanying the dataset; data management planning focusing on managing the data to ensure permanent access to data; and quality control of datasets focusing on the scientific/scholarly quality of research data. Others argue that the key difference between QA and QC is that QA is often process-oriented and focuses on avoiding problems during the creation of data or data sets, while QC is product-oriented and tends to refer to the procedures that check whether created data or data sets meet the quality requirements outlined by the end-users. For the sake of simplicity, we will use the term quality assurance in the following to refer to both the activities involved in checking the quality of data while it is being produced, ingested and made available as well as in checking the data after they have been produced and made available.

Several repositories and data centres have developed a variety of quality assurance measures and offer a range of services to evaluate the technical quality of data sets. These include providing process documentation, completeness/consistency checks, data management and sharing training, file format validation, metadata checks, storage integrity verification and tools for annotating the quality information. PANGAEA data publisher for earth and environmental Sciences, for example, offers quality assurance on metadata (e.g. citation, references, geo-location, and standard parameter vocabularies) in addition to providing permanent identification and access with a Digital Object Identifier (DOI) name for each data supplement. Moreover, PANGAEA has a policy that editors check the completeness and consistency of metadata and data. However, the data producer remains responsible for the scientific quality of the data (e.g. the validity of used methods). In its report on peer review of research data, APARSEN notes that overall repositories ensure quality assurance through two complementary measures: the selection of data during the recording process and the curational measures of data management. Such measures vary, though, according to the form, scope and discipline of data, the report points out.

In particular disciplines that make use of computer-controlled instruments and sensors that produces large amounts of data, such as astronomy, particle physics and genetics, it has become increasingly more common for data repositories to use automated quality assurance processes. Such automated procedures can quickly process data and identify and correct problems in real time without introducing human error. Yet, expert knowledge might still be needed to make appropriate decisions on how to treat data flagged as problematic.
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Another strategy data repositories employ to enhance and maintain data quality relates to the selection of data for long-term data preservation and retention. As not all data that research project generate are necessarily useful and need to be preserved, the value of data re-use needs to be assessed on the basis of its usefulness and scientific value. Data retention is a topic that is often addressed in institutional data management policies and a timeframe for the review of the research data after the completion of a project is set to evaluate whether these will be maintained in the institutional repository and/or data centre. One project that offers some guidance to institutions, in this regard, is the MaRDI Gross project. This is a JISC funded project with the aim “to support Big Science projects in developing data management and preservation plans to manage the long-term curation of data they generate”. To that end it has released a report intended to provide guidance for the development of data management and preservation plans for Big Science data, although (as stated in the report) it can be of use to other planners and data architects who wish to implement good practices in the area. The report notes that there are cases in which an experiment cannot be feasibly redone or it may not be feasible to document that analysis in enough detail so that it can be reanalysed. This means that at least some details of the experimental environment “are not reasonably preservable and that little effort should be made in preserving them if well-documented high level data products are available and intelligible”. The report also stresses that this does not mean that it advocates deleting data but rather that we should not overstate their value. It could thus be argued that preserving data is quite easy, but that making it useful requires much more work and effort.

In the UK several institutions have developed basic quality standards for data centres and repositories. The UK Research Councils’ (RCUK), for instance, recently adopted common principles on research data. These principles emphasise the significance of open access to publicly funded research data and the modalities necessary to provide access to it. Among them, the existence of sufficient metadata that will allow other researchers to understand the research and re-use potential of the data is at the top of the list. The importance of disciplinary standards for the access to and reuse of data is also emphasized. The NERC (Natural Environmental Research Council) in the UK maintains a data centre and has developed a research data value checklist, which informs decisions of the data centre to maintain or dispose of research data that it holds. The UK Data Service, essentially the main research data repository for the ESRC, developed a collection policy, by which the research data ingested into its databases is selected. According to this policy “only the most relevant and highest impact data collections are selected for ingest and curation, ensuring that limited resources are not expended on ingesting potentially low-use data collections”.
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Thus, the value of the research data is first assessed for the ingestion. The criteria for selection, according to the archive, are the following: relevance to the remit; scientific and historical value; new sources or types of data; international value; uniqueness/risk of loss; usability/redistribution/operational benefits; replication data and resources.\textsuperscript{110}

According to DCC, appraisal and selection criteria used for traditional (paper-based) material would need to be modified to be applied to data, placing more emphasis on the technical capability to preserve data, the on-going cost of maintaining data (‘digital mortgage’) and making preservation decisions early on in the data life cycle.\textsuperscript{111} As DCC notes, a universally applicable appraisal and selection framework is not realistic; different kinds of material, produced in different contexts for different stakeholders will require different approaches. While the DCC acknowledges that the criteria for assessing a dataset or a resource’s value will be discipline-specific, it nonetheless provides seven general criteria: relevance to the mission, scientific or historic value, uniqueness, potential for redistribution, non-replicability, economic case, and full documentation.\textsuperscript{112} It also maintains that an appraisal and selection policy “needs to ensure consistent, transparent and accountable decision-making so that commitments can be tracked and accounted for”.\textsuperscript{113}

An example of a policy for quality control can be found at the SeaDataNet. This is a European service for Ocean and Marine Data Management that provides access to ocean and marine research data of the major national ocean and marine research centres of European member states. It has developed detailed procedures for data quality control.\textsuperscript{114} As stated in the its ‘Quality Control Procedures’ Manual, “data resources are quality controlled and managed at distributed data centres that are interconnected by the SeaDataNet infrastructure and accessible for users through an integrated portal. The data centres are mostly National Oceanographic Data Centres (NODCs), which are part of major marine research institutes that are developing/ operating national marine data networks and international organisations such as IOC/IODE and ICES. The data sets come from various sources and time periods. This imposes strong requirements towards ensuring quality, elimination of duplicate data and overall coherence of the integrated data set”.\textsuperscript{115}

Another emerging strategy is the certification of data repositories or data sets. Certification initiatives aim to ensure the quality of data repositories as well as to influence the quality assurance of data. One example is the Data Seal of Approval (DAS). DAS was established by a number of institutions “committed to the long-term archiving of research data”.\textsuperscript{116} The Seal “is granted to repositories that are committed to archiving and providing access to scholarly research data in a sustainable way. It is assigned by the DSA Board and renewed every year
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through a modification procedure”. Other reported sources of accreditation are the Deutsche Initiative für Netwerkinformation (DINI) Certificate, Trustworthy Repositories Audit and Certification (TRAC) and ISO 16363:2012.

Developing measures for the assessment of the technical quality of data have been a central focus in the strategies discussed above, while such measures for the scientific quality seem to be less developed. Such measures would evaluate data and the content of the metadata in terms of, for example, whether appropriate methods were used to collect the data or whether the data accurately reflect actual observations or responses. Evaluating data on that level usually requires expert knowledge and can only be achieved through peer review or review by a dedicated subject specialist.

In part, the lack of quality assessment measures that focus on scientific quality is the result of data repositories not feeling responsible or capable of evaluating data on that level. One of our case study respondents pointed out:

As an infrastructure provider, I think there are only very few things you can do in terms of data quality. One of the things you can do is, set up an automated checking system so that at least you can pass the data or check that its schema makes sense and that certain simple tasks can be performed with the data that can be automated into a workflow. […] Almost everything above that, requires people who know about the domain

(Interview 2, manager data centre, bioengineering).

Similarly, another respondent noted that their role as data management coordinator of a health science project was focused on one particular aspect of quality assurance:

Yes. I mean we are involved in quality control. I mean during integration of data from different partners, there’s always a quality control step. Very classical for building this kind of integration, so I mean you would enforce explicit description of data attributes, so what kind of values they should contain, what kind of extreme values are allowed, what does an expected range mean, what is the expected missing values and so on. So classical criteria for data quality.

(Interview 1, project manager at software company, health).

He distinguishes this kind of quality control from the evaluation of the scientific value of data as a quality aspect that the researchers are responsible for:

That’s another quality aspect. Like the way you produce the data, is that meaningful? And in that sense, we are not really involved because we are sort of not judging the way an experiment has been designed and executed. That’s still traditional sort of peer review. You have a description and then basically everyone has to judge on their own. If you have real open access, you could of course start to enable feedback

(Ibid.)

Nonetheless, appropriate peer-review methods for research data can increase the trustworthiness and value of individual datasets and strengthen research findings. As highlighted in the APARSEN project: “peer-review processes have different functions depending on the respective participant; the filter function is of priority with regard to the potential reader; the concern of a discipline is to improve the publication; the most important aspect for an author in the case of successful publication is his reputation.” Therefore the review process of research data has important implication for scientific disciplines, their e-infrastructures (data repositories) and institutions. Nonetheless, several publishers and journals contribute to the review of data. Various journals require data to be made available, and some also require their reviewers to check the data. An increasing number of publishers demand research data supporting publications to be made openly accessible in certified repositories, and some also require their reviewers to assess the data. Linking to data repositories offers some advantages over including data with the publication in non-actionable appendices. It is not always possible for journals to ensure that data sets adhere to accepted standards, have adequate metadata and are largely error free. The use of online publications appendices is also not ideal because related data are usually not peer reviewed and much of what is regarded as ‘supplemental material’ is not permanently archived and thus can become inaccessible over time. In order to address this particular problem, the digital repository Dryad directly links to journals and where appropriate to and from select specialised data repositories (e.g. GenBank).

Data peer review is a key focus of a relatively new type of publication: the data journal. Data journals focus on publishing articles that discuss datasets, which are openly available in (certified) repositories, in terms of acquisition, methods, processing etc. Articles published in such journals describe the data acquisition process and include a discussion of the considerations regarding the experimental design. They do not provide analysis or results. Nevertheless, the articles undergo peer review, as do the underlying data. These types of publications draw attention to the significance of research data as independent publication objects, as well as to their quality and ability for reuse.

According to Mayernik et al. data peer-review and the processes used can vary by the kind of publications or resource being reviewed. They make a distinction between: 1) data analysed in traditional scientific articles, 2) data articles in traditional scientific journals, 3)
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open access repositories and 4) datasets published via articles in data journals. The authors highlight a difference between journal-based data publications and data repositories with the latter focusing on the technical aspects of datasets to secure management and curation. Yet, the authors identified some commonalities in relation to data peer-review and quality assurance processes of data. Such common elements include:
- the need for data accessibility (via data centers or repositories);
- the provision of adequate information for the dataset to be reviewed;
- clear guidelines for data peer-reviewers on how to perform the data review and what characteristics need to be examined.

Open Context, the organization featured in our archaeology case study, publishes data contributed by researchers through a process that includes reviewing, editing and aligning data to standards. Open Context publications are thus expected to “complement and enhance conventional publications through the dissemination and preservation of rich digital data and media.” A professional editorial member of staff monitors contributions to make sure that contributions stem from field research programmes. It also offers additional services to enhance the quality of the data published, including version control.

Large-scale consortia often have established their own internal data review mechanisms, often consisting of multiple layers of automated checks and peer review. Before data are published or shared they have to go through several quality assessment steps. One example of such an internal multi-layered review process comes from the particle physics case study, in particular from the ATLAS experiment. “At about 140 million electronic channels and an event rate of \(10^5\) Herz it is essential to monitor the ATLAS hardware and the quality of data in an effective manner”. The ATLAS Data Quality Monitoring Framework (DQMF) involves automated analysis of monitoring data through user-friendly algorithms. In the online environment the information can be used to overcome problems, while in the offline environment the results are used to assess the quality of the reconstructed data. In one of our interviews a data base coordinator in the particle physics case study described the multiple layers of quality assessment:

Already from the online system, at the time of acquiring the data. There are checks, tasks which run on the data as they come in or samples of the data as they come in and check the quality. They look if all the data preparation is normal for example. Measure the temperature of the electronics and detector and check if there is a spike or something going wrong. They measure the gas flows for the gas systems. They measure the currents in the power supplies and things like this. A very low level technological checks. Then there are further checks which means the events are reconstructed partially on line and then fully off line, just after being taken, within 24 hours usually. […] Everything is checked to find out if there is any anomaly in the behaviour of the detectors, if any part has switched off, you never know. […] In general we analysis between 95 and 98 percent of the data that we collect, one or the other. […] So at the end data are processed through calibration procedures, which
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apply conversions of constants, because what we measure are currents and positions from the detector when particles cross them. [...] The calibration parameters are applied to what we call the raw data, the initial data and we end up with what we call the analysis data. [...] This is the input for the physics analysis. And then for each analysis people still can’t check the quality of the data they get, because it can be formally correct from the point of view of the detector hardware but make no sense from the point of view of physics. [...] So this data are cleaned further and another few percent are like cleaned away.

(Interview 2, database coordinator, particle physics)

Another layer of quality assessment when the data are analysed:

First of all there are guidelines and general rules of how to deal with data; how to apply calibration corrections and what to do. There is a general analysis framework in which all the software is run so that these checks, at least formally, all the procedures are followed. When it comes to the analysis itself, there is an analysis group which is formed to analyse, to do a given analysis, search for a certain particle or to measure a certain effect. Then when this analysis is close to the end, so close to writing the paper, the collaboration forms what is called an editorial board. The editorial board are different people from a different analysis group. Still from within the collaboration. The editorial board does a review of the analysis procedure, checks all the results, reviews the paper while it is written, the publication in preparation. So there are many interactions between the editorial board and the analysis team. In the end they will give the go ahead for the publication. At this point the paper […] goes through the whole collaboration for comments. […] At the end when everybody is happy everybody, everybody means the editorial board and the analysis team, the paper is sent to a journal for publication.

(Ibid.)

Data review is thus a part of the structure of the ATLAS experiment. Data is not openly accessible until various checks, corrections and processing steps have been performed. When asked whether procedures would change if the data the experiment produced would be made more openly available, he responded that there should be no major changes, because there had to be a scientific check. Internal quality assessment procedures are an advantage of longer running collaboration, in which such procedures can be established and fine-tuned.

In sum, peer review can take place at various stages of the data production and curation process and can involve several stakeholders. It can take place after the data has been processed and analysis are published, or at an earlier stages through internal review processes or through openly accessible data repositories or data journals.

A final strategy that we highlight here is the adoption of Data Management Plans (DMP). DMPs have become a more commonly used means to encourage researchers and research groups to address the integrity and quality of data. Funders, universities and data centres are increasingly encouraging or even mandating researchers to develop a DMP at the beginning
of their research projects. Such a plan should specify, among other conditions, how the researchers intend to address the quality of research data.

Consistent progress is observed in the United Kingdom, the United States of America and Australia across national funders, agencies and Research Producing Organisations (RPOs) in terms of data management policies. UK research funders, namely the Research Councils (RCUK) and the Wellcome Trust have formulated policies as well as a range of tools to help researchers and institutions give shape to their data management. While not all Research Councils in the UK require DMPs for the research they fund, they nonetheless require applicants and institutions to state explicitly how they will address the issue of access to and management of the data generated by publicly funded research. In fact, the EPSRC requires institutions it funds to have roadmaps and be able to comply fully with its requirements by May 2015. The ESRC requires that individual applicants provide in their DMPs information on planned quality assurance and back-up procedures, responsibilities for data management and curation. Moreover, the council expects “research data to be accompanied by high quality metadata to provide secondary users with important additional information, for example, the origin, circumstances, processing/analysis and/or the researcher’s management of the data”. Effective in 2011, the US National Science Foundation requires grant applicants to submit a DMP, which also undergoes peer-review during the proposal evaluation. The DMP is a supplementary document to the NSF proposal that should in general provide information on the data generated by the project and the plan for managing these data. If no such plan is included the NSF will return the proposal without review. Most research councils and funders in the US and the UK tend to provide general guidelines about how to ensure the quality of data for re-use, rather than providing specific standards.

The European Commission has recently published the guidelines for the Open Access to Research Data Pilot, which applies in seven areas in the Horizon 2020 funding scheme. In its “Guidelines on Data Management in Horizon 2020”, the European Commission emphasizes the significance of data sharing, security and quality, as factors that enable intelligent reuse of research data. A DMP is required with the grant applications for the specific areas and is evaluated under the section “Impact”. The DMP should be an evolving document “outlining how research data will be handled during a research project, and even after the project is completed, describing what data will be collected, processed or generated and following what methodology and standards, whether and how this data will be shared and/or made open and how it [sic] will be curated and preserved”. Researchers are expected
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to provide reference to existing suitable standards of the discipline and, in the absence of such, how and what metadata will be created. Additional information is expected in relation to how research data can be discoverable, accessible, assessable and intelligent, useable beyond the original purpose for which it was collected and interoperable to specific quality standards. The document should be part of the deliverables of projects early in the project process.

From the above it is clear most disciplines quality assurance practices, with regard to the technical quality of digital data in particular, have been established. Researchers, data repositories, data centres, and publishers play active roles in ensuring the quality of data through manual and automated mechanisms. Yet, several aspects of these practices are still in the early stages of development. The majority of stakeholders involved in the quality assurance process, for example, acknowledge the positive contribution of a peer-review process for research data, yet its implementation is still in embryonic stage. Quality aspects related to data re-use and retention is examined more on the basis of the technical quality rather than on content. Moreover, data quality is increasingly addressed in the context of DMPs, but so far few institutions have developed strategies to evaluate compliance. As the next section shows, there still remain some barriers in further developing these aspects.

### 3.2 Remaining Barriers and Challenges

The most important barrier for institutions in further developing data quality assurance processes probably lies in the blurred distribution of responsibilities among stakeholders. As Pearlman et al. succinctly point out “data stewardship is critical to the longevity and sustainability of data sharing and management throughout the data lifecycle, but it is unclear where the responsibilities for this effort lie”.

Of equal importance are issues of fragmentation in the scientific landscape. The difficulties presented by the heterogeneity and interoperability of data, such as the different ways of formatting, storing, operating and standardizing data, have been discussed in the second RECODE report. Fragmentation, however, presents additional challenges for institutions in terms of the distribution of scarce resources. Data centres, institutional repositories and publishers that serve research groups from multiple disciplines have to make decisions about the extent to which they invest in ensuring the quality and integrity of data sets from various disciplines. For many institutions it is too expensive to employ several data librarians or data scientists who are specialised in particular subjects and therefore capable of quality assessment. Moreover, as reviewing practices are community-specific and dependent on the form of data, it is impractical for repositories or publishers to formulate recommendation about data quality for each discipline and each data type.

The role of researchers is central in relation to data quality as the responsibility during the first stage of the data life cycle rests with them as part of their overall responsibility for research that is valid, accurate and ethical. Yet, engaging researchers in developing quality assurance practices poses a challenge. In particular, issues related to data management might seem counter-productive to researchers as they feel it will require significant work to get data.
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into a format that could be used by others. Furthermore, while there is an abundance of statements, guidelines and frameworks regarding 'good scientific conduct' they usually do not refer to quality of data for re-use.

An additional issue concerning the role of researchers relates to the data peer-review process. While the data peer-review process is expected to benefit the researcher by increasing the visibility of a scientist’s work and his/her citation rate, the main barrier lies in the availability and willingness of referees to undertake such tasks. This is a non-negligible problem given that it is already an issue for scientific publications and is further accentuated by the existence of few incentives for attracting referees. Scientists have even expressed their concern about the possibility to review data for all its quality.

Another remaining challenge is the integration of the integrity and quality of data in existing evaluation systems at institutions. Although data management plans often require researchers to address the quality of data, funding bodies have yet to develop strategies on evaluating and rewarding researchers and research groups for their efforts on data management. The UK Data Service offers guidelines on data documentation, formatting, submission and data quality, which state ‘We apply various quality control checks to all research data whilst we process them for archiving into the data collection. The level of quality control depends on how much additional value is to be added to the data, based on anticipated future usage.’ It is however not clear whether data quality is reported back to funders, or whether funders do monitor data, aside from merely monitoring whether data has been submitted.

Finally, the selection and retention of data continues to pose a challenge for institutions. As the number of data sets grows data centres and repositories have to develop strategies to maintain and curate their diverse data collection, which requires domain knowledge and specific expertise. The Research Information Network (RIN) maintains that the curatorial role of data centres is twofold, ‘first, ensuring that individual datasets are academically “good” (as much as it can) and second, ensuring that it creates and preserves collections which can be a useful starting point for new research’. This may require additional staff that has the required disciplinary knowledge to evaluate the value and quality of data sets. At the institutional level, research data producing institutions will need to make overall provisions and earmark funds for the cost of managing research data, including the need to secure their quality and integrity. However, the deep knowledge of archive or data centre staff cannot always be ensured, placing the responsibility for quality back on to the data producer.

This section outlined some of the remaining barriers that institutions face in further developing quality assurance processes, including the fragmentation of the scientific landscape, engaging researchers, making data quality part of existing evaluation systems and the lack of strategies for data retention and selection. The next section will discuss some developments that contribute to overcoming some of these barriers.
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3.3 WORKING TOWARDS SOLUTIONS

A promising solution to some of the remaining barriers is the further development of research cultures in which data becomes an integral part of the scientific and scholarly evaluation system. The various initiatives that support data publications and citations are good examples of this. Institutions, however, can play a bigger role in facilitating such practices. Research institutions and scholarly societies can support researchers in producing and maintaining high quality data sets through training and education, as well as acknowledging researchers’ data management and review efforts in promotions and awards. Journals can promote and enforce data citation practices and incorporating data quality requirement in their editorial policies.

Other stakeholders have also begun to explore ways of ensuring the quality of data sets and repositories. Some journals contribute to quality assurances of research data by developing standards, methods and criteria for reviewing data effectively. They formulate requirements regarding, for instance, the documentation of data and incorporate such requirement in their editorial policies. Furthermore, in recent developments, increasingly more journals require that research data supporting their publications should be openly accessible. A recent example is the new PLOS policy, effective March 2014, which requires research data that supports publications to be openly available through an appropriate repository.\textsuperscript{146} The policy discusses the fact that research data should be recorded and deposited according to disciplinary standards, and provides to this end extensive references to discipline-specific bodies and links to their requirements for data documentation.

Data journals, publishing information on data acquisition, methods, processing of specific datasets and other data related issues, help to increase the standards for the quality of research data. They also help to establish good practices, such as referencing data and making them available through accredited repositories. Publishers in both STEM sciences and the social sciences and the humanities are increasingly turning towards developing this new kind of publication.\textsuperscript{147} Data papers, allowing researchers to publish their datasets as citable scientific publications, have become a way to give credit to researchers sharing their data.

Various libraries and data centres have experimented with new mechanisms to enhance data quality, for instance through providing researchers platforms to discuss data sets or offering tools for Altmetrics. Altmetrics is the study and use of scholarly impact measures based on activity in online tools and environments. According to the Altmetrics manifesto ‘altmetrics expands our view of what impact looks like, but also of what’s making the impact’.\textsuperscript{148} Recent developments include the partnership between Scopus and Altmetric.com whereby altmetrics data will be included alongside the traditional bibliometrics in the Scopus interface and the merger between Elsevier and Mendeley.\textsuperscript{149}

With regard to distributing responsibility, some institutions have taken the lead in explicitly addressing who is owner or steward of particular data sets and at what stage. University College London’s (UCL) Research Data Policy, for example, has highlighted the different lines of responsibility (data creators, UCL research data and network service executive,  
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director of UCL library service and UCL records manager, research information IT services group, vice provost and provost) in its data policy.\textsuperscript{150}

### 3.4 Conclusion

This Chapter looked at the issue of maintaining and evaluating the quality and integrity of research data. Ensuring the quality of research data is a prerequisite to achieving the promises of open access to research data. In many disciplines, formal and informal mechanisms are already in place to check the quality of research data produced. Research communities may perform several review processes, manually and automatically validating data at various stages in the data life cycle. Open access to digital research data often requires additional mechanisms, for instance, to ensure that data are re-usable and interpretable. Several stakeholders play an active role in these processes, including data repositories and centres, consortia, and publishers.

The above analysis shows that institutions have focused primarily on developing strategies to ensure the technical quality of data deposited (e.g. are the correct formats used, is the metadata complete, etc.). Less effort has gone into establishing review practice that focus on the scientific value of data, partly because it is a time consuming and difficult task. An important barrier that has to be overcome in order to move forward is the lack of incentives for researchers to engage in data review processes. Few institutions acknowledge the time and effort that these processes require. The Chapter also showed that long-term perspectives have yet to be further developed. Issues such as how to deal with increasing volumes of heterogeneous data or how to deal with data selection and retention have been less of a priority for many institutions. The distribution of responsibility between various stakeholders is also an area that requires further attention. Nevertheless, recent developments offer some promising solutions. Data journals; publishers implementing peer review processes and developing standards; methods and criteria for the review of research data; and the development of new mechanism to assist researchers in evaluating openly accessible data are some examples that contribute to the quality of open access research data.

\textsuperscript{150} Paul Ayris, “UCL Research Data Policy”, version 4.0, 2 August 2013.
4 EDUCATING AND TRAINING RESEARCHERS AND OTHER RELEVANT STAKEHOLDERS

One reason why unrestricted data sharing is still not the norm in most disciplines is that many researchers and other professionals lack the knowledge and skill to make their data publicly accessible or to use existing data sets. They may not know where to find the data they are looking for, or how to access and use the data. It requires considerable skill to do these things. A researcher would have to know how to work with various formats and software tools and how to efficiently search for the data they need. Researchers also need to become skilled in preparing their data for digital publishing and re-use. They have to know about mark-up languages, standards, metadata, storage possibilities, and other technical requirements. If they wish to add value to their own data, then they also have to learn how to link their datasets to other data sets and publications.

Besides researchers, other stakeholders need to develop and maintain their knowledge and skills to in order to make and keep research data openly accessible. The technical staff, (data) librarians and data scientists have to acquire technical skills and stay abreast of technological and policy developments to support researchers effectively in their data management activities. Moreover, professionals working with research data, as well as researchers, may encounter legal and ethical issues regarding open access that requires a certain expertise. Finally, the leadership and management of institutions have to stay up-to-data with policy and infrastructural developments in the area of open data to properly perform their role.

In order for open access to take root in more disciplines, institutions therefore must invest in education, training and skills development. Several reports and studies have underlined the need for the development of skills in data management and re-use and the role institutions have in this. LERU calls it a “key-enabler of open data”. The Royal Society holds that “principles of data management should be an integral part of the training of scientists in the future”. In one of its reports the Opportunities for Data Exchange (ODE) project argues, “Improving the skills and understanding of researchers in data management is essential. Training should begin in the institutions that train researchers, at the outset of postgraduate study at the latest, possibly even earlier”. These reports all point out that a solid education in data management will ensure the trustworthiness and usability of research data.

The reports also make clear that education and training are considered to be the responsibility of the various stakeholders: governments should set new policies for data management skills to be taught at university and secondary school level, funders should educate their grantees on data management and institutions, with the help of data centres, libraries and IT departments should provide training and educate their researchers and other staff on data
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Researchers should also serve as mentors to early investigators and students who are interested in pursuing data sciences. Even within institutions responsibilities are distributed. Providing training for open research data within universities, for example, is a team effort divided between IT departments educating researchers and librarians about the technical requirements for open research data; the library supporting data management and discovery; university departments and research groups developing new courses within postgraduate education as a core academic competency; faculty administration raising awareness; and data scientists collecting and making data ready for reuse.

Providing training for researchers and other stakeholders can be challenging. Different disciplines have their own methods, standards, repositories and data sharing norms that require different forms of training. Standardized educational programmes may not be sufficient even if they are targeted at particular disciplines. The various other stakeholders involved also have different training needs. Moreover, open research data is a new area in which policy and technological developments occur at a rapid pace. In the following section we will again look at some of the policies and strategies that institutions have developed to address some of the issues described.

**4.1 Policies and strategies**

In some disciplines, such as particle physics, genetics or social geography, digital data management training is already an integral part of the (post-graduate) curriculum, but for many disciplines this is a relatively new area. Disciplinary-focused training programs in data curation at universities are scarce. Universities, departments, research groups and research institutes are only just beginning to gain experience in providing the appropriate courses, workshops and tools to support researchers as well as librarians, information specialists and other staff in their data management activities. Important developments in this respect are the increasing number of training programmes and materials that data centres, libraries and research consortia offer researchers as well as the establishment of professional training programmes for data curators and information specialists.

The available training for data management and curation is mainly given by dedicated national bodies, libraries, information science schools or by data centers in the UK, The Netherlands and the in the US. The UK Digital Curation Centre (DCC) plays a leading role in offering training for practitioners in need of resources on data management. The DCC offers workshops in data management and also short intensive three-day courses or half-day courses for absolute beginners. The courses are structured around the DCC curation lifecycle model. They also offer information and a range of tools to help researchers prepare their data management plans. The Data Archiving and Networking Services (DANS) institute in
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the Netherlands provides various workshops, training courses and guest lectures for researchers and students in the humanities and social sciences at various Dutch universities and research institutions.\textsuperscript{161} In the US, organizations like the Inter-University Consortium for Political and Social Research (ICPSR), a unit of the Institute for Social Research at the University of Michigan, is also offering its members short courses on how to manage and curate research data.\textsuperscript{162} In Australia, ANDS has acquired considerable experience in providing support and training courses for researchers and students across all disciplines.\textsuperscript{163}

Libraries are also seen to be organisations well-suited to play a greater role in guiding researchers in their data management practices. Libraries have a long tradition of subject liaisons who work closely with researchers to understand their needs.\textsuperscript{164} In that capacity they could be the “last mile” of research data infrastructures – “the part of the network that will provide connections between the systems and the researchers, and ultimately, to new users of the data”.\textsuperscript{165} The Canadian Association of Research Libraries\textsuperscript{166} also sees an important opportunity for libraries in developing new and valuable services. Librarians can take on a role as data stewards for various stakeholders and especially for researchers. This can take several forms, including organizing conferences, passing out literature, develop courses, web tutorials, advocacy programs tailored for specific research communities.

Indeed, several libraries and digital libraries, such as the Edinburgh University Library or the California Digital library, have started to develop this new intermediary role. As liaisons, they help researchers deposit their data at the point of data creation. They advise about standards applicable to the needs and create curation plans for the whole life cycle of the data in compliance with funder mandates. They offer seminars and workshops or individual tuition to research- and professional staff.

Training for using data and data management also takes place within research consortia. A consortium may organize workshops to instruct participating researchers about how data needs to be stored and what formats to use, and how datasets can be accessed. Within the Health case study one of the partners in the EvA project organizes workshops about data management and the technical requirements of the project:

\textit{[W]hat we do is we provide training or try to create awareness in the sense that we have dedicated sessions on data knowledge management within the projects, a little bit depending on the importance of the issue that might go into the direction of a separate workshop, or it might be just a smaller part of standard workshops.}

(\textit{Interview 1, project manager at software company, health})
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Training is an integral part of the ATLAS experiment at CERN, and researchers are educated about how to work with the data as part of their general post-graduate training. Various tutorials and workshops are organized both centrally and by the local physics groups. One interviewee explains:

There are tutorials, which are organised centrally and distributed. The central tutorials provide information about the software framework. How to use it, how to plug in your own algorithmic code to do the analysis. How to move the data for the analysis. Also how to get to access to all the data of the experiment and do more complicated things. [...] Then different countries, each country tends to organise their tutorials in their own language. For their people, in addition, so people have a choice whether to take the global tutorial or a more specific one. And some physics analysis groups organise tutorials on their analysis tools. There are some very sophisticated statistical analysis tools which are now developed and used for some of the analysis, to check the statistical and systematic errors, cross correlate them to some different channels to compare simulated events and so on. Some physics groups organise some specific tutorials on this type of the very specialised software. Students that come in used to do a PhD for example will take probably a few months to get familiar with the whole environment.

(Interview 2, computing coordinator, Particle Physics).

He also notes that the experiment has been running since 2009 and start-up problems have mostly been solved.

Another target audience, besides researchers, for development of training programmes are librarians and information specialists. Institutions have recognized the need to invest in skill development of staff involved in research data services and several have taken first steps in this direction. In Europe, the recently established Research Data Netherlands, a collaboration between the 3TU data centre and DANS institute, provides a course for data supporters and information resources. In the UK the Digital Curation Centre (DCC) lists several courses in “data management and curation education and training”. Several UK and Swedish universities offer face-to-face or distance courses for librarians and other information specialists. In the US there were at least a dozen institutions teaching courses on data management and curation at ALA accredited library and information science (LIS) programs in 2012. There are more digital curation programs emerging and the trend is towards allowing open enrolment for scholars and professionals outside the library circuit using a pedagogic model based on a collaborative model of teaching between librarians, LIS educators, research faculty and data centre specialists. Yet, in 2012, only five Library and information science schools offered graduate certificates explicitly in data curation. All but one restricted its enrolment to LIS students.

As various reports and studies have pointed out, open access to research data generates a need for skilled data scientists. For example the US National Science Board observed that:

New jobs and areas of expertise are emerging in response to the evolving role of data in science and engineering, yet opportunities for education, training, and workforce
development are not fully recognized and supported. The proliferation of shared, interoperable data creates new computational and data-enabled science and engineering research opportunities that require the support of trained experts and researchers.\textsuperscript{170}

Data specialists are described as a cross between informaticians and librarians and are currently “often informatics trained scientists expert in the tools and processes of data management”.\textsuperscript{171} They have to be skilled in such things as migration of data, building ontologies, metadata production etc. Data scientists or curators can fulfil a role in collecting, describing and connecting data, as well as developing standards in collaboration with researchers and based on understanding the ontology of a domain\textsuperscript{172}. The Royal Society acknowledges that data scientists are crucial in supporting researchers and institutions with data management issues. As an example of this they refer to how the National Science Foundation in USA allocated funding for undergraduate training in complex data and encouraged universities to develop graduate programs in Big Data\textsuperscript{173}.

In their yearly review of top trends in academic libraries the Association of College & Research Libraries (ACRL) finds that increased focus on open data and data management is the new top trend. Therefore universities like North Carolina State and Stanford are rolling out graduate and certificate programs to prepare professionals for careers related to the analysis and manipulation of Big Data. This, in turn, will place new demands on the skill and training of library staff in the use of complex data\textsuperscript{174}.

4.2 \textbf{REMAINING BARRIERS AND CHALLENGES}

Institutions are giving increasingly more attention to education and training, as the previous section shows, but some barriers and challenges remain. We found during our case study interviews and the RECODE workshop that one significant problem that institutions face is that only a minority of researchers are interested in the data management courses offered, unless they are an integral part of their research activities. Another remaining barrier is the unclear distribution of responsibility. There is confusion about who is responsible for what, especially in academia, in part because the various institutions may not be sufficiently equipped to provide education and training. This is hampering the development of necessary training programmes for different professional players.

According to Halbert there is a “daunting array of barriers that hamper the prospects for effective research data management practices and programs”.\textsuperscript{175} One of the most striking barriers, according to him, is the lack of professional preparation. “Yet, almost no one within the academic community receives systematic professional training and certification in the
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management of research data. Still worse [...] virtually no one in academia perceives that they have a professional responsibility or mandate for research data management functions”.  

In so far as libraries have taken up the responsibility; they are not fully equipped to address all data management issues. As data stewards or liaisons, libraries are facing new roles and responsibilities in the current research and technology culture, but they will have to overcome the current skill gap. A survey by Cox and Pinfield of libraries in Higher Education Institutes in the UK revealed that library staff’s skill gaps were identified by respondents as one of the key barriers for fulfilling RDM obligations. The specific skills needed were data curation skills (mentioned by nearly 90%), technical IT skills and knowledge of research methods. About 40% also recognised the need for disciplinary knowledge. In earlier work, Auckland et al had identified the following skill gaps, based on a survey of library staff in the UK:
- Advising on preserving research outputs;
- Advising on data management and curation;
- Support complying with the various mandates of funders;
- Metadata advice and advocacy;
- Assisting locating sources of research funding;
- Developing metadata schema.

One of our case study interviewees with significant experience in developing and implementing open software and open data infrastructures argued that because of the significant skill gaps, in particular with regard to the technical aspects of data management, libraries can only fulfil certain aspects of data management support. The lack of sufficiently technically skilled staff to advise and educate researchers in how to digitally publish their data such that they can be easily found, interpreted and reused forms a barrier. She holds that there are important differences between open publications and open research data that are often overlooked.

Our library information management people, we force them to go out into the centres and to the labs and group and they discovered there is all this data, all different formats [...] These people are coming from a place where it is a book. I know it might be an electronic book. The metadata associated with a paper is like some key words, the author and things like that and it is in this particular journal but it is actually not that much you are interpreting by reading it. Whereas with data, you have to interpret it by knowing what the heading meant and calling it n1 n2 n3 doesn’t help. It is a different level and so that’s education.

(Interview 4, professor computer science, bioengineering)

She notes in this regard:

The idea of open access data just being treated as open access to papers is just a flawed argument. It is not true, data should be treated more like open access to software, it’s much more complicated. Much more evolving, much more multi-dependent kind of item. [...] Libraries have typically taken on board the research data management activity, as indeed has ours. I personally think that the libraries are not the people who can do it, these things are not a one size fit all.
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Another problem is making the connection between the relatively new and quickly evolving field of digital data management and the everyday practice or doing research. Cox and Pinfield point out that ‘while librarians’ information management skills may be relevant, it could be challenging to translate them to research data contexts (including metadata creation or good data housekeeping). They argue that it is like any area of specialist activity, complex and jargon ridden; there is a whole social world of organisations, projects, thought-leaders and key influencers, technologies, discourses, concepts and terminology that have to be mastered in order to be ‘taken seriously’. Another study showed that researchers are not familiar with terms like ‘digital curation’ and ‘digital repository’ and suspicious of policies that issue all sorts of requirements and mandates. They prefer advice that conveys a sense of purpose and assistance.

Further progress in the area of training and skill development is also hampered by the balance of power. Librarians introduce and administer the institutional repository and the idea about open access with a great knowledge about scholarly communication issues but since they do not bring any funding into the university the library is mostly perceived as a service based unit without much influence.

4.3 WORKING TOWARDS SOLUTIONS

Several institutions have taken initial steps to bring education and training in the area of open access and data management further. As illustrated above, training and skill development has become a priority in the push for open access and several initiatives have set out to address this challenge. In 2012 the EU-funded project Digital Curator Vocational Education Europe interviewed and made a survey targeting cultural heritage staff, librarians and researchers asking about the need for training in the field of digital preservation and curation. The survey showed that the training methods considered most suitable were small workshops a few days up to a week in length. The most pressing need for training was in digital preservation-specific and technical skills. Now the ongoing project Facilitate Open Science Training for European Research (FOSTER) will act on this knowledge and support different stakeholders in complying with the open access policies set out for Horizon 2020. It aims to strengthen training capacities, also in managing open data. The project will thus identify already existing contents and training activities that can be reused and repacked. It intends to offer workshops and training of trainers who can carry on further training and dissemination activities.

Besides the various initiatives to provide training by dedicated projects and organizations such as the FOSTER project and the DCC, good practices are emerging within universities. Brown and White describe how the University of Southampton, through collaboration with UK Research Data Service and involvement in projects like the Institutional Data
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Management Blueprint Project (IDMB), started to improve and formalize initiatives to support researchers at the university in managing their research data.\textsuperscript{183} The decision was made to take a bottom-up approach based on researchers needs and a top-down approach to design requirements for an institutional policy and infrastructure. The approach was to develop an understanding of different disciplinary needs, partnership and cooperation with the researchers and their workflow, implement simple and low cost technical solutions and applications and focus on training and support. Six objectives were formulated to blend policy and infrastructure with local disciplinary perspectives:

- “implement the draft institutional research data management policy with an associated one-stop-shop of web guidance and data management planning advice;”
- develop flexible support services and guidance for researchers extending across the research lifecycle;
- create and embed a range of training materials and workshops for postgraduates and early career researchers;
- enhance repository infrastructure to create comprehensive records of data outputs;
- scope options for storage and archiving including institutional structures, locally managed storage of small-scale outputs and a platform for sharing data;
- develop a suite of case studies to investigate multidisciplinary issues in depth including gathering granular evidence for cost analysis”\textsuperscript{184}

Brown and White found that “researchers were open to new practice as long as it was researcher led, integrated into research workflow, reflective of discipline distinctions and supported by advice and training. Clarity over policy and responsive service support were essential”\textsuperscript{185} It was also very important that the institutions at the university felt that they were in command of the investments and service support regarding data management without feeling compelled by a set of requirements. For data management planning service for researchers, a training programme was developed to engage with various groups from postgraduate researchers to senior scientists. Planning and realization of these courses, lectures, workshops and seminars were always done together with the researchers themselves. An evolving training programme for the services staff has also been designed and is under constant revision as the level of engagement by researchers and their expectations rise. Additional, automated and web tools have been developed for training purposes. For example automated tools to support minting of DataCite DOIs and web-based guidance to help interpret funders’ requirements. Finally, Brown and White consider the university policy on research data management the most important component of the project.

Another example is the Orbital project at the School of Engineering at the University of Lincoln, UK. The project has proposed a set of recommendations in support of further development of their research data management structure.\textsuperscript{186} The project underlines that researchers are very heterogeneous not only in terms of discipline, but also between individuals in the same team. It is, therefore, important to gain an understanding of the “culture” within any given set of researchers before considering how to influence their
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research data management behaviour. One of the recommendations is that for advocacy and training purposes interviews and surveys are developed to understand researcher requirements and behaviour. Such interviews and surveys should provide a basis for developing advocacy/training materials that will motivate researchers, as well as make them understand the obligations to institutions, funders and the public. Another recommendation is that guidance and advocacy materials concentrate on the academic benefits of research data management and institutional policies and that support material makes researchers aware of the importance of reflecting on appropriate research data management costs into funding bids.

Examples, such as these, show that development of training programmes and materials for open research data requires a top-down/bottom-up approach. Institutions should reach out to research communities to gain insights into the needs and practices of these communities, while such efforts need to be backed by clear institutional policies.

From our workshop in Riga it became clear that a focus on training alone might not be sufficient to persuade researchers to partake in training programmes on offer. A more successful strategy would be to concentrate on incentivising and enabling the open access practices and supporting researchers in making those happen. There is no reason to provide training if there is no demand for it. The focus should be on increasing the demand and, preferably, the need for training should emerge from the research culture itself. Physics, genetics, environmental sciences are ahead in managing open data because they have a culture and a history of working collaboratively and sharing data.

Research producing institutions can benefit from sharing experiences with other institutions that have already successfully implemented training programs. Similarly, libraries and data centres can benefit from collaborating in developing training programs for researchers and their own staff. Data centres tend to have considerable expertise in data management. Since 1976, CESSDA (Consortium of European Social Science Data Archives) has served as an informal umbrella organisation for the European national data archives. The CESSDA data archives and other similar subject data archives are in a good position to work with universities libraries and negotiate with archives on training. Libraries are generally institutions responsible for digital curation and preservation of print with a long experience of creating and applying metadata standards and retrieval services and with close contact with researchers, but their competence concerning research data still have to be proved. When the demand for provision of interoperable metadata, repository- and retrieval knowhow and training of researchers in data management starts to increase, researchers and data centres could also profit from library expertise in these areas\(^\text{187}\).

### 4.4 Conclusion

Open access to research data requires specific skills and knowledge that have to be developed and maintained. As the Chapter showed, several institutions have taken up the challenge of educating and training researchers, librarians, information and data scientists and other professionals, building on existing and emerging digital data management practices. Libraries, data repositories, data centres and dedicated organizations play and important part in offering workshop, training materials and other kinds of support.

Nevertheless, several barriers have yet to be overcome, including distributing responsibility between stakeholders, engaging researchers and bridging the skill gap in libraries and data centres. Moreover, data management and curation skills have to be better and more commonly embedded in post-graduate education and new curricula and professional qualifications have to be developed. All the different stakeholders with their organizations will need to cooperate, as the barriers are multiple and complex. Funders and policy makers should clearly mandate data management and also earmark funds for training, infrastructure, data curation projects etc. Professional associations have to reflect on instigating new opportunities for training of professionals. Librarians, IT-specialists and research office staff from the universities need to collaborate with archivists and curators from data centres and vice versa. Finally, researchers must find new priorities regarding the importance of data management and need to find ways of recognising data management in appointment and promotion policies.
5 CREATING AWARENESS

A key issue for institutions in making data openly accessible is motivating researchers to publish and share their data. Many repositories, created to encourage open access publications as well as data sharing, remain largely empty. Borgman points out that despite significant investments in and the promotion of data sharing, the “dirty little secret” is that not much sharing may be taking place. Relatively few studies, she notes, show consistent data release and data sharing seems to be concentrated in a few fields. “[L]ittle research data is circulated beyond the research teams that produce them, and few requests are made for these data”. Studies indicate that researchers are reluctant to share their data because they have various concerns ranging from being scooped to not being able to protect the privacy of their research subjects.

As we have seen in previous RECODE reports, some of the concerns researchers have about sharing data are based on a partial understanding of what open access entails and what the possibilities and risks are, because technical skills and knowledge are lacking or because there are few good examples available. For many disciplines it is a new development and there is limited experience to draw from when considering the advantages and disadvantages of making data openly available. One case study interviewee described it as follows:

Other than those early adopters, I think you have a lot of people who are concerned for various reasons about the open access movement, so they're worried that they're going to get scooped. They're worried that they're going to lose some sort of rights or privileges that come with collecting data. They are resistant to having to learn how to use new tools that make open data and reproducibility easier. They generally kind of just have their process and they feel like they're tested already in terms of their time and their commitment and they don’t really want to add this to the list of things that they have to worry about.

(Interview 4, data curation specialist, archaeology)

She points out, though, that the willingness and the interest to open research data varies per discipline:

And so that varies a lot depending on the discipline that you're in. Some of the disciplines generate tons and terabytes of data all from one instrument. Well sure, you might as well share it. I mean there's tons of it. But if you're talking about penguin counts in the Antarctic, then it's like, 'Well, that was a pretty hard data set to collect. You really want to make that available right away? Maybe not.'

(Ibid.)

Another problem is the current lack of incentives for researchers in most disciplines to learn about openly sharing their data. Although in some disciplines researchers are rewarded for the effort they put into generating and maintaining data sets and making them available, this is not common practice in most disciplines. Researchers in these disciplines thus have few reasons to inform themselves about the possibilities of open research data.
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Awareness about what open access to research data entails and what the possibilities and limitations is not just low amongst researchers; institutions too are not always up to date on what open access can bring. As we have seen in previous chapters, not all funding bodies, research institutes, research-producing organizations, publishers, etc. have taken steps to enable more open access to research data. An issue that adds to the difficulty of creating more awareness amongst these institutions is that they each have their own interests and viewpoints, which means that a one size fits all strategy is hard to find.

Creating awareness about open research also pertains to making institutions aware of all the activities necessary to make data findable, re-usable and interpretable. Open access is not just about storage of data, as we have seen. One of our respondents, with extensive experience in developing data sharing tools and open software, expressed concern that institutions are unaware of what open access really entails:

*What they haven’t grasped, you could be having data that isn’t [University] data because of doing joint work. Doing collaborative work, we’re working across institutional and national borders, and that completely freaks them out. [...] Another thing they are struggling with is the notion of you may be storing your data in an offsite community repository. [...] We have got the idea of the data management planning tool that we have produced at [the University], you have to say which database it is going into. And this is a drop down list, well there are roughly 2500 of these in biology alone, how are we going to...drop down list, not really going to crack it. [...] And then the third thing is this whole notion of cataloguing [...] They kind of grasped the idea there might be DOIs for [the University] data but the fact there maybe DOI for somebody else’s data that you are holding because you are part of a joint project... big freak out. Then the idea that these DOIs, you will have to have access, other people will have to access these things. It is a bit like an old fashioned, we just put in a shelf and we will admire it kind of approach to the data management.*

(Interview 4, Professor Computer Science, bioengineering)

She points out that there is also a lack of awareness on the level of management in terms of resourcing:

*They really have not grasped the resourcing I would say in our university anyway the resourcing is an inverted pyramid, loads and loads of people on committees over sighting and one and a half people and a dog to actually implement everything and get services out. So I think they haven’t realised the scale of the activity and it is quite complicated, and the people who are at the heart of it are good people but they are just overwhelmed at the moment, by just what is going on.*

(Ibid.)

The challenge in creating awareness is thus getting all the different stakeholders at all levels in the institutions, including researchers, information specialists, and management, to learn about and reflect on open access and what it entails.

### 5.1 Policies and strategies

Various institutions have developed advocacy policies and strategies aimed at making researchers aware of the possibilities of open access and to encourage changes in research cultures. Although there are only a few, institutional data management policies and funding
mandates are probably the most forceful strategies to promote open access amongst researchers. One of the first universities in the UK to adopt a data management policy was the University of Edinburgh. Its approach in developing the policy was not to mandate open access, but to encourage the sharing and publication of data, by offering researchers the appropriate support and infrastructure. It integrated all research services into one department of Information Services, which include classical library functions but also divisions like IT-infrastructures, Digital Curation Center, the JISC-designated national data centre (EDINA) and the Data Library. The development of a Research Data Management Roadmap by the Information Services has resulted in investments into data storage and data management. The roadmap is an ongoing activity with an incremental approach where promotion, advocacy and training are integral. In contrast, the University College of London (UCL) research data policy does explicitly push for open access as default. An important aspect of the UCL research data policy is that it ascribes clear responsibilities to student researchers, researchers, Research Data and Network Services department, Library Services and Provosts. The UCL Library Services, for example, are responsible for providing guidance and advocacy for research data management, data deposition and related metadata description. In doing so, UCL aims to make data management legitimate and transparent.

Institutions have also used a variety of other strategies to encourage open access, ranging from distributing leaflets and brochures, to organizing workshops and pilot projects. Some university libraries have been particularly active in trying to engage researchers and departments. One of the digital libraries in our case studies, for instance, considers outreach and supporting campus libraries part of its responsibility, as one respondent mentioned:

THE [digital library] at large and my group in particular really tries to help the campus librarians with their outreach and communication of these things. So we provide not only the tools and services, but we provide slide decks and webinars and posters and flyers and postcards and things that they can use within their community to really push out some of these topics to the researchers that they interact with every day.

(Interview 4, data curation specialist, Archaeology)

Nevertheless creating awareness had not been a priority for most institutions. Funding bodies policies about research data, such as those from the Wellcome Trust and The Royal Society, will sometimes bring up the need for training but seldom mention advocacy or awareness. An exception is the League of European Research Universities (LERU). In its roadmap for research data it dedicates a full chapter to advocacy. LERU considers it to be a very important tool to promote the benefits of open data and make the shift towards a culture of open access happen. It argues that advocacy can equip funders and decision makers with good arguments for making research data open, such as transparency and validity of research results. Moreover, it recommends that advocacy of open research data should take place at every level within research universities. Most important here is that the institutional
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leadership agrees wholeheartedly on support for open data. In order to gain this support the senior management and all the appropriate stakeholders such as faculties, library and IT services, the research office and other support departments are to be informed about open research data. The overarching recommendations LERU gives its members concerning advocacy is that they should:

- Engage at an international level to build and collect evidence and advocate for the value of open access to research data;
- Foster a debate amongst stakeholders and disciplines around data sharing;
- Develop and clearly articulate incentives for researchers to make their data open;
- Promote best practice in data management, citation and interoperability to increase the visibility of data;
- Develop formal policies for promoting and rewarding those generating and sharing data of use to the scientific community.

Most institutions engage now and then in the enabling function either through providing training or creating awareness, but out of the many stakeholders there are some service providers and non-profit organizations behind them, that play a key role in creating awareness. Organizations like COAR, EUDAT, LIBER, RDA, KE and many more are advocating and informing researchers and institutions about the importance of open data management and they are a resource for libraries that are about to start data curation schemes. The Open Access Directory has listed about 200 organizations that make OA advocacy a significant part of their mission. Quite a few of these are also focusing on open data. Some are calling for a proactive attitude for responsible data planning and support, suggesting that university libraries initiate discussions within the university to make this happen. Service providers and the non-profits behind them also play a key role in creating awareness. These service providers, such as SherpaRomeo, DOAJ, SPARC, OAPEN, Registry of Research Data Repositories, DPC EIFL, and Dryad, maintain training and advocacy infrastructures and in so doing give access to training material, reference services, advocacy arguments etc. for all other stakeholders who engage in training or advocacy activities.

Several strategies have been developed to address some of the concerns about data sharing. Many data sharing initiatives, for example, allow for embargoes that allow authors to develop their publications and data and by doing so avoid the fears of unfair competition. Datasets can be considered citable entities and publishers and repositories are increasingly providing citable links and identifiers to datasets.

5.2 REMAINING BARRIERS AND CHALLENGES

The barriers for advocacy for open data are much the same as those mentioned above for training programs. There is generally a lack of incentives and recognition for sharing data, which makes it more difficult to interest researchers and research communities to invest in learning about the opportunities open research data offer. The pervasive perception that
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sharing data is technically difficult and very time consuming adds to this barrier. Similarly, enabling open research data is one of many priorities for institutions’ staff and it might not align well with other priorities.

Disciplinary fragmentation continues to present a challenge. Some disciplines are harder to reach than others. As open access still has some way to go in ‘easier’ disciplines, such as astronomy and genetics, disciplines in which outreach activities prove to be more difficult, such as the humanities, receive less attention in various promotion and education initiatives. A case study respondent, actively involved in creating awareness about open research data notes:

*Well, the humanities is an interesting one because I found that as a researcher, a scientist coming in to the library community, this is something every librarian really likes to talk about and bring out, is digital humanities. It's kind of the go-to thing. Well, what about the digital humanities? So to me as a researcher, that's a really complicated problem. We have a lot of nuances that we can't even solve the easy problems yet, so I'm not excited about us jumping in to solve the hard problems. And so one specific...? No, we're kind of basically going for, I mean I think that in terms of the things we think about [...] is we think about things in terms of the long tail, so the little data sets that maybe don't have a good spot, that are individual researchers - I mean the large majority of researchers at the [University] at large fall into that category. And so if we can meet those needs first and then start thinking about the more specific groups, then that would be great.*

(Interview 4, digital curation specialist, archaeology)

There is a need for information provision that should be targeted and tailored to the specific disciplines in the fragmented science landscape.

Challenges also remain in creating awareness amongst and within institutions, even amongst those enthusiastic about and advocating open access. Taking steps towards providing open access to research data often requires a change in culture within institutions as well. Yet, those advocating more open access should take into account that changing research cultures and reward systems can take some time. In some disciplines, such as particle physics, data management is already rewarded. However, opening the data for a wider public would undermine current reward systems, as one of our respondents noted:

*Now, clearly, there is a mood amongst governments and funding agencies that takes a more open view of the data and we're not unaware of that, but what we can't do is an immediate transition that says, 'We take the data and then anybody that likes can suddenly analyse this stuff' because that would completely undermine the vast amounts of effort that are required by the people who analyse the data to collect the data and to maintain the detector and to upgrade the detector. So there is not a distinction between facilities operators and the physicists, the scientists that are accessing the data. There is a reward system that is built in.*

(Interview 3, physicists involved with ATLAS data preservation, particle physics)
5.3 WORKING TOWARDS SOLUTIONS

Data citation and data papers are emerging solutions to some of the concerns about data sharing. A case study respondent pointed out that a joint effort has to be made to create incentives for researchers to open their data:

So how do we make this happen? And I think education is an important aspect and funding is an important aspect, but the question is also which groups need to provide what kind of framework to make this happen? And I think so funders is one group, but if we don’t come up with a good way of recognising the importance of the data sharing and making it available, that has an impact on career planning, then it will be extremely difficult, regardless of the amount of education that’s pouring into it because I mean the priority for a researcher is to have a position that they can work from and it’s the impact factor of your publication ensures that and the data access does not ensure it.

(Interview 1, project manager at software company, health)

As mentioned before, funders, journals and their publishers can play an important role in providing incentives for data sharing. In the words of one respondent:

Journals aren’t famous for actually following up on their mandates but there are two pressure points for all academics, publishing and money. Money going in and fame coming out. Those are the only points of any kind of influence over their behaviour. If you are going to do an intervention you have to do it with those two points really. Because those are the things that count toward their promotion and their progress.

(Interview 4, professor computer science, bioengineering).

A major task in creating awareness will be to focus and mobilize the energy of particularly open access advocacy organizations that are pushing the frontiers of open data management so that they are meeting the needs of different stakeholders. Besides raising awareness among researchers, there is also a need for policy makers of funding organizations to be ahead, or at least abreast, of the organizations they are funding, when it comes to developing policy and engaging in discussions about open research data. Another interesting and important target to raise awareness about open research data are the professional organizations. They need to hear from their members what open access to research data could work for their particular field and start issuing their own policies.

5.4 CONCLUSION

In this Chapter we looked at some of the initiatives that institutions have taken to create awareness about open access to research data within their own organization and among research communities. Libraries, in particular, often consider it their responsibility to encourage researchers and university departments to make their data openly accessible. In addition, there are a number of professional organisations that play an active role in creating more awareness about open access.

Yet, our review of the literature and the feedback during the interviews also indicate that creating awareness is not a priority in many institutions. Moreover, top-down approaches and advocacy may have adverse effects and it can be difficult to reach particular stakeholders. Different stakeholders have different needs and interests, which require tailored approaches
to creating awareness about the possibilities and limitations of open research data in their particular area. Another key barrier is the lack of incentives for researchers and institutions to take an interest in open research data.

An important first step in addressing these issues it to create incentives for researchers and institutions to embrace open research data, by for example issuing data management mandates as well as establishing rewards and professional recognition for publishing, maintaining and using open research data. In addition, institutions will have to work together to create an environment in which the various stakeholders can discuss what open access to research data should look like and what that would entail for them.
6 CONCLUSION AND RECOMMENDATIONS

Institutions, such as universities, libraries, data centres, publishers, professional associations and funding bodies, play an important role in making open research data possible. They support researchers, provide infrastructure and funding, and set guidelines. In this report we have been concerned with the policies and strategies that these kinds of institutions have developed to enable open research data and with the challenges they face.

Open access to research data offers many benefits, but the analysis in this deliverable shows that there remain some challenges to overcome in order to realize them. Although in the long-term open access may bring significant cost savings, it also generates considerable costs in the short-term. Open access requires significant and continuous effort to make sure that data can be found, interpreted, evaluated and used. Evaluating and maintaining the quality of data, both in terms of bits and bytes as well as scientific value, requires considerable work and significant changes in organizational and cultural practices. Peer review strategies have to be developed; data citation practices have to be actively encouraged and made part of institutional evaluation and reward systems. Another challenge is the relatively low level of data management skills and awareness about the opportunities and limitations of open research data both within institutions and within many research communities. Yet, providing training to and creating awareness among researchers and other stakeholders is difficult because of the significant fragmentation within and between research communities and the rapid pace of technological developments.

We can make several observations based on the analysis in the previous Chapters that cut across the various challenges. The first observation is that, although open research data is a common practice in some research communities, in many other fields developments towards more open research cultures are still in the early stages. Current efforts to stimulate open access to research data focus in particular on supporting and motivating the early adopters among researchers and institutions to open up their data, by providing funding, infrastructure and data management services as well as developing policies and issuing mandates. Various promising initiatives have achieved significant successes in achieving this. Institutions have developed and offer a range of data services, often in collaboration with other institutions, and are learning as they go along. As the previous Chapters show, various reports and studies provide good starting points, guidelines and examples for the initial steps that institutions can take.

Yet, solving the harder problems, such as funding long-term preservation of data, evaluating the scientific quality of data or getting the more reluctant researchers to experiment with open access is put on hold. For such problems institutions have few reports or good practices to draw on. Although there are some good examples in a select set of disciplines, such as bioengineering and astronomy, successful practices in one discipline may not translate well to other disciplines. A more diverse set of discipline-specific as well as overarching examples and good practices are needed. Moreover, there is a lack of appropriate cost models to help institutions plan for future open access and data management needs. It is not clear for many institutions what kinds of investments are needed to develop, maintain and effectively use open data infrastructures.

The early stage developments also mean that various institutions gain new roles and responsibilities, as they begin to offer data services, establish infrastructures and issue policies. Whereas researchers in many disciplines used to be responsible for their data, even
after their projects were finished, this responsibility is now partly delegated to data centres and repositories. In developing data management policies and services, institutions will have to consider how to give shape to these responsibilities.

The analysis in this report also shows that in terms of financial resources, knowledge and expertise, institutions will have a hard time addressing some of the challenges on their own. They will have to engage in collaborative efforts to develop data repositories, data management services, training programmes, etc. Libraries will have to work with data centres and other libraries to offer long-term preservation of and access to research data as well as skill development programmes. Universities, research institutes, and funding bodies will have to participate in international collaborations, overcoming their tendency to hold on to their research data.

Another observation pertains to the value and role of data management in scientific practices. The awareness about open research data and the incentives to make data open will increase when research communities start valuing data produced as much as they value publications, and when research institutions, universities, funding bodies and scholarly societies start evaluating and rewarding researchers and research groups based on their data management efforts. As various reports have pointed out, stimulating the recognition and acknowledgement of the value of sound data practices is an important step towards more open research communities. Efforts to, for instance, encourage and further develop data citation practices, by issuing persistent identifiers, developing and using citation standards, and supporting peer review, can contribute considerably to resolving the challenges described in this report. Moreover, the growing number of mandates that require open access to data, in this regard, provide a strong incentive for researchers and institutions to publish their data: funding grants are increasingly conditional on DMPs and the availability of research data; the number of journals that will not accept an article unless the data are accessible in certified repositories is growing; and progressively more governments are demanding that public funded data is openly available to the public. However, in order for these mandates to be effective institutions need to ensure compliance to mandates and stimulate the evaluation of DMPs and open research data. While various governments and institutions have been busy developing policies and mandates, little attention has so far been paid to how and when DMPs and open research data are to be evaluated.

The final observation is that a primarily top-down and centralized move towards open research data will only be effective to a certain extent. In order to have a vibrant open research ecosystem, institutions will have to acknowledge disciplinary heterogeneity and autonomy. Research communities will have to get some room to specify their own terms and conditions for open research data and experiment with various approaches. Some of our case study respondents also noted that there might be a generational dimension to the developments as well. As young researchers, more comfortable with new technologies, come into the field, open access to research data may become less of a problem.

### 6.1 Recommendations

Taking the above observations into account and based on the feedback we have received during the fourth RECODE workshop, we make the following preliminary recommendations. These recommendations are intended as input to be further discussed in the framework of RECODE WP5, which, based on the findings of the other work packages, will develop a set of good practice policy guidelines targeted at significant stakeholders and key policy makers.
Where possible, institute data management mandates and policies with open research data as the default and clear lines of responsibility, while ensuring that the required resources are available.

• Funding bodies and research councils have a particular responsibility in addressing the funding challenges. Mandating open access comes with a responsibility to make sure that there is funding available that will allow researchers and institutions to adhere appropriately to the mandates.
• Both funding bodies and research institutes should ensure that they have enough resources to evaluate compliance with mandates.
• The distribution of responsibilities in the data management process is not always clear, or is still being negotiated. This causes confusion and a risk of slowing down the efficiency and speed of the curating processes. Data policies provide a good basis to explicitly assign responsibilities and appropriate resources.

Stimulate and ensure compliance with mandates and policies and make data practices part of the evaluation and reward systems

• Funding and research institutions can play a significant role in changing research cultures to be more supportive of data sharing and open research data, by recognizing the value of proper data management in the evaluation of researchers and their work. In order to do so, they will have to ensure compliance to mandates and policies not only amongst researchers, but also amongst their own staff and reviewers.
• Scholarly societies can issues guidelines and facilitate discussions within research communities about standards and good practices.
• Publishers can instruct and support reviewers and editorial boards to pay more attention to the evaluation and proper citation of data sets.
• Professional associations can give attention to and support good practices within their communities. For example, they can create awards for good data management and inform their members about good practices with regard to open research data.
• Institutions and libraries can provide advice and support for compliance with funder mandates and templates for data management plans.

Create incentives for researchers to publish their data and make use of available open research data.

• Institutions can encourage researchers to publish their data by developing mechanisms that, besides academic publications, also recognise and reward data management, data sharing and reuse as valuable scientific output. For example, they can further develop career progression paths for data scientists; institute prizes and awards for good data management practices or develop tools for data citation and metrics (see the above recommendation).
• Institutional advocates for open data, such as libraries, can collect and promote examples of data reuse in various disciplines.
• Funders can create incentives for publishing research data and data reuse by instituting mandates or offering funding opportunities for research projects that actively reuse data.

Create room for innovative ideas and bottom-up initiatives to further develop data management services and sustainable business models

• In order to engage more researchers in the move towards more open research ecosystems and ensure that research data are not only available, but also reusable and interpretable, funding bodies and research institutes should encourage research communities to develop their own standards, norms, data repositories and best practices. From our research and the previous RECODE deliverables it is clear that there is no one size fits all solutions for data curation. What data are, how they relate to other research products and how they should be made accessible differs between and within disciplines. Funding and research institutions should therefore enable research communities to transition to open access on their own terms, taking into account the peculiarities of their field of research and research culture, by providing funding for bottom-up data management initiatives and allowing for alternative solutions in mandates and policies.

• Funding smaller scale open access initiatives also allows for creative and innovative solutions in the development of sustainable business models.

• Creating room for bottom-up initiatives also entails that research institutes and scholarly societies should collaborate with research communities in developing data management policies and services. This can also contribute to engaging the more reluctant research communities.

• Libraries and data centres can facilitate bottom-up initiatives by offering data services, where possible, developed in collaboration with or targeted at particular research communities and informing them about alternative data curation possibilities when the data management needs of researchers are too specific.

Start planning for long-term preservation and curation of open research data

• Funding bodies and research institutes should develop policies on long-term preservation of data in interaction with research communities. They should clarify responsibilities between the various institutions and between institutions and researchers. Data preservation policies should also address selection and retention of data as well as long-term funding.

• Research institutes and funding bodies can make their researchers aware of the requirements for long-term data storage by requiring a sustainability plan to be part of the DMP. Researchers should explain how they or particular institutions would curate the data and for how long as well as indicate how much this will cost.

• There is a need for well-developed and specific cost-models. Research institutions, including research producing institutions and higher education institutions, can benefit from developing and sharing cost models. Such models should take into account the various differences between kinds of data and research communities.
Pursue collaborations between and within institutions

- Several good examples exist of institutions working together to achieve efficiencies of scale, such as libraries working together in developing and providing data management training programmes or data centres working with libraries to provide data services and support for researchers. Institutions can benefit from studying such federated and distributed data management networks.
- Funding bodies should promote and encourage collaborations between institutions that aim to provide open access to research data. This includes collaborations that strive to give access to both research data as well as public sector data.
- Institutional repositories and data centres may find cost savings in collaborating with publishers and companies in providing data services, but they should make sure that they are able to fulfil their obligations, such as long-term preservation of data.

Develop strategies that support the evaluation of the quality of data and data repositories both in terms of technical quality as well as scientific value.

- Various institutions can play a role in promoting, enabling and supporting the development of practices that contribute to enhancing the quality of research data. Established practices of other scientific publications, including editorial quality control, independent peer review, standard citation of data sets, citation tracking, permanent archiving and use of other metrics, provide good examples to draw on in developing these practices. Yet, as our research shows the wide variety of data and definitions of data quality require specifically targeted strategies that have yet to be developed. Institutions, such as libraries, scholarly societies, data centres, consortia and publishers, can take the lead here.
- Institutional repositories, data centres and data publishers have a responsibility in ensuring the quality of metadata, file readability and adherence to standards, the development of policies for long-term access and re-use of data. To fulfil this responsibility they have a range of strategies to use, including automating part of the ingestion and quality control process, offering support for research in preparing their data, manual quality assurance, etc.
- In addition to evaluating the technical quality of research (meta)data, these institutions can further shape and expand their new role in the research data ecosystem by providing support to research communities in developing strategies evaluating the scientific quality of data. They could, for instance, provide online platforms for research communities to discuss and rate data sets or link data to scientific publications.
- Data centres and libraries with data repositories should also develop policies for the selection and retention of data, preferably in interaction with research communities. As more data sets become public, these institutions will have to start making decisions about what data should be kept and what data can be discarded.
- Publishers also have a role to play in ascertaining data quality by promoting research data peer review for data accompanying publications, developing policies requiring the deposit
of research data in certified repositories and further developing the market for data journals.

Create environments that stimulate open access and provide support and training for researchers and other relevant staff in their specific practices

- As researchers can be regarded as professionals and experts in their respective fields of research, it may prove more effective to offer them data management support tailored to their specific practices or needs, than to offer them general data management training courses. Funding agencies should therefore encourage the establishment of national centers of expertise in research data management, where researchers can ask for help in data management. Researchers prefer to contact experts rather than engage in training themselves. The focus of research institutes should be on the postgraduate community. Our literature review reveals that young scientists are the most open to advocacy and training efforts. They are also often involved in creating data sets.
- Funding agencies, research councils and higher education institutes should encourage the establishment of research data management programs for librarians and data scientists. In the US library schools have been provided government money for training librarians. Because of this US libraries are ahead the rest of the world when it comes to management of open data. Certificates and programs are targeted at library staff. Courses are both one-semester courses and full programs.
- Funding agencies, research councils and higher education institutes should also encourage the creation of shorter vocational courses on data curation and preservation and data management for library staff, researchers, project office staff and publishers. There is a massive need to upgrade the skills of all staff dealing with making open research data available. Short courses and distance training is a good way to prepare staff for managing data using available resources, but, ultimately, the development of the required skills should be a central part of professional training programmes.
- Institutions should encourage the exchange of community skills especially between libraries and data centres. Data management practices cross several professional borders. Cooperation between different specialties as well as clear definitions of responsibilities are helpful making the management process smoother.
- Publishers can act as gatekeepers for making data available but need training in order to supply data to their publications in a useful way.
- Encourage funding and supporting service providers like Sherpa Romeo, re3data.org registry, SPARC, University of Edinburgh’s research data management training tool “Mantra” etc. These resources are vital to the training and advocacy infrastructure of open access both to publications and to research data, providing institutions with tools that enable efficient advocacy and training.
- If researchers are encouraged through their usual channels (professional associations, senior colleagues, reviewers, funding mandates, journals) to share data there is a greater probability that they will do this. Such gatekeepers could be positively influenced to recommend good data management practices by being convinced of open data benefits. This will result in increased demand for training.