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Abstract—Cognitive Radio networks allow the unlicensed users
to share the available spectrum opportunities. However, this
demands for solving the problem of contention among multiple
unlicensed user packets for transmission. In our paper, we
consider the Opportunistic Spectrum Access model for packet
transmission between two unlicensed users. We suggest a priority
scheme for a unlicensed user to concurrently transmit different
types of packets. Our scheme reserves a fixed number of queueing
places in the buffer for the prioritized packets. We study the
transmission performance under both the priority scheme and
imperfect spectrum sensing, with respect to the blocking proba-
bilities, average transmission delay and transmission throughput
of unlicensed users packets. The Markov chain based numerical
analysis is validated by simulation experiments. Our results show
that the suggested priority scheme is able to enhance transmission
throughput of unlicensed users packets, together with significant
decreased average transmission delay and minor decreased total
transmission throughput.

Index Terms—Cognitive radio, opportunistic spectrum access,
priority scheme, Markov chain.

I. INTRODUCTION

” The rapid growth of wireless services and applications
raises the need of efficient utilization of the frequency spec-
trum. To meet this requirement, an attractive framework
“Cognitive Radio (CR) networks” has been advanced [1],
[2]. Generally, CR is an intelligent communication entity that
is capable of autonomous adaptation to radio environment
changes. An existing approach to implement CR networks
is the Opportunistic Spectrum Access (OSA) model [3]. In
OSA model, the licensed spectrum bands (i.e., channels)
are authorized to Primary Users (PUs). When a channel is
not occupied by PUs (known as a spectrum opportunity), it
becomes available for temporal use by unlicensed users, the
so-called Secondary Users (SUs).

In OSA based CR networks, SUs need to identify and access
the spatio-temporally available channels. The identification can
be done by either spectrum sensing or by database based
solutions [4], [5]. Once the available channels are obtained,
SUs can use them for packet transmission with respect to cog-
nitive Media Access Control (MAC) protocols [3]. Naturally,
a SU may transmit different types of packets to a receiver, e.g,
another SU. Each packet type is generated from a particular
higher layer application. Multiple applications have various
performance requirements of the packet transmission. For
instance, real-time traffic (e.g., voice streaming) may need the
guarantee of low transmission delay rather than non real-time

traffic. Ultimately, the motivation comes down to providing
different transmission priorities to different types of packets.

The problem of prioritized transmission of SUs in OSA
based CR networks has been recently studied. In [6], SU calls
(i.e., packet transmission) are categorized into two classes
with low-priory and high-priority, respectively. The goal is
to accommodate more high-priority SU calls when spectrum
handoff occurs1. In [7], the mobility behavior of SUs in CR
cellular networks is considered. Further, the SU calls handed
over from neighboring cells to a particular local cell are given
higher priority to the SU calls originated within this local
cell. However, these studies are based on the assumption that
the spectrum sensing is perfect, meaning there is no error in
sensing results. Due to various factors (like, e.g., limitations on
hardware and sensing duration), the perfect spectrum sensing
is not practical in the realistic implementation of CR networks.

In this paper, we focus on the one-hop based packet trans-
mission from a SU transmitter to a SU receiver by sharing
a licensed channel with PUs. The transmitted packets consist
of multiple types, which are assigned different transmission
priorities. Based on this, we suggest a priority scheme for
packet transmission at SU transmitter side, and also take
into consideration the imperfect spectrum sensing. To the
best of knowledge, there has been little investigation so far
on prioritized cognitive spectrum access in the presence of
imperfect sensing. Further, we develop a two-stage parallel
server, i.e., M/H2/1, based queuing model to study the SU’s
transmission performance.

The rest of the paper is organized as follows. Section II
describes the modeled network architecture and prioritization
schemes for multiple types of packets. The queueing model
is built up in Section III, together with the corresponding
performance analysis. The numerical and simulation results
are discussed in Section IV. Finally, we conclude the paper in
Section V.

II. SYSTEM MODEL

A. Network Architecture

We consider an one-hop based ad-hoc CR network with a
single channel and two SUs, as shown in Fig. 1. The channel
is denoted as c and it is licensed to PUs. Two SUs are denoted

1By spectrum handoff, we mean the switching of packets transmission in
different available channels due to the channel occupancy by PUs
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Fig. 1. One-hop based packet transmission between two SUs.

as ss and sd, and they can opportunistically access the channel
c when it is not used by PUs.

The PU activity in channel c is assumed to use a time-
slotted basis. The length of every slot identically equals δ
in time domain. In every slot, the PU is either present or
absent in channel c during the whole slot duration. The channel
occupancy by the PU is assumed to follow a two-state busy-
free Markov process. The state busy means the event that the
channel c is occupied by the PU for one or more consecutive
slots. Similarly, state free means the event that there is no
PU in channel c for one or more consecutive slots. The time
periods of the two states busy and free are integer times of δ.
They are assumed to be exponentially distributed with mean
values 1/α and 1/β, respectively.

Two SUs ss and sd are assumed to be able to perceive
the radio signals from each other. We further assume that they
take roles as radio transmitter and receiver, respectively. When
channel c is free (i.e., not used by PUs), the SU ss transmits
packets to SU sd. The activity of two SUs is assumed to be
synchronized with PUs. Meaning, packet transmission of SU
ss operates in a time-slotted basis, which has an uniform slot
length δ same with PUs. Each SU slot consists of two phases:
spectrum sensing and packet transmission. During the first
phase, SU ss performs the spectrum sensing on channel c.
If channel c is sensed to be free, SU ss transmits a packet
during the second phase. A successful transmission can be
acknowledged by SU sd at the end of the slot.

Due to sensing-duration limitation, the spectrum sensing
may be imperfect in terms of overlook error and misidenti-
fication error. Overlook means that a free channel is sensed
to be busy, while misidentification means that a busy channel
is sensed to be free. Since a successful transmission occurs
only during the time period when the channel c is free2, only
the overlook error is considered in our paper. To simplify the
analysis, the durations of both spectrum sensing and receiving
acknowledgment message are assumed to be zero. Further, we
let ε denote the occurrence probability of an overlook error,
where ε ∈ (0, 1.0).

B. Transmission Prioritization

The packets transmitted by SU ss are assumed to be cate-
gorized into M different types. Let Tm denote the mth type
of packets. The transmission priority of type Tm packets is
higher than the type Tm+1 packets, where m = 1, 2, ...,M−1.

2If SU ss transmits a packet under the misidentification error, the packet
transmission collides with PUs. Thus, SU ss experiences unsuccessful trans-
mission by missing acknowledgment message from SU sd.
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Fig. 2. Different numbers, i.e., the set {hm|m = 1, 2, ...,M}, of queueing
places are reserved for different types of SU packets. The element values of
this set are constrained by (hm|m 6= M) ∈ (0, L), hM = 0 and 0 <∑M−1

m=1 hm < L, where L is the buffer size.

Furthermore, the arrivals of these M types of packets are
assumed to independently follow Poisson processes with mean
rates λ1, λ2, ..., λM , for type T1, T2, .., TM , respectively.

As hardware limitation, SU ss is assumed to be equipped
with a finite buffer. The goal is to queue the newly arrived
packets (of different types) when SU ss is transmitting a
packet. The buffer length is denoted as L, indicating the
maximum number of idle queueing places when the buffer is
empty. Each queueing place can only be used by one packet
at a time.

Based on the finite buffer assumption, the priority scheme
for M types of packets is depicted in Fig. 2, together with
descriptions as follows:
• Compared with the type Tm+1 packets, a fixed number,
hm, of queueing places are reserved for the type Tm
packets. If hm > 0, the type Tm packets are given higher
priority over the type Tm+1 packets, where m < M .
Because the type TM packets have the lowest prior-
ity, we set hM = 0. Subsequently, we obtain a set
of reserved queueing places h1, h2, ..., hM−1, for types
T1,T2, ...,TM−1, respectively.

• When a type T1 packet arrives and one or more queueing
places are idle, the T1 packet is accepted. Otherwise,
the T1 packet packet is blocked. When a type Tm
packet arrives where m > 1, it is accepted if at least
(1 +

∑m−1
i=1 hi) queueing places are idle. Otherwise, the

type Tm packet is blocked. To avoid that the type Tm
packets are blocked altogether, the value of

∑m−1
i=1 hi

must be less than L, where m > 1

III. QUEUEING ANALYSIS

According to the above modeled system, we build up the
Markov Chains based queueing model to study the transmis-
sion performance of SUs. This queueing model jointly takes
into consideration the imperfect spectrum sensing and priority
requirement for different types of SU packets.

A. Spectrum Access under Imperfect Sensing

We consider a particular time period of n consecutive slots,
during which channel c is free for SU ss to use. Let t denote
this time period, and it equals nδ. In each of these n slots, SU
ss may not transmit a particular packet (either type T1, T2,...,
or TM ) with probability ε due to the overlook error. In other
words, the probability of a successful transmission in a slot
is equal to (1− ε). Let pr(k;n, ε) denote the probability of k
successful transmissions within time period t, where 0 ≤ k ≤



n. Its value can be computed with respect to the probability
mass function (pmf) of Binomial process.

pr(k;n, ε) =
(n
k

)
εn−k(1− ε)k (1)

Note that the binomial pmf can be approximated by using
the pmf of Poisson process [8]:

pr(k;n, ε) ' e−n(1−ε)
(n(1− ε))k

k!
= e−γt

(γt)k

k!
(2)

where γt = n(1−ε), and γ denotes the mean rate of successful
transmissions within time interval (0, t]. The value of γ is
equal to (1− ε)/δ.

Naturally, the successful transmission only takes place when
channel cr is free. Whereby, there is no transmission service
when channel cr is busy. Similar to [9]3, the packet transmis-
sion at SU ss side can be modeled as an Interrupted Poisson
Process (IPP), where its infinitesimal generator Q and rate
matrix Λ are given by:

Q =

[
−α α

β −β

]
Λ =

[
γ 0

0 0

]
(3)

Because an IPP is equivalent to a hyper-exponential process
[10], the corresponding probability density function (pdf) of
service time is given by:

f(t) = θµ
a
e−µa t + (1− θ)µ

b
e−µb

t (4)

where:
µ

a
=

γ + α+ β +
[
(γ + α+ β)2 − 4γβ

] 1
2

2

µ
b

=
γ + α+ β −

[
(γ + α+ β)2 − 4γβ

] 1
2

2

θ =
γ − µ

b

µ
a
− µ

b

(5)

B. Queueing Modeling under Priority Scheme

The pdf given by equation (4) can be expressed by a two-
stage parallel server based queueing system [11], as shown
in Fig 3. In the figure, the large oval represents the server
facility, where a particular packet at SU ss side approaches
from the left. Transmitting this particular packet to SU sd is
proceeded to service stage a with probability θ or to service
stage b with probability (1 − θ). Transmission spends the
exponentially distributed service time with mean values 1/µ

a

and 1/µ
b

for stages a and b, respectively. After that service
time, a successful packet transmission is accomplished and
only then a new packet transmission is allowed into the service
facility.

We let a set of three integers (j0, j1, j2) denote a system
state that j0 packets are in the buffer of SU ss, and j1 and
j2 packets being in transmission service are located in stages
a and b, respectively. Given the buffer length equal to L, the
value of j0 is in the set {0, 1, ..., L}. Since only one of two
service stages is active for transmission at a time, the values

3The authors of [9] considered the failure of the SU’s channel selection,
while they did not consider the transmission priority among SU packets
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Fig. 3. A two-stage parallel server based queueing model.

of j1 and j2 are constrained by 0 ≤ (j1 + j2) ≤ 1. Therefore,
the system state space is given by S = {(j0, j1, j2)|j0 ∈
{0, 1, ..., L}; j1, j2, (j1 + j2) ∈ {0, 1}}. Considering a system
state (j0, j1, j2) ∈ S, the state transitions are as follows.

1) A new packet arrives at SU ss:

• For j0 = j1 = j2 = 0, the server facility has no packet
for transmission, and there is no queued packet in the
buffer. Hence, the newly arrived packet is accepted for
all M types and it is proceeded to service stages a and
b with rates (θ

∑M
m=1 λm) and ((1 − θ)(

∑M
m=1 λm)),

respectively.
• When 0 ≤ j0 < L and j1+j2 = 1, there is a packet being

in transmission service, so that the newly arrived packet
is accepted in accordance with the priority scheme. For
0 ≤ j0 < (L −

∑M−1
m=1 hm), the new packet is accepted

for M types with acceptance rate
∑M
m=1 λm. For (L −∑m+1

i=1 hi) ≤ j0 < (L −
∑m
i=1 hi), the new packet is

accepted only for types T1, T2,..., Tm and Tm+1 with
acceptance rate

∑m+1
i=1 λi. For (L− h1) ≤ j0 < L, only

type T1 packets can be accepted with acceptance rate λ1.

2) A packet is transmitted to SU sd:

• For j0 = 0 and (j1 + j2) = 1, there exists one packet
being in transmission service and there is no packet
queued in the buffer. Hence, the service rate is equal to
µa and µ

b
for stages a and b, respectively.

• For j0 6= 0, j1 = 1 and j2 = 0, a packet transmission is
in stage a with service rate µ

a
. When this transmission is

finished, a queued packet is proceeded to service stages
a and b with probabilities θ and (1− θ). Meanwhile, the
system changes state from (j0, 1, 0) to (j0 − 1, 1, 0) and
to (j0 − 1, 0, 1) with transition rates θµa and (1− θ)µa ,
respectively.

• For j0 6= 0, j1 = 0 and j2 = 1, a packet transmission is
in stage b with service rate µ

b
. Similar to the above case,

after the packet is transmitted, the system changes state
from (j0, 0, 1) to (j0 − 1, 0, 1) and to (j0 − 1, 1, 0) with
transition rates (1− θ)µ

b
and θµ

b
, respectively.

Based on the above analysis, we illustrate the state transition
diagram in Fig. 4. Let π

j0,j1,j2
denote the steady-state prob-

ability of state (j0, j1, j2). Then, the following steady-state
balance equations can be obtained from the diagram.

For the three particular states (0, 0, 0), (L, 1, 0) and
(L, 0, 1), we have:

π0,0,0

∑M
m=1 λm = π0,1,0µa + π0,0,1µb

(6)
π

L,1,0
µa = π

L−1,1,0
λ1 (7)

π
L,0,1

µ
b

= π
L−1,0,1

λ1 (8)
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Fig. 4. State diagram of the modeled system.

π0,1,0(
∑M
m=1 λm + µa) = θ(π0,0,0

∑M
m=1 λm + µaπ1,1,0 + µ

b
π1,0,1) (9)

π
0,0,1

(
∑M
m=1 λm + µ

b
) = (1− θ)(π

0,0,0

∑M
m=1 λm + µ

a
π

1,1,0
+ µ

b
π

1,0,1
) (10)

π
j0,1,1

(λ1 + µ
a
) = π

j0−1,1,1
λ1 + θ(π

j0+1,1,0
µ

a
+ π

j0+1,0,1
µ

b
) (11)

π
j0,0,1

(λ1 + µ
b
) = π

j0−1,0,1
λ1 + (1− θ)(π

j0+1,1,0
µ

a
+ π

j0+1,0,1
µ

b
) (12)

π
j0,1,0

(
∑m
i=1 λi + ξmλm+1 + µ

a
) = π

j0−1,1,1

∑m+1
i=1 λi + θ(π

j0+1,1,0
µ

a
+ π

j0+1,0,1
µ

b
) (13)

π
j0,0,1

(
∑m
i=1 λi + ξmλm+1 + µ

b
) = π

j0−1,0,1

∑m+1
i=1 λi + (1− θ)(π

j0+1,1,0
µ

a
+ π

j0+1,0,1
µ

b
) (14)

For another two particular states (0, 1, 0) and (0, 0, 1), we have
equations (9) and (10).

For other states (j0, j1, j2) ∈ S satisfying 0 < j0 < L, if
(L − h1) < j0 < L, we have have equations (11) and (12).
While, if ψm(L −

∑m+1
i=1 hi) < j0 ≤ (L −

∑m
i=1 hi) , we

have equations (13) and (14), where 1 ≤ m < M , ψm equals
zero if m = (M − 1) and one otherwise, ξm equals zero if
the value of j0 is in the set {(L −

∑m
i=1 hi|1 ≤ m < M)}

and one otherwise.
By summing up all steady-state probabilities in conjunction

with normalization constraint, we have:

(j0,j1,j2)∈S∑
∀j0,j1,j2

π
j0,j1,j2

= 1 (15)

The equations (6-15) help us in constructing a set of linear
equations. By solving them, all steady-state probabilities can
be computed.

C. Performance Metrics

To study the packet transmission performance at SU ss side,
we use the following performance metrics.

1) Blocking Probability: the newly arrived packets to SU
ss consist of M types. For a state (j0, j1, j2) ∈ S, blocking
of the type T1 packets occurs for j0 = L. And, blocking of
the type Tm packets, where 1 < m ≤ M , occurs for j0 ≥
(L−

∑m−1
i=1 hi). Let Pbl,m denote the blocking probability of

the type Tm packets, where m = 1, 2, ...,M . We obtain:

[Pbl,m|m = 1] =

(j0,j1,j2)∈S∑
∀j0,j1,j2

[π
j0,j1,j2

|j0 = L] (16)

[Pbl,m|m > 1] =

(j0,j1,j2)∈S∑
∀j0,j1,j2

[
π

j0,j1,j2
|j0 ≥ (L−

m−1∑
i=1

hi)

]
(17)

Given these blocking probabilities, the actual average arrival
rate of packets to SU ss, denoted by λeff , is formulated as:

λeff =

M∑
m=1

λm(1− Pbl,m) (18)

2) Transmission Throughput: it is defined as the average
rate of packets completing the transmission from SU ss to SU
sd. Let R denote the transmission throughput for all types of
SU packets. For every particular system state (j0, j1, j2) ∈ S
for j0 6= 0, since there is only a single packet in transmission
service, R is given by:

R =

M∑
j0=0

(µ
a
π

j0,1,0
+ µ

b
π

j0,0,1
) (19)

Further, let Rm denote the transmission throughput of the type
m packets. It is given by:

Rm = Rλm(1− Pbl,m)

λeff
, m = 1, 2, ...,M (20)

3) Average Transmission Delay: the transmission delay of
a packet means the total time spent by this packet for the
transmission from SU ss to SU sd. Let D denote the average
delay time of a packet, including both time for queueing in
the buffer and for transmission. To compute it, we need to
consider the average number of packets in the system, which
is denoted by N and is given by:

N =

(j0,j1,j2)∈S∑
∀j0,j1,j2

[
(j0 + j1 + j2)πj0,j1,j2

]
(21)



According to Little’s Theorem, D is computed by:

D =
N
λeff

(22)

IV. PERFORMANCE EVALUATION

In this section, we report numeric and simulation results for
performance evaluation of the modeled system. The evaluation
focuses on the effectiveness of the suggested priority scheme
for transmitting different types of packets in the presence of
imperfect sensing.

A. Parameter Settings and Simulation Experiment

Without loss of generality, we consider two different types
of SU packets like, e.g., type T1 and T2. The type T1 packets
have higher priority than the type T2. According to the CR
network standard IEEE 802.22 [12], we set the slot length δ
equal to 10−2s. To make an adequate approximation using
equation (2), we set the overlook error probability ε = 0.93,
the arrival rates of type T1 and T1 packets λ1 = 5.0 and
λ2 ∈ {2.5, 3.0}. According to [7], other parameter settings
are: α = 0.05, β = 0.06, L = 16, h1 ∈ {2, 7, 12, 17} and
h2 = 0.

TABLE I
SIMULATION STATISTICS IN A SIMULATION RUN

Notation Definition
x1, x2 numbers of arrived types T1 and T2 SU packets.
y1, y2 numbers of blocked types T1 and T2 SU packets.
z1, z2 numbers of transmitted types T1 and T2 SU packets.
w: number of loopings used by all transmitted SU

packets for waiting in the buffer.

The simulation experiment is conducted to demonstrate the
validity of the numerical analysis. The simulator is developed
in C++. For every specific parameter setting, the simulator runs
in looping manner within τ = 108s simulation time, and each
looping indicates a slot length δ = 10−2s in time domain.
Seven simulation statistics with notations and definitions are
shown in Table I. With these statistics, the performance metrics
derived in Section III-C are computed by Pbl,1 = y1/x1,
Pbl,2 = y2/x2, D = wδ/(z1 + z2), R = (z1 + z2)/τ ,
R1 = z1R/(z1 + z2) and R2 = z2R/(z1 + z2).

B. Results and Discussions

The results of six performance metrics Pbl,1/Pbl,2, D,
R1/R2 and R are shown in Figs. 5(a), 5(b), 5(c) and 5(d),
respectively. In each figure, the marker ‘+’ indicates the
simulation results. From these figures, we observe that the
simulation results closely match the numerical results. Detailed
discussions are as follows.

1) For the same setting of {λ1, λ2}: in Fig. 5(a), we
observe that Pbl,1 decreases with h1, while Pbl,2 increases
with h1. Fig. 5(b) shows that R1 increases with h1, while R2

decreases with h1. The reason for these is because when h1
is increasing, the priority given to the type T1 SU packets
over the type T2 becomes higher. As a result, the numbers

of the blocked SU packets are decreased and increased for
types T1 and T2, respectively. Subsequently, the number of
the transmitted type T1 SU packets becomes larger, but the
one for type T2 becomes smaller.

Figs. 5(c) and 5(d) show that both R and D decrease with
h1. Further, the percentage decrease in D is much larger than
the one in R. Taking for example the case of λ2 = 2.5, the
value of R under h1 = 17 is only about 0.6% smaller than the
one under h1 = 2. Whereas, the value of D under h1 = 17 is
about 18.5% smaller than the one under h1 = 2.

These results show the effectiveness of the suggested pri-
ority scheme. Meaning, it can improve the the transmission
throughput of the particularly prioritized SU packets, and it
can also reduce the average transmission delay for an arbitrary
SU packet. The price is only a small decrease in the total
transmission throughput of all SU packets.

2) For the same value of h1: Fig. 5(a) shows that, under
the same setting of {λ1, λ2}, Pbl,1 is smaller than Pbl,2. This
is because the higher priority (i.e., h1 > 0 and h0 = 0) is
given to the type T1 SU packets over the type T2. Thus, the
transmission throughput of the type T1 SU packets is larger
than the one of the type T2, as shown in Fig. 5(b).

Fig. 5(a) also shows that both Pbl,1 and Pbl,2 increases with
λ2. This is because of the larger arrival rate of the type T2

SU packets, which increases the competition for transmission
among all newly arrived SU packets at SU transmitter side.
Since the mean arrival rate of the type T1 SU packets does
not change, i.e., λ1 = 5.0, the increase in Pbl,1 leads to
the decrease in R1, as shown in Fig. 5(b). However, when
λ2 is increasing, more type T2 SU packets may compete for
transmission and R2 is increased. Further, because the total
arrival rate (on average) of SU packets becomes larger, their
total transmission throughput, i.e., R is increased, as shown
in Fig. 5(c). Accordingly, the average transmission delay of
SU packets, i.e., D, is also increased, as shown in Fig. 5(d).

By comparing Fig. 5(c) and 5(d), we can observe one other
second effectiveness of the suggested priority scheme. That
is, when both R and D increase with λ2, increasing h1 can
enhance the increase in R and reduces the increase in D. For
instance, when λ2 is increased from 2.5 to 3.0, the percentage
increase in R under h1 = 17 is about 197.2 % larger than
the one under h1 = 2. Meanwhile, the percentage increase in
D under h1 = 17 is about 52.1% smaller than the one under
h1 = 2.

V. CONCLUSION

The opportunistic spectrum access with imperfect spectrum
sensing in one-hop based ad-hoc cognitive radio networks
has been studied. A buffer reservation based priority scheme
has been suggested to give priorities to different types of
unlicensed user packets according to their transmission re-
quirements. A two-stage parallel server based queueing model
M/H2/1 was used to investigate the transmission performance
of unlicensed users. For different type of unlicensed user
packets, we derived blocking probability of each packet type,
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Fig. 5. Numerical and simulation results of Pbl,1, R1, R2, R and D versus the number of reserved queueing places for type T1 SU packets, h1.

average transmission delay of an arbitrary packet and trans-
mission throughput of all packet types. Performance evaluation
shows that the suggested priority scheme can decrease the
average transmission delay of unlicensed user packets only
at the expense of small decrease in transmission throughput.
Moreover, when mean arrival rate of unlicensed user packets
is increased, the suggested priority scheme can reduce the
increase of average transmission delay. The analytical results
were validated by simulation results. Future work is about the
performance analysis of a centralized cognitive radio network
with multiple unlicensed users in the presence of imperfect
spectrum sensing.
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