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Fig. 4. Total transmitted power versus number of users; measured channel data.

There are� � � transmit antennas, and� � �� user channels, mea-
sured every 3 seconds for a total of 30 temporal snapshots. In order to
test with a large number of users, we randomly selected and concate-
nated 4 out of 30 snapshots (there are 27405 possible combinations),
and averaged the results over 1000 such draws. Fig. 4 shows the trans-
mitted power versus the number of users � . The required minimum
SNR has been set to 0 dB.

It can be seen that in this figure, the QR-dL and GS-dL techniques
have quite similar performance. Both of them outperform the other
methods tested. These performance improvements become more sig-
nificant with increasing� .

Summarizing, the results of our simulations and measured data pro-
cessing clearly demonstrate an improved performance of the proposed
QR-dL and GS-dL techniques with respect to the state-of-the-art
multicasting methods such as the SDR, dLLI and RCC2-SOR algo-
rithms. These improvements become especially pronounced in the
large number of users case.

V. CONCLUSION

Two methods have been developed to approximately solve the
problem of single-group multiple-antenna multicasting. The proposed
techniques use channel orthogonalization and a subsequent local
refinement algorithm to further improve the beamformer weight
vector. Our methods have been shown via computer simulations
and measured channel data processing to offer an improved perfor-
mance in terms of power and spectral efficiency (and an attractive
performance-to-complexity tradeoff) as compared to the current
state-of-the-art multiple-antenna multicasting techniques.
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An Impulse Response Function for Evaluation of
UWB SAR Imaging

Viet T. Vu, Thomas K. Sjögren, Mats I. Pettersson, and
Hans Hellsten

Abstract—Based on analysis of a point target imaged by different syn-
thetic aperture radar (SAR) systems, the commonly used impulse response
function in SAR Imaging (IRF-SAR)—a two-dimensional (2-D) ����

function—is shown to be inappropriate for ultrawideband-ultrawidebeam
(UWB) SAR systems utilizing a large fractional signal bandwidth and a
wide antenna beamwidth. As a consequence, the applications of the 2-D
���� function such as image quality measurements and spatial resolution
estimations are limited to narrowband-narrowbeam (NB) SAR systems
exploiting a small fractional signal bandwidth and a narrow antenna
beamwidth. In this paper, a more general IRF-SAR, which aims at UWB
SAR systems, is derived with an assumption of flat two-dimensional (2-D)
Fourier transform (FT) of a SAR image and called IRF-USAR. However,
the derived IRF-USAR is also valid for NB SAR systems.

Index Terms—Impulse response function in SAR imaging (IRF-SAR),
impulse response function in UWB SAR imaging (IRF-USAR), synthetic
aperture radar (SAR), Sinc, ultrawideband-ultrawidebeam (UWB).

I. INTRODUCTION

Synthetic aperture radar (SAR) is widely used as ground-imaging
radars. SAR has its own surface illuminating capability that allows it
to work in hazy weather (fog, rain, etc.) and even in the night. During
such unfavorable weather condition, most other remote sensing sys-
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tems are inefficient. Ultrawideband-ultrawidebeam (UWB) SAR sys-
tems utilizing a large fractional signal bandwidth and a wide antenna
beamwidth associated with very long integration time or wide integra-
tion angle enable large scene and/or high resolution imaging. The frac-
tional bandwidth is defined by the ratio of the bandwidth to the center
frequency while the integration angle by the angle between two vec-
tors from the point target to the first and the last aperture positions.
One example of experimental UWB SAR systems is CARABAS-II [1]
operating in the lower VHF-band from 20 to 90 MHz and using wide
beamwidth dipole antennas (larger than 90�). Other systems such as
LORA operating in the VHF/UHF-bands from 200 to 800 MHz [2], P-3
with a bandwidth of 515 MHz in the VHF/UHF-bands 215–900 MHz
[3], ground-based BoomSAR with a spectral response extending from
50 to 1200 MHz [4] and PAMIR with a very high bandwidth of 1820
MHz in X-band [5] are also known as UWB SAR systems. Inherent
challenges in UWB SAR data processing in general and UWB SAR
imaging in particular have been clearly pointed out in [6] where the
choice of processing algorithm, sidelobe control or apodization, mo-
tion error compensation, and radio frequency interference (RFI) sup-
pression are listed. Some developed approaches for such problems can
be found in [7]–[10]. However, another issue, which is significantly im-
portant but has not been either mentioned or investigated in earlier pub-
lications, is the impulse response function in SAR imaging (IRF-SAR)
for UWB SAR.

The commonly used IRF-SAR is known as a two-dimensional (2-D)
���� function. This function in image-domain is obtained from the 2-D
Inverse Fourier Transform (IFT) of a 2-D ���� function in wave-do-
main which is an approximation for the 2-D Fourier Transform (FT)
of a SAR image of a point target. For narrowband-narrowbeam (NB)
SAR systems utilizing a small fractional bandwidth and a narrow an-
tenna beamwidth, this IRF-SAR is shown to be a good approxima-
tion. Important applications of the 2-D ���� function are found in SAR
image quality measurements [11]–[13] as well as SAR spatial resolu-
tion estimations [14]–[16]. However, such the applications are limited
to the NB SAR systems. For a UWB SAR system utilizing a large frac-
tional signal bandwidth and a wide integration angle, the 2-D Fourier
Transform (FT) of a SAR image of a point target is very different from
the 2-D ���� function. The complicated behavior of the Impulse Re-
sponse in SAR imaging (IR-SAR), which refers to a SAR image of a
point target, cannot therefore be represented by the 2-D ���� function in
image-domain. Applying a 2-D ���� function to the 2-D Fourier trans-
form (FT) of a SAR image can result in a 2-D ���� function in wave-do-
main and therefore a 2-D ���� function in image-domain. However,
this also lead to extremely high loss in SAR spatial resolutions [10].
Such situation will therefore not be considered here. To the knowledge
of the authors, there has been neither mathematical representation of
IRF-SAR other than the 2-D ���� function nor investigation into the
validity of the 2-D ���� function for SAR systems using large frac-
tional signal bandwidths and wide integration angles.

The main objective of this paper is to derive a new IRF-SAR, which
can be used for evaluation of UWB SAR imaging. In the context of
this paper, the derived IRF-SAR is denoted by IRF-USAR, which
stands for impulse response function in UWB SAR imaging. Similarly,
IRF-NSAR, which stands for impulse response function in NB SAR
imaging, is used for the 2-D ���� function. The IRF-USAR is derived
with the assumption that the flat 2-D FT of a SAR image of a point
target is flat and the derivation is limited to the monostatic case. In
spite of aiming at UWB SAR systems, the derived IRF-SAR is valid
for NB SAR systems.

The paper is organized as follows. Section II shows an analysis based
on a point target imaged by SAR systems with various fractional band-
widths and integration angles. Motivated by the analysis in Section II,

TABLE I
THE PARAMETERS OF THE SIMULATED SAR SYSTEMS

the IRF-USAR is derived in Section III. Section IV presents some basic
investigations based on the derived IRF-USAR. Section V summarizes
the contributions of the paper.

II. ANALYSIS ON POINT TARGET

In this section, we present an analysis based on a point target, which
is illuminated by some SAR systems utilizing different fractional signal
bandwidths and different integration angles. The main parameters of
these SAR systems are summarized in Table I. The reason for this anal-
ysis is explained by the fact that the SAR system parameters decide
how the point target appears in a SAR image, which directly connects
to IRF-SAR. The analysis is based on simulated data to avoid undesired
effects such as impacts of antenna pattern, clutter backscattering, noise
and local reflection which may be caused by incompletely calibrated
SAR systems. Also, no apodization technique is applied.

Image quality has a high priority in this study and it is known that
both global backprojection (GBP) [17] and range migration (RM) [18]
are good candidates for UWB SAR imaging in terms of quality. How-
ever, we use GBP in this study due to its advanced characteristics such
as local processing and manageable motion error compensation.

In this analysis, we call sidelobes in the azimuth and range directions
orthogonal sidelobes. Sidelobes in other directions, i.e. neither in the
azimuth nor range directions, are called non-orthogonal sidelobes. The
azimuth and range directions correspond with vertical and horizontal
axes of Cartesian coordinates, respectively. In polar coordinates, they
correspond with the angles of 90� and 0�, respectively.

In Fig. 1, the simulation results of a point target, which is imaged by
the SAR systems in Table I, are provided. Fig. 1(a) and 1(b) shows an
example of a point target imaged by a NB SAR system ����� �	 and its
2-D FT ������ ��	, respectively. The azimuth and range are denoted
by � and � while �� and �� indicate azimuth and range wavenumbers
and are connected together by

� 

	

�
��� � ��� (1)

where � is the signal frequency and 	 is the speed of light. The relation
between a SAR image of a point target ���� �	 in image-domain and
its 2-D FT ����� ��	 in wave-domain are generally represented by

����� ��	 


��

��

��

��

���� �	 � ����� ��� ��

�
�� (2)

Conversely, a SAR image of a point target ���� �	 is represented by
the 2-D IFT of ����� ��	 as

���� �	 



���	�

��

��

��

��

����� ��	 � ���� ��� ��

��
��� (3)

In this simulation, the NB SAR system possesses a fractional band-
width � 
 �� and an integration angle �� 
 ��. The 2-D FT of
the SAR image ����� �	 can be approximated by a 2-D ���� function.
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Fig. 1. Images of the point target illuminated by the different simulated SAR
systems in Table I and their 2-D FT. The figures on the left-hand side (LHS) plot
contours from �30 dB to �3 dB with a 3 dB step and on the right-hand side
(RHS) the associated 2-D FT. The SAR image coordinates � and � denote
normalized azimuth and range with respect to �3 dB widths. � and �

denote normalized wavenumbers with respect to the center wave number � .
(a) and (b) NB SAR with � � ��� and � � �� . (c) and (d) UWB SAR
with � � ���� and � � �� . (e) and (f) UWB SAR with � � ��� and
� � ��� . (a) � ��� 	
. (b) � �� � � 
. (c) � ��� 	
. (d) � �� � � 
. (e)
� ��� 	
. (f) � �� � � 
.

With the assumption of the flat 2-D FT of the SAR image, ������ ���
of the point target imaged by the NB SAR system is given by

������ ��� �

� ������ � �� � ������

������ � �� � ������

� elsewhere.

(4)

With this approximation, (3) results in a normalized SAR image in the
coordinates � and � which can be mathematically represented by

����� �� � ���� ��� ���
��
	

� ����
������ � ������

	
� (5)

where ���� is the center wavenumber and �� is the integration angle.
Equation (5) is known as the IRF-NSAR. The similarity between IRF-
NSAR and the SAR image given in Fig. 1(a) can be observed. The
orthogonal sidelobes in the SAR image are predominated and there is
no non-orthogonal sidelobe.

The investigations into the 2-D FT of the SAR image NB SAR image
can also be based on models which have been proposed in [19] for the
monostatic case and in [20], [21] for the bistatic case.

The point target is then illuminated by another SAR system and this
time it utilizes a large fractional bandwidth �� 
 �	�� and an wide
integration angle �� 
 ���. As shown in Fig. 1(d), the 2-D FT of
the SAR image ������ ��� is different from a 2-D ��� function. As
consequence, using (5) for IRF-SAR in this case needs to be examined.
The effects of fractional bandwidth and integration angle to IR-SAR
can be initially observed in Fig. 1(c). The orthogonal sidelobes in the
range direction start to get broader compared to Fig. 1(a). In the azimuth
direction, the orthogonal sidelobes begin to attenuate and are separated
into symmetric non-orthoganal sidelobes.

In the last example, we simulate the existing UWB SAR system with
an extremely large fractional bandwidth �� 
 �	� and an extremely
wide integration angle �� 
 ����. The 2-D FT of the SAR image
�	���� ��� shown in Fig. 1(f) is clearly seen not to be a 2-D ��� func-
tion. However, it can be seen as a set of one-dimensional (1-D) ���
functions with the same window lengths and organized in angle of the
polar coordinates. Thus, (5) cannot be used to represent the IRF-SAR
for such SAR system. The point target illuminated by this UWB SAR
system is plotted in Fig. 1(e) where the broadening of the range side-
lobes and the strong attenuation associated with the separation of the
azimuth sidelobes are observed. As a consequence of this attenuation,
the orthogonal sidelobes in the azimuth direction disappear.

III. IRF-USAR

The analysis given in Section II shows that the 2-D FT of the SAR
images ����� ��� resulted by the SAR systems 2 and 3 in Table I
should be represented by a more accurate form, which complies with
the relation (1), instead of the approximate form given by (4). A flat
image spectrum in wave-domain is a natural choice due to the similar-
ities to the derivation of IRF-NSAR as well as the minimization of the
�3 dB beamwidth in image-domain. Hence, a more accurate form for
these SAR image spectra in the polar coordinates �
� �� can basically
be given by

��
� �� 

� ����	 � � � ���	


��� � 
 � 
���

� elsewhere

(6)

where


��� 
 ������ ���� �� 
 �


��� 
 ������ ���� �� 
 �	 (7)

Without losing generality, we can normalize
with respect to the center
wave-number ��. Hence, (6) can be rewritten as

���� �� 

� ����	 � � � ���	

�����	 � � � � ����	

� elsewhere

(8)

where �� denotes the fractional bandwidth. With the approximate 2-D
FT of the SAR image given in (8), the integral (3) is calculated in
the polar coordinates ��� �� and the IRF-USAR is shown to be (see
Appendix A)

��� �� ��� ���

����


��


�

����

���	���������

�������
���� �

��
	

�
����


�
�� ����� ��� (9)

where

�	��������� 
 � � �
��

	
����  � �

��

	

� ��
��

	
����  ��

��

	
(10)
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and

����� �� ��� ���

� �������
��

�
� �	�

��
�


 � �
�� ��� �� ��


������
��

�
� �	�

��
�
� �

� �
�� ��� �� ��

� (11)

In (9), the azimuth direction corresponds to� � �� and for the range
direction� � ��. For approximate calculation of (9), the accuracy de-
pends strongly on the attenuation of ��������	��. At large integration
angles, this ���� function attenuates faster than at small integration an-
gles. For example, if �� � ����, it is not necessary to consider the
values of � beyond the range ��� � � � �� while this range must be
extended, e.g., ���� � � � ��� for �� � ���.

The derived IRF-USAR (9) can be simplified for particular SAR con-
figurations. In the following example, we consider a circular aperture,
i.e., �� � ����. Since

���� �
��
�

�
� � � �

� elsewhere
(12)

and

����� �� ��� �� � ����� � � (13)

the derived IRF-SAR (9) is no longer a function of � and can be
rewritten as

���� ��� �� � ����� � �
��
�

� 

��

�

�� � � 


��

�



��
�

��
��

�

�� � ��

��

�
� (14)

The IRF-USAR in this particular SAR configuration results in a circu-
larly symmetric pattern which is known as a typical pattern for circular
apertures [22].

IV. EVALUATIONS OF THE DERIVED IRF-USAR

The derived IRF-USAR in Section III is first used to examine the
validity of the IRF-NSAR in representing the complicated behavior of
IR-SAR in both azimuth and range directions with respect to large frac-
tional signal bandwidth and wide integration angle. In reality, IR-SAR
in azimuth and range directions are normally extracted at the peak in-
tensity belonging to the mainlobe of a single point target in a SAR
image. For NB SAR systems, these IR-SAR are approximately given
by the former and later ���� functions in (5). Relied on the derived
IRF-USAR in Section III, the IR-SAR in azimuth and range direc-
tions are approximately found from the functions ���� ��� ��� ���
and ���� ��� ��� ���, respectively.

Fig. 2 plots the derived IRF-USAR associated with the SAR sys-
tems in Table I. In the plots, normalized terms are used for evaluation
purposes. The intensities of IRF-USAR are normalized with respect
to their peak intensity and represented in the dB scale. The horizontal
axes in the plots are rescaled with respect to the �3 dB beamwidths
of the ���� functions given in (5). This means, the azimuth and range
are normalized with respect to the ������	�� and ��	�, respectively.
However, in these ���� functions, ���� � � and ����	
 � ������ � ��

due to the normalization in the derivation of IRF-USAR. These ����
functions are also plotted in the same figures to inspect the validity

Fig. 2. Plots of ���� �� � � � � with different values of the fractional band-
widths � and the integration angle � given in Table I. The intensities of
IRF-USAR are normalized with respect to their peak intensity and in the dB
scale. The horizontal axes in the plots are rescaled with respect to the �3 dB
beamwidths of the ���� functions given in (5). The rescaled azimuth and range
are denoted by � and � , respectively. The IRF-NSAR are also plotted for
evaluation purposes. (a) In azimuth. (b) In range.

of IRF-NSAR for IR-SAR resulted by different SAR systems. The
���� functions and the functions ���� �� ���� ���� are almost identical.
This again confirms IRF-NSAR is a good approximation for IR-SAR
resulted by NB SAR systems. This approximation may still be used
for ���� �� ����� ����. However, it does not hold for UWB SAR
systems such as the SAR system 3 in Table I. In this extreme case,
���� �� ���� ����� are considered to be significantly different from
the ���� functions. These observed results are similar to the analysis
results given in Section II based on SAR simulated data.

A comparison between the IR-SAR extracted at the peak intensity
of the single point target in a SAR image formed by simulated data
and the IR-SAR approximately generated by the derived IRF-USAR
in Section III is here given to evaluate the accuracy of the IRF-USAR.
Only the extreme case where �� � ��� and �� � ���� is considered.
Hence, the extracted IR-SAR in azimuth and range directions are given
by ���� �� and ���� �, respectively, while the approximate IR-SAR
are given by ���� ��� ���� ����� and ���� ��� ���� �����. They are
plotted in Fig. 3. In the plots, we also use the normalized terms. As
shown, the functions ���� �� ���� ����� and ���� � are well matched,
especially the function ���� ��� ���� ����� and ���� �. The observed
differences in azimuth are caused by the assumption given in (8) used
in the derivation. In reality, we can compensate this by an azimuth
weighting function. This extreme example confirms the accuracy of
the derived IRF-USAR.

We can also use the derived IRF-USAR to reconstruct the SAR
image of the point target. Fig. 5 shows a three-dimensional (3-D)
image of a point target reconstructed using the derived IRF-SAR
where the parameters of the SAR system 3 are used and the step
between values of � is 1�. The features of the reconstructed point
target are similar to the point target imaged in Fig. 1(e). The contour
plots from �30 to �3 dB with a 3 dB step of this point target are
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Fig. 3. Plots of IR-SAR approximately generated by ���� �� ���� ��� � and
extracted at the peak intensity of the single point target in the SAR image given
in Fig. 1(e). The intensities of IR-SAR are normalized with respect to their peak
intensity and in the dB scale. The horizontal axes in the plots are also rescaled
with respect to the �3 dB beamwidths of the ���� functions given in (5) and
also denoted by � and � , respectively. (a) In azimuth. (b) In range.

Fig. 4. The 3-D approximate SAR image of the point target is reconstructed
from a set of the functions���� �� ������� �. The intensity of the reconstructed
point target is normalized with respect to its peak intensity and represented in
the dimensionless scale.

also given in Fig. 4 to provide a more illustrative comparison to the
contours plotted in Fig. 1(e).

Similar to the applications of the IRF-NSAR in SAR image quality
measurements and spatial resolution estimations for NB SAR systems,
the derived IRF-USAR also facilitates such applications for UWB SAR
systems. Based on the derived function in this paper, new SAR spa-
tial resolution equations can be developed. The methods to determine
mainlobe and sidelobe areas are also supported by the new IRF-USAR.
In general, UWB SAR image quality measurement procedures are sim-
plified significantly compared to the ones given in [23]. In addition, the
new IRF-USAR can be used to investigate orthogonal and nonorthog-
onal sidelobes resulted by UWB SAR systems and determine the limits
of fractional bandwidth and integration angle to use IRF-NSAR.

Fig. 5. Contour plots from �30 to �3 dB with a 3 dB step of the point target
is reconstructed from a set of the functions ���� �� ������� �. The SAR image
coordinates � and � denote normalized azimuth and range with respect to
�3 dB widths.

V. CONCLUSION

The analysis on the point target in this paper shows that the currently
used IRF-NSAR—the 2-D ���� function is mainly valid for NB SAR
systems exploiting a small fractional signal bandwidth and a narrow an-
tenna beamwidth. In reality, IRF-SAR depends strongly on these SAR
system parameters. As a consequence, the applications of IRF-SAR
such as image quality measurements and spatial resolution estimations
are limited to NB SAR systems. This analysis is used as a basis to derive
a new IRF-USAR aiming at UWB SAR systems utilizing a large frac-
tional signal bandwidth and a wide antenna beamwidth. However, the
derived IRF-USAR is also valid for NB SAR systems. The derivation is
based on the assumption that the 2-D FT of a SAR image is flat. The dif-
ferences between the derived IRF-USAR and IRF-NSAR are addressed
in the evaluations. The accuracy of the derived function is verified by a
comparison between the IR-SAR extracted at the peak intensity of the
single point target in a SAR image and the approximate IR-SAR gen-
erated by the derived IRF-USAR. The derived IRF-USAR can also be
used to reconstruct a SAR image of a point target. The applications of
the derived IRF-USAR such as SAR image quality measurements, spa-
tial resolution estimations, orthogonal and nonorthogonal sidelobe in-
vestigation, and examining the validity of IRF-SAR are also suggested.

APPENDIX A
IMPULSE RESPONSE FUNCTION DERIVATION

With a natural choice of a flat 2-D FT of a SAR image of a point
target (8), the integral (3) can be normalized and transformed to polar
coordinates and represented by

���� �� � ����� ��������
���� (A1)

by simply setting

�� � � � ����

�� � � � �	�� (A2)

and

	 � � � ����


 � � � �	��� (A3)
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The complex exponential function in the integral (A1) can be repre-
sented in terms of Bessel functions as [24]

���� �������� �

��

����

�
�
�������

�������
� (A4)

Hence, the integral (A1) is rewritten as

���� �� �

��

����

�
�

�������	� ��������	
� (A5)

The solutions for the first and second integrals inside the summation
(A5) are given by

�������	� �
�

�
���������� � � ��������	� (A6)

and

��������	
 �
��������

��
(A7)

respectively. With the limits of 
 defined in (8), the integral (A7) results
in

�

�

��������	
 �
�
�� ��

� �
��� ��

��
� (A8)

The second term in (A6) and (A7) can be combined together and
simplified to
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� �

� (A9)

Substituting (A6) and (A7) to (A5) and taking (A10) into account,
we get

���� �� � � 
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����

�����������

�����
	
�� �





�

� �
��� ��� �� �� ��

��	 ��	 �

	
� �

�

�
��� ��� �� �� ��

��	 ��	 �

	
� �

� (A10)

The final IRF-USAR can be obtained by inserting the integral limits
of � given in (8).
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