The sustainable development of a software product depends on a number of groups working together to achieve a common goal. However, each of the groups interacts with the product in different ways, and can have conflicting aims and objectives. For example, developers trying to correct issues in the software architecture, which will impact future releases of the product, can be stopped by a project manager who is charged with delivering a release on time and within budget. While the functional requirements of a software product are usually documented, there are a number of other investments in software development that are not always as explicitly agreed upon but are still essential to a product’s long-term success. The major investment types include software product quality -- a main control variable in software development, and intellectual capital (IC) -- being the key input and tool used in software development.

As management requires measurement, it is necessary to understand the priorities placed on investment options by the various groups involved in the development of a software product. The objective of this thesis is to develop a method capable of both determining the priorities of different groups for software product quality, and IC. The method elicits the required information from a series of case studies to build up a picture of the priorities placed on major investment options and constraints -- features, quality, IC, time and cost. The results highlight strengths, and areas for improvement -- through the identification of differing priorities and ambiguities in management of different aspects studied.

In conducting this research, systematic biases in the selection of requirements appear to be occurring, adding an objective to understand how bias impacts decision making in a requirements engineering context.

This thesis provides a method that determines the priorities on the level of investment on different options in the development of software products. It is concluded that people involved in the development of software need to be aligned on issues of software product quality as these priorities set expectations. The same was not found true for issues of IC, where groups can complete tasks without negatively impacting others, as long as the organisation works effectively as a single entity. On the issue of biases in the prioritisation of these aspects, prospect theory is found to apply to requirements selection in an academic experiment -- suggesting people will prefer functionality over software product quality, and to meet the known requirements of customers over predicting general market requirements.
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Abstract

The sustainable development of a software product depends on a number of groups working together to achieve a common goal. However, each of the groups interacts with the product in different ways, and can have conflicting aims and objectives. For example, developers trying to correct issues in the software architecture, which will impact future releases of the product, can be stopped by a project manager who is charged with delivering a release on time and within budget. While the functional requirements of a software product are usually documented, there are a number of other investments in software development that are not always as explicitly agreed upon but are still essential to a product’s long-term success. The major investment types include software product quality – a main control variable in software development, and intellectual capital (IC) – being the key input and tool used in software development.

As management requires measurement, it is necessary understand the priorities placed on investment options by the various groups involved in the development of a software product. The objective of this thesis is to develop a method capable of both determining the priorities of different groups, and the level of alignment between these groups in terms of their priorities.

Evolving the method from a study into the values used to select requirements for a release of software, Ericsson supported the development of a methodology to determine and compare the priorities of different groups for software product quality, and IC. The method elicited the required information from a series of case studies to build up a picture of the priorities placed on major investment options and constraints – features, quality, IC, time and cost. The results highlight strengths, and areas for improvement – through the identification of differing priorities and ambiguities in management of different aspects studied. In conducting this research, systematic biases in the selection of requirements appear to be occurring, adding an objective to understand how bias impacts decision making in a requirements engineering context.
This thesis provides a method that determines the priorities on the level of investment on different options in the development of software products. It is concluded that people involved in the development of software need to be aligned on issues of software product quality as these priorities set expectations. The same was not found true for issues of IC, where groups can complete tasks without negatively impacting others, as long as the organisation works effectively as a single entity. On the issue of biases in the prioritisation of these aspects, prospect theory is found to apply to requirements selection in an academic experiment – suggesting people will prefer functionality over software product quality, and to meet the known requirements of customers over predicting general market requirements.
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Chapter 1

Introduction

1.1 Overview

Getting any product to a consumer today involves many different groups of people. Each of these groups is involved with a product in a different way, and values different things from the same product. Many of these desires on the product solution can work together, but it is possible for that the desires of one group conflict with the desires of another group. However, these conflicts must be resolved. If an organisation is able to successfully exploit the diversity of ideas, strengths and options of the different groups involved in a product’s development can also provide value to potentially all of the groups involved.

Take the simple example of a hospital sheet. Patients and healthcare professionals want the solution primarily to be hygienic – making disposable plastic sheets an obvious solution. But the patient also wants it to be comfortable – disposable silk sheets meet both criteria, and additionally silk is hypoallergenic. But those responsible for paying for healthcare require a more affordable solution than single use silk sheets. Laundering the sheets does help reduce the cost dramatically, but silk is still expensive and will not survive as many wash cycles as many alternatives. Fortunately sheets made from cotton blends are cheaper than silk, last longer, can be cleaned sufficiently and are acceptable to most patients. It is also reasonable to expect that a nurse would like fitted sheets as they are much easier to put on a bed, but with the amount of laundering the elastic would wear out quickly, resulting in an unacceptably short life for each sheet. Similarly colours might also help brighten up a sick patients day,
but the amount of washing combined with the sufficient cleaning agents having a bleaching effect means dull off-white sheets would quickly become the norm. Thus hospitals use white cotton blend sheets that are regularly laundered.

As the example shows, there are many people who have a stake in the provision of a hospital sheet. Each of these groups has different aims and concerns in the provision of the solution, but ultimately these need to be reconciled. The final solution to this problem meets the aims of each group involved, but each group has made some compromise – the patient did not get the most comfortable material, the payer did not get the cheapest solution and the nurse did not get elasticised sheets. However, ultimately the solution was acceptable to all groups involved.

The development of a software product faces many similar challenges to the example given of the hospital sheet, but the situation is much more complex. There are many groups involved in the development of a software product – for example there are end users, product managers, system architects, project managers, developers, testers and trainers. As each of these groups is involved with a software solution in a different way, they see the product differently have potentially conflicting desires and expectations on the final solutions. But as each group brings with it expertise and experience. If these groups are effectively leveraged a greater product can be achieved for all groups involved.

Exploiting the strengths and viewpoints of other people in decision-making to achieve a better outcome has become a natural part of our society. Most people reading this thesis will relate to Figure 1.1, as they will have either helped friends and family purchase a computer, or asked someone to help them. A diverse group of people has a better ability to understand problems and find possible solutions.

Ultimately the aim is to deliver the maximum amount of value to the groups that will decide the success or failure of a product. Someone visiting a patient in a hospital in the above example will have some response to the sheets, but ultimately the needs of the patient, healthcare professionals and payer for the medical services will overrule these concerns as success of the solution does not depend on the visitor.

To complicate the situation, software is not like other products. Both software, and the resources used to create it are intangible. A substantial amount of the cost of the hospital sheet will cover growing, harvesting, weaving, bleaching and distribution of the cotton. Very little cost goes into recovering the cost of designing the final solution. The opposite is true of software, most of the cost

---

1This figure is reprinted with permission from xkcd.com.
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Figure 1.1: “Shopping Teams” cartoon from \textit{xkcd.com} [87]

go towards the design, as the manufacture and distribution of software is very cheap. However, despite the different nature of software, the successful development of software products requires that different stakeholders requirements are balanced, and an outcome that is acceptable to all of the groups upon who success depends is created.

This thesis aims to understand the priorities of the groups upon whom the success of a software product depends. There are a number of different sets of issues known to impact the development of software products, which can be explored in terms of the issues raised. Specifically this thesis examines factors influencing the selection and prioritisation of requirements for a release of software, priorities on software product quality, and the balancing of different types
of investment and constraints software companies face – particularly features, quality, intellectual capital (IC), time and cost.

Additionally this thesis looks at how these groups are aligned in terms of their priorities, and the relative influence of the different groups. In order to achieve these first two research objectives a method is developed that is able to elicit the required information and process the results in a meaningful way.

Finally, given the complex nature of the decisions in this area, this thesis also explores how bias in decision-making may skew the these priorities. This thesis looks at how prospect theory could impact decision makers selecting requirements for a release of software.

An introduction to the literature in the areas studied in this thesis are provided in Section 1.2. The research questions addressed in this thesis are presented in Section 1.3. Information about the methodologies used are presented in Section 1.4, with the research setting given in in Section 1.5. An overview of the chapters that make up this thesis is given in Section 1.6, with the major contributions of this thesis presented in Section 1.7. Future work is presented in Section 1.8. Finally a summary of the thesis is made in Section 1.9.

1.2 Background

This section introduces the key concepts and related work used in this thesis. It covers different types of investments that must be made in software products and defines value for software products. This section then covers techniques to prioritise investments and introduces value-based software engineering (VBSE). It concludes with an introduction to biases when making decisions, with a focus on those that will influence the prioritisation of investments.

1.2.1 Software Product Investments

Software is different from most other products. When purchasing software, the consumer normally only receives a box containing a CD and a booklet, which of course does not justify the price. Which raises the question, ‘where does the rest of the money go?’ This situation clearly contrasts from that of a car, which comes with a complex set of assembled parts, many of which have been tailor made to the particular make and model of the car, and even to the consumers individual preferences. While physical components do not make up the whole cost of the car, it does create a different perception for consumers.
1.2 Background

The forgotten cost in both cases is for the creation of the product – covering design, testing, certification and in the case of software coding. The main difference is that software results in a physically intangible product, where most others additionally result in a physically tangible one as well.

The key input and tool used in the development of a software product is IC [95]. For an organisation IC comprises of the knowledge, skills and experiences of employees; the structures and processes within the organisation; and the relationships between the organisation and external parties who have some interest in the organisation.

Within an organisation, software is most commonly developed in projects. Four control variables have been identified for the management of software development projects – features, quality, time and cost [13]. Of these, features and quality are areas in which investments can be made, while time and cost constrain the possible investment that can be made. Features refer to the functionality the software provides – what it is able to do, while quality describes how well it does these tasks.

These area of IC, features and quality are described in the following sections.

Intellectual Capital

The standard model of IC used in research today was developed by Bontis [28]. It divides IC into human capital, structural capital and relationship capital.

Human capital describes the value brought to an organisation by its employees [28]. It covers employees’ knowledge, experience, skills and abilities. Investments a company can make in human capital include strategic hiring of personnel, training, job rotation and collaboration.

Structural capital is most commonly described as the knowledge the organisation has when everyone goes home [86]. It refers to the structures and processes that allow the organisation to meet market requirements – for example copyright, patents, trademarks and data stored on information systems. Investments in structural capital include organisational restructures and taking a strategic approach to intellectual capital protection.

Relationship capital recognises the value of the knowledge held in the relationships between an organisation and external parties. External parties include customers, suppliers, alliances/partners, community, regulatory and competitors [74]. The knowledge built up in a relationship with an external party is valuable, and that is why an existing customer can be more valuable than a new one.
All of these areas require investment. Failure to invest in IC will be detrimental to the long-term financial performance of an organisation.

Features

Shifting the focus from the organisation to the products it produces, features are the functional requirements that a software product fulfils. For example, Google’s main feature is search functionality.

The purpose of features in a software product is to create business value [44]. However, developing new features comes at a cost for organisations – requirements for features must be elicited from various sources, analysed to ensure they are consistent and clear, conflicts between requirements must be reconciled, specified, designed, coded and tested [79].

When selecting requirements to implement in a release of a software product there are many factors that must be balanced to create software product value [109, 110, 6]. There is no silver bullet to select requirements to maximise the value of a software product. This is because value creation strategies are highly contextual [75] and must be analysed as part of a multidimensional array of variables [91].

Software Product Quality

Another product issue requiring investment is software product quality.

Quality is a complex and multifaceted concept. It can be considered from a number of different perspectives [45], but the most common perspectives to consider in the development of a software product are that of the user and manufacturer [58, 71]. From the users’ perspective quality is defined as fit for purpose, while the manufacturing perspective defines quality as conformance to specification.

Only considering the user and manufacturing perspectives is dangerous. Value-based software engineering recognises that there are many groups upon whom the success of a software product depends. While these groups will be discussed in more detail later in Section 1.2, it is important that some key groups are represented when deciding on how to invest in software product quality [71].

There is no single correct answer for the level investment different aspects of software product quality should receive. The issues involved in the quality of a software product will depend on a number of factors that define the context of the product [71]. However, it is important to realise that less than perfect software may in fact be ideal [113], but deciding how much less than than perfect
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is a business decision – insufficient investment in software product quality means the product will fail to satisfy, while too much investment results in costs that will not pay-off.

Constraints

It is critical to recognise that all of these investment options are bound by time and cost. No organisation has unlimited resources, making it necessary to balance different investment options against each other. Increasing the investment in one area reduces the possible investment in other areas.

1.2.2 Value

In order to achieve the correct balance on investment options in the development of a software product it is necessary to understand how value is created. The notion of value is a rich one, with the word being used in many disciplines and having a wide diversity of meanings.

In economics value is used to describe what a customer is willing to pay for a product – use value, and the market value of a product – exchange value [84]. A consumer’s perceived value of a product is defined as their perceived benefits from using the product divided by the perceived price, which can be compared with alternative product offerings [107].

If the perceived value is greater than the price the customer will view the purchase as providing value. If the price is greater than the cost then the software company will make profit on sales.

An organisation’s success does not necessarily correlate with the level of investment in IT [105]. In order to create value, a software company must align the business, product, project and relationship perspectives with the business strategies that drive value [5, 4, 101]. The success of software companies depends on their ability to develop products that meet consumer requirements, while offering value for money [27, 82].

1.2.3 Perspectives in Software Development

Already there have been a number of references to different groups and perspectives involved in the development of a software product. The need to reconcile these groups has been stated. Relationship Capital, one part of IC, recognises that an organisation works with and is influenced by many parties outside the
organisation. Definitions of software quality consider the consumers and developers of software, while research into the creation of value recognise the need to align software consumers, software development organisations, software products and projects to develop software products.

Each software development organisation will have its own internal structures, but there are many roles that are undertaken in the development of a software product. These include product managers, project managers, designers, programmers and testers. Each of these stakeholder groups will bring a different perspective and priorities to the software development process [68, 23]. For example, a project manager considers whether they can deliver the required functionality on time and budget, a software company considers its profits, while a user considers whether the product meets their needs.

The different value propositions by the groups involved in the development of a software product are often not compatible, and therefore must be reconciled [23]. To complicate matters, these groups are often not aware of their own value propositions, or are unable to express them concretely, so a concerted effort is required to elicit the desires of each group [2].

Figure 1.2 shows an example of the possible misalignment between three different perspectives involved in the development of a software product. It is based on the methodology presented in Chapter 4. In this example the product manager has promised new features to customers within a given time period. As the product manager is responsible for ensuring the product is profitable they have further placed a high priority on cost. However, the architects and developers in this example do not have the same interaction with customers, but are aware of a number of internal quality issues affecting the code. While it is possible these issues do not currently affect the product, they can impact on the developers and can impact the product further down the line, and may require training and new skills to address. For these reasons we can see differences in the priorities of the three groups, with a greater focus on features time and cost by the product managers, while the architects and developers want to focus relatively more focus on quality and IC.

1.2.4 Prioritisation Techniques

There are a number of different techniques that can be used to prioritise different factors in the software development process to elicit the requirements of different people and groups. While academic literature has focused on the analytic hierarchy process (AHP), there are a number of techniques that can be used [17]. This section covers AHP, cumulative voting (CV) and hierarchical
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Figure 1.2: Misalignment between investment priorities of different perspectives

cumulative voting (AHP).

Analytic Hierarchy Process

AHP is a systematic decision-making technique that has been designed to solve complex problems with multiple aspects [15]. Users of this method make pairwise comparisons of all items being considered, rating their preference for one item over another on a nine-point scale. The technique recognises that people will not always be consistent in their use of the nine-point scale comparisons, and allows for this while calculating the users’ final preferences. The final preferences are presented on a relative scale.
AHP was found unsuitable for prioritising large numbers of items due to the number of comparisons that must be made [15]. However, researchers have been able to develop techniques to remove redundant comparisons.

**Cumulative Voting**

CV is a simple and straightforward technique, where people are asked to split a specified number of points across a set of items provided [15]. This method is also known as the $100 method, as people are commonly asked to split $100 across a set of items to show their relative value.

For example, if someone thinks item $A$ is twice as valuable as item $B$ they may assign these items 20 and 10 points respectively, leaving 70 points to award to the remaining items. If they think item $C$ has no value, they can assign it zero points (or $0$).

Like AHP, CV produces results on a relative scale [15].

**Hierarchical Cumulative Voting**

HCV is an extended version of CV. The CV technique asks participants to identify the relative priority of each item in a single list, while HCV asks people to complete a number of CV exercises and has a method for reconciling these separate lists into a single list showing the relative importance of each item.

Asking people to prioritise a single list of attributes can be troublesome as not all the items may be at the same level of extraction and may be difficult to compare as they are not directly related [11]. However, comparisons of this nature must be made – for example, when managers determine the level of investment in features, software product quality and IC.

In order to create a HCV exercise an author must first create a list of items for which they want to find the relative priority [16]. These items can then be logically grouped, creating a descriptive heading for each group. Each group then becomes its own CV exercise, with an additional CV exercise being generated from the list of descriptive headings. The relative importance of each item in the original list can then be calculated through multiplication of the items with their descriptive headings.

**1.2.5 Value-Based Software Engineering**

Being able to elicit the priorities of different groups is a key component of value-based software engineering (VBSE), which has become an area of increas-
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Software has traditionally involved a bespoke development for a single customer, but is increasingly moving towards market driven software product development – where a software product is made for the market-at-large. With bespoke development the customer was responsible for deciding what should go in to the software to create a satisfactory level of value. However, now the software companies need to take on this role as the sheer number of customers does not allow that level of involvement, and different customers will have different needs.

VBSE recognises that in order to maximise the value of a software product offering it is essential to reconcile the needs of different stakeholder groups [4, 109, 110]. Central to VBSE and this aim of reconciling the needs of different groups is Theory-W. Theory-W requires [26]:

1. Success-critical stakeholder groups to be identified – the groups upon whom the success of a product depends. This may change from development context to development context.

2. The requirements of these groups to be elicited.

3. Negotiation between the groups to create a win-win situation – this is a decision that all groups find acceptable. It is possible that it may not be an ideal outcome for each group individually, but it is important to consider these issues collectively.

4. A control process to support success-critical stakeholder win-win realisation and adaption to a changing environment.

The key advantage of Theory-W is that it explicitly brings all of the parties on whom success lies together to understand each other’s needs, compromise and agree. In order to be successful Theory-W must be managed to ensure the plans are achieved and any deviations from the plans are corrected [26]. Management requires an understanding of why the goals are being pursued, what is the required result, who is responsible for the result, how the result will be achieved and at what cost the result can be achieved. The answer to these questions will be specific to the context in which they are posed.

1.2.6 Decision-Making

It is important to recognise that people have biases, and these can affect the decisions that they make. When choosing between different investment options
there are a number of biases that may influence the decision made. These include [90]:

Hyperbolic discounting, which suggests people will have a preference for more immediate payoffs. With the aforementioned investment types this will most probably mean giving preference to features over quality and IC.

Prospect theory, which states that the relationship between money and value is not linear – a loss is felt more than an equivalent-sized gain, and doubling the size of a gain does not double the value it brings. This suggests decision makers will be conservative with revenue-generating decisions, and risk-taking with cost-generating decisions.

Omission bias, infers a tendency to judge harmful actions as worse than harmful inaction. As investment in quality and IC have immediate costs, but do not have immediate payoffs, it is likely this bias will lead to an under-investment in these areas.

The planning fallacy or tendency to underestimate task completion times, could also be impact the situation.

1.3 Research Questions

The development of software products involves a complex set of competing priorities and interests. Balancing these concerns is a difficult task, but is one that must be undertaken by software development companies. However, to manage this process and facilitate effective change, it is essential to be able to quantify the relative weight placed on different aspects that are managed. Thus the first main research question (MRQ) for this thesis is:

MRQ1: How can the priorities of success-critical stakeholders be determined in the software development process?

As the development of software products involves many different groups of people working together, it is of interest to see if they are working towards one single goal, or identify if they have competing priorities. Thus the second research question is:

MRQ2: Can the level of agreement between success-critical stakeholder groups be determined in terms of priorities on the software development process?
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Further, as the decision-making process involved in prioritising different factors in the software development process is a human one, it is potentially subject to human biases. This raises the question:

**MRQ3:** How do biases affect the priorities placed on investment options in the development of software products?

The answer to these questions will allow researchers and practitioners to identify the priorities of different success-critical stakeholder groups, determine their alignment, and understand the biases that influence the balance as it is practised.

The chapters in which each MRQ is addressed is presented in Table 1.1.

Table 1.1: Relationship between chapters and main research questions

<table>
<thead>
<tr>
<th>Chapter</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 2</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 3</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Chapter 4</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 5</td>
<td></td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

1.4 Methodology

In order to answer the research questions posed in this paper it is essential to have a research methodology. A research methodology provides the link between research questions and the data used to answer them [77]. Thus a methodology must be chosen that will provide the necessary data to answer the stated research questions. This section explores types of methodologies that can be used, with a focus on those that can be used to answer the research questions this thesis seeks to address.

Research methodology can be categorised in many different ways. Empirical research is one of the main categories in which methodologies can be placed. Empirical research can be described as evidenced based research, where findings are verified through observation and experience, and it is contrasted with studies of pure logic. As the research questions in this thesis have applied and practical objectives, this thesis focuses on empirical research methodologies.
1.4.1 Approaches to Empirical Research

There are a number of approaches for conducting empirical research in the software engineering discipline. The most common approaches for gathering data are case studies, surveys and experiments [72]. However, there are also other methods that can be used.

**Case Studies**

A case study is used to investigate phenomena in their native context around the time they occur [97]. While the small sample size makes it difficult to impossible to generalise the results of case study research [73], the approach is useful in exploratory research where little is known about an area. Case studies are conducted within the natural setting [77]. The methods for data collection will vary depending on the needs of the case study, but can be direct (eg. observations and interviews) or indirect (eg. document studies).

**Surveys**

Where case study research is conducted on a small scale, surveys are used to learn about a large population [77]. Much more data is collected with the aim of producing more generalisable results. As such it should be possible to tabulate or otherwise structure and order the results to describe characteristics of the situation studied. In order to generalise the results of a survey, careful attention must be paid to the selection of participants to reduce the risk of a bias in the results. The results are usually collected in questionnaires and interviews, with statistical methods employed to analyse the results.

**Experiments**

Experiments are situations created by researchers to investigate the relationship between different factors by controlling related variables [77]. This means a situation is repeatedly created with a controlled variance of some aspect or aspects to observe the resultant outcome.

1.4.2 Data Collection

With all of the approaches above there are multiple methodologies that can be employed to collect data. These methodologies are divided into two broad categories – quantitative and qualitative [77]. These are described in more detail
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in the following sections, with a discussion on choosing which one is the most appropriate for a given study.

Quantitative Research

Quantitative research is generally used to answer questions about the relationships between variables for the purpose of explaining, predicting or controlling the phenomena [77]. Statistical methods are commonly used to establish or confirm hypotheses, and produce generalised findings – which is the greatest power of quantitative research.

Quantitative research is usually carefully structured with consideration for the variables that need to be observed or controlled. Objectives are often written in terms of hypotheses to be tested.

Qualitative Research

Qualitative research seeks to better understand and explain complex situations [77]. The researcher must enter the research with an open mind, as discoveries along the way can shape the research.

Qualitative researchers use observations and inductive reasoning to build theory from the ground up, where quantitative researchers use statistical methods to confirm proposed theories. One reason for this difference is an assumption by qualitative researchers that reality cannot be easily divided up into discrete measurable variables.

Deciding Between Quantitative and Qualitative Research

The choice between quantitative and qualitative methods is not a choice between right and wrong [77]. Both have their strengths and weaknesses, and each is more suited to certain situations. It is even possible to use both together – with qualitative methods being to understand why a situation is occurring, and quantitative methods to find out if these reasons are common.

1.4.3 Data Sources

In addition to the categorisations of methodologies detailed above, the research also needs to decide the subjects or context to be studied.

In 1994 Glass discussed the “software-research crisis,” concluding that the main problem with software research is that most is not relevant to industry [46]. Since then there has been a movement toward more applied research in the
software development industry, helping to ensure research is valuable to the people who develop software.

However, it is not always possible to conduct research in an industrial context. For example, it may not be possible to control the required variables to conduct an experiment due to a business’ need to carry-on working. This means that while some research may be valuable in an industrial context, it is necessary to conduct the research in a laboratory setting.

The number of systematic reviews of software engineering literature [69] has been growing steadily since 2004 [70].

1.4.4 Categorisation of Chapters in this Thesis

This thesis employs a mixed research methodology. An overview of the methodologies used in each chapter of this thesis is presented in this section, but further details on the methodologies used can be found in each chapter. The methodologies used are summarised in Table 1.2.

<table>
<thead>
<tr>
<th>Methods</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Qualitative</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case study</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Survey</td>
<td></td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>Industry</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Laboratory</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
</tbody>
</table>

Chapter 2 used qualitative methods to discover how companies were managing requirements to create value and quantitative methods to determine what values were being applied to the selection and prioritisation of requirements. A number of case studies are presented in the results, providing a small industrial survey.

In Chapter 3 a case study was conducted in industry using quantitative methods to determine the priorities placed on different aspects of software product
quality, and ambiguities in the management of these aspects. Qualitative analysis of the results was conducted in a workshop setting following the analysis of the quantitative data.

Chapter 4 presents an industrial case study using quantitative methods to determine the priorities on different investment types and constraints in the software development process. Again a workshop was held to analyse the results, employing qualitative methods.

Finally, Chapter 5 presents an experiment conducted in an academic setting to determine if prospect theory applies to the selection of requirements for a release of software. Quantitative methods were used to collect and analyse the data.

1.5 Research Setting

This thesis presents a number of empirical studies, set in both academic and industrial contexts. The three primary settings used in the collection of data are presented in the following subsections.

1.5.1 Anonymous Companies

Chapter 2 uses data collected from a set of companies. These companies are described here and in the corresponding chapter, but for reasons of confidentiality remain anonymous.

In total three medium-sized companies are involved in this research:

- The first company is based in Australia and operates primarily in the Australian market. The company provides a number of business services, which includes a number of software products. This company has been developing software for over ten years.

- The second company is based in Australia, but has offices in other countries and sells products globally. It is a young company, founded in 2002, and creates a number of software products aimed at the professional software development and business markets.

- The third company is based in Germany, with sales offices in other countries and sells their products primarily in Europe. It offers a number of software products and software intensive solutions in the telecommunications arena.
Collecting data from a number of industrial sources provides greater power in the ability to identify and draw more general trends and conclusions. However, this is not true for this research as the set of companies used is not representative of the software development industry at large. Although there are a number of advantages from gathering data from a number of different sources – this provides greater confidence for identifying more general trends, allowing future work to focus on areas of key interest without having to find a large number of companies able and willing to participate in a general study.

1.5.2 Ericsson

Ericsson is a world leading company in telecommunication, providing a wide range of products and solutions. Products are developed and sold as generic solutions offered to an open market, although customised versions of the products are also developed.

Ericsson is the industrial partner for the research presented in Chapters 3 and 4 and Related Paper 3. Ericsson was active in this continued relationship – shaping the research, providing access to collect data, analysing the results, and instigating change based on the results.

Of Ericsson’s diverse product portfolio, one major software-intensive product has been the subject of the research activities presented in this thesis. It is developed within one part of the organisation, so the results are specific to this part of Ericsson and should not be considered representative of Ericsson more generally. The product is not named for reasons of confidentiality.

The research partnership with Ericsson provides benefits for both academia and industry – creating a win-win scenario with the success-critical stakeholder groups. Ericsson is able to get an external perspective that is grounded in research to examine areas perceived beneficial to the company; providing the researcher with industry relevant topics, data and results.

1.5.3 Blekinge Institute of Technology

Unfortunately it is not always realistic or feasible to collect data from industry. Reasons of time, cost and risk can make it difficult-to-impossible to carry out some studies in this context. However, this does not mean that these studies do not have academic merit or the potential for industrial application. Experiments in an academic setting can help bridge the gap between ideas and industry being prepared to get involved.
Data was collected from students enrolled in a software metrics course as part of a software engineering programme at Blekinge Institute of Technology for the research presented in Chapter 5. The students involved in the research were considered to be well versed in concepts of market-driven software requirements engineering, with almost 95% completing their masters degrees and 69% having work experience in the software development industry. The students also come from a wide range of countries – Bangladesh, China, Germany, India, Iran, Jordan, Nepal, Nigeria, Pakistan and Sweden – giving the group collectively a wide range of academic, industrial and social experiences.

1.6 Overview of Chapters

This section provides a brief overview and highlights the major contributions of each chapter in this thesis.

1.6.1 Chapter 2: Understanding Requirements Selection

Much of the value of a software product is in the requirements it fulfils. Given the need for software companies to maximise the creation of value in their products, the process for selecting requirements for a release of software becomes a crucial one. Decisions ultimately have to balance a number of different perspectives and issues that concern the groups behind each perspective.

This chapter extends previous research by the author [6], and explores how creation of software product value through requirements selection is understood in an industrial settings. It looks at the process for selecting requirements for a release of software, and how this has evolved over time. It determines the priority placed on the values that shape the requirements selection and prioritisation decisions for a release of software; and uses these results to determine the relative influence of key stakeholder perspectives in this process.

A methodology is used involving interviews and a CV task. The interviews seek to understand requirement selection and prioritisation processes and how they have evolved. CV is used to find the relative priority on a number of values that influence the selection and prioritisation of requirements. Each value is associated with one success-critical stakeholder group, allowing the influence of each group to be determined.

The results of the collective case study of anonymous companies show that two of the companies followed the same process changes to come to their current requirement management practices, despite coming from different countries and
industries. While there were differences in the values that shape the selection and prioritisation of requirements for a release, it appears that these values will change depending on a number of contextual factors – like number of customers and the profitability of a product. Finally the results show that while all success-critical stakeholders are important, their influence is not equal - with the business perspective being the more influential in the prioritisation and selection of requirements for a release than the product and project perspectives.

The result show that there is no silver bullet in the selection and prioritisation of requirements – it is a difficult task to balance that companies continue to improve in a step-wise process. Additionally, the values used to select requirements for a release vary with context in which a software product exists – for example, a new product that is yet to turn a profit is treated differently to an established profitable product; and the size of the customer base influences requirement selection.

Beyond this chapter, this research has been further extended, with another paper by the authors examining the values influencing the selection and prioritisation of companies operating in China [9]. The results show that Chinese companies with a domestic market, Chinese companies with an international market and Western companies operating in China have similar value systems – but Chinese companies with an international market perceive they have a strength in after-sales support.

1.6.2 Chapter 3: Balancing Software Product Qualities

The development of software products involves a number of groups working towards a set of common goals. However, as each group is involved with the product in a different way, each will be more aware of certain issues and less aware of other issues. In turn, this impacts how the different groups will prioritise the same set of issues. While features of a software product are usually explicitly stated in a requirement document, software product qualities are often not so clearly stated – leaving the interpretation up to the individuals working on the software product. As software product quality is one of the key areas to control in the development of a software product, it is important to ensure the people working on that product are working towards the same goal.

The aim of Chapter 3 is to test a methodology proposed by the authors for determining the priorities placed on aspects of software product quality by the success-critical stakeholders and the degree to which these groups are aligned. This methodology additionally proposes a way to identify ambiguities in the responsibility and management of each aspect of software product quality.
A methodology is proposed using cumulative voting (CV) to determine the relative importance of factors drawn from ISO 9126. The pilot of this method found participants had trouble balancing some aspects, and the methodology was updated to use hierarchical cumulative voting (HCV) – which removes the need for direct comparisons between the areas participants felt unable, but still allows the areas to be brought back together for analysis.

The proposed methodology is applied to a case study within Ericsson. The methodology was able to elicit the values with respect to software product quality, and shows that the internal success-critical stakeholder groups are well aligned in the priorities placed on software product quality. Additionally the results show that in general qualities perceived as more important have fewer and less serious ambiguities in their responsibility and management, while the less important qualities have more ambiguities.

These results are encouraging on a number of counts. First, the proposed methodology was able to meet its objectives – identifying the values with respect to software product quality from success-critical stakeholders, determine the level of alignment between logical groupings, and determine ambiguities in management. While the results of Ericsson cannot be assumed to be indicative of the wider software development industry, they too are promising, with the success-critical stakeholder groups agreeing on the priorities of software product quality and ensuring that the most important things are the most effectively managed.

Given the success of the methodology, a follow-up study was conducted examining the priorities and alignment of success-critical stakeholder groups on aspects of IC [8]. Like Chapter 3, this paper also forms an input to Chapter 4.

1.6.3 Chapter 4: Balancing Software Product Investment Options

Developing a software product is more complex than just balancing software product qualities, but experience shows that people have trouble making comparisons between different types of investments. Features and software product quality are two obvious investments, but given IC is both the key input and tool in the development of software it is essential to develop this part of an organisation. Given that all investments are in someway constrained by time and cost, investing in any one area reduces the level of investment in another area – making it critical to get the balance right.

Chapter 4 aims to determine the relative importance of a number of key investment types – features, software product quality and IC – in the presence of
time and cost constraints. To achieve this goal, this study presents a methodology that aims to collect new data, and bring together the results from both the software product quality study presented in Chapter 3 and a study into IC [8].

HCV is used to bring together the priorities identified from previous studies, and allow them to be compared on one single scale.

The method is applied to the Ericsson case, and is able to bring together priorities identified in the different sets of data collecting to create a single prioritised list of investment types and constraints.

This work expands on the HCV method, and demonstrates that it is able to bring the results of separate studies together. This technique, for example, would allow specialists within particular areas to prioritise the factors closest to them, while still being able to create a complete prioritised list. The method supports people in making comparison between the relative importance of areas they would normally have trouble.

1.6.4 Chapter 5: Attitudes to Value and Risk in Requirements Selection

Finding a balance between commercial (customer specific, market pull and external quality requirements) and internal quality requirements is a recognised challenge in market driven software product development (MDSPD). Part of the problem is that any decision can be subject to human biases, and these biases can potentially result in decisions being made that do not lead to the optimal outcome. In order to address this challenge, and ensure that good decisions are made, it is important to understand the preferences and biases influencing decision makers selecting requirements for software releases.

Prospect theory has been successfully applied to many disciplines. Applying it to an MDSPD setting suggests decision makers will avoid risk when selecting between commercial requirements, take risk with internal quality requirements, and prefer commercial requirements over internal quality requirements to maximise their perceived value. This paper seeks to investigate this claim.

Chapter 5 presents an experiment into prospect theory, investigating whether the biases proposed by prospect theory can be seen operating in MDSP requirements engineering (RE). The methodology copies the original experiments in prospect theory, but places the student subjects in a MDSP RE setting.

The results indicate risk avoidance when dealing with commercial requirements, while greater risk is taken when dealing with internal quality requirements.
As this is the first paper to use prospect theory to explain requirements selection decisions, it presents an opportunity to educate people in the biases they bring to the RE process, and facilitate the creation of strategies for balancing the different requirements types.

1.7 Contribution of Thesis

The general contribution of this thesis is twofold:

- First is a methodology that is able to determine the value propositions of success-critical stakeholder groups and determine their alignment.
- Second is an insight into how the bias explained by prospect theory applies to the selection of requirements.

The methodology was developed to address the MRQ1 and MRQ2 – to determine the priorities of success-critical stakeholders in the software development process, and to determine the level of agreement between success-critical stakeholder groups in terms of priorities on the software development process. It is developed in Chapters 2, 3 and 4, and is successfully used to:

1. Elicit the motives behind the selection and prioritisation of requirements – addressing MRQ1 in Chapter 2.
2. Elicit the priorities on software product quality and determine the level of alignment between internal success-critical stakeholder groups – addressing MRQ1 and MRQ2 in Chapter 3.
3. Determine the relative priorities on features, aspects of software product quality, time, cost and aspects of IC – bringing together the results of Chapter 3 – addressing MRQ1 in Chapter 4.

The method has been shown to be robust – being successfully applied to a number of issues, and used to bring different issues together.

Being able to determine the relative priorities of different issues is a valuable capacity of the method. The research in Chapter 3 shows that people have trouble comparing issues of features, software product quality and project management – however, these are issues that decision makers must balance on a daily basis. Being able to both determine what is going on, and what people
perceive should be going on allows a deeper level on introspection and discussions between the success-critical stakeholder groups to achieve a better balance and hence better outcome.

The methodology can also bring a greater level of insight through the use of issue specific experts. Not all groups have the same knowledge and understanding of all parts of the software development process, making some groups more apt to describe an issue or set of issues. Similarly, it is unlikely any one group has a sufficient level of oversight on the entire software development process to provide the level of detail required on all issues. The methodology presented in Chapter 4 allows different groups to respond to different issues, and is able to bring these issues together at a higher level. This allows experts to describe issues at a high level of detail, but still make comparisons between issues that are not directly impacting the same groups.

This thesis presents the first industrial application of HCV to the best of the author’s knowledge. While this method has been used in academic settings [16, 18], this thesis shows the method can be used by, makes sense to and can elicit the value propositions of industrial practitioners in describing their work setting.

In conducting this research a systematic biases in the selection of requirements appears to be occurring, adding an additional objective and research question to this research – MRQ3, to understand how bias impacts decision-making in a requirements engineering context. This question was addressed in Chapter 5, with a study to determine if prospect theory can be used to explain decisions made in the selection and prioritisation of requirements for a release of software.

The results indicate that prospect theory applies to the selection and prioritisation of requirements for a release of software. This will give decision makers a bias for functional requirements over non-functional requirements. This is because functional requirements are more commonly associated with gains, while non-functional requirements are more commonly associated with costs – at least in the short term.

Between functional requirements there will be a preference for lower risk, even if this means smaller revenues. Decision makers prefer to be responsible for a smaller and safer revenue stream than a larger and riskier one. Generating some revenue will reflect better on the decision maker, than taking a reasonable risk and getting nothing in return.

The same is not true when it comes to non-functional requirements. Here decision makers will take high risk options, as this reduces costs in the short term. However, this also increases the likelihood of greater costs in the future.
1.8 Future Work

These insights provide a reminder that people responsible for the selection and prioritisation of requirements need to ensure that their decisions are aligned with the company strategy, and will help achieve short, medium and long-term goals and objectives.

1.8 Future Work

Future work was underway at the time of writing this thesis, but there remain a number of other research activities to be completed.

This thesis presents the first industrial uses of the hierarchical cumulative voting (HCV) method. This method potentially requires the use of weighing factors in bring together the different CV tasks that make up HCV [16], however, further guidelines are needed to support researchers implementing this method determine what weighting factors should be used. While some guidelines are presented by Berander and Jönsson [16], these authors also admit their guidelines are insufficient.

Expanding upon Chapter 3, a study was underway at the time of writing this thesis to determine the alignment of outsourced solution providers into the mix of success-critical stakeholders already presented. This use of outsourced solution providers has increased dramatically, and this has brought about a change in the work environment. Where a new employee is inducted into a support network of experienced developers, a subcontracted team potentially has no prior experience working on a product. While functional requirements are usually explicitly stated and contracted, this is much harder to do with non-functional aspects, making it even more important to ensure that outsourced solution providers are aligned with a company’s strategy.

In the studies presented in this thesis, participants were asked both what they thought was happening today and what they thought should be happening today in terms of the priorities placed on software development. While a need for change was identified in each study, the reasons the groups studied have been unable to achieve this changes is unknown. In order to both better understand the current situations faced in the development of software, and help these groups achieve their aims and objectives it is essential to understand the barriers faced in prioritising investments in ways perceive most beneficial.

While this thesis presents a method for eliciting priorities, moving forward it is important to ensure that these priorities are aligned with the strategies of both the company and product in question. It is not sufficient just to ensure that the priorities realise the company and product strategies, as it is possible these
do not recognise the realities of sustainable software product development. It is also important to ensure that technical issues are appropriately balanced within the company and product strategies. To this end, this method can support the success-critical stakeholders determine what they want, to start a dialogue on why these requirements are needed, and how these factors should be balanced going forward.

Replication of these studies would allow any common problems or patterns in industry to be identified. This would allow researchers to focus on the areas causing the greatest conflict to industry.

On the topic of biases in the decision-making process future work needs to determine if industrial practitioners behave in the same manner as the students used in the experiment in Chapter 5. Further, as each product is different, determine if there are any other factors that influence the degree to which prospect theory biases the decisions made by software product managers.

Work also needs to be undertaken to determine what other biases affect decision makers in how they select and prioritise requirements for a release of software. While some biases that could impact the prioritisation of requirements are presented in Section 1.2.6, this list is not exhaustive and to the best of the author’s knowledge has not been tested in a software engineering context.

Further it would be beneficial to understand the degree to which biases influence the prioritisation of requirements, and the situations where this leads to improved or sub-optimal outcomes. This information would allow decision support to reduce the negative effects of bias from decision-making processes.

1.9 Summary

This section provides an overview of this chapter. It reiterates the main concepts, relates each of the research objectives with the appropriate chapters and summarises the findings.

The sustainable development of a software product relies on both a number of groups working together, and appropriate level of investments in IC, features and quality. Finding an appropriate balance between the different investment options is a difficult task – each of the groups has a different view of the software, resulting in conflicts as to what is important.

However, a balance of investment options must be found, and the groups brought together to work towards a common goal. In order to understand this situation in industry, this thesis aims to find a method capable of eliciting the
priorities placed on aspects of IC, features and quality by groups critical to the
success of a software product. Further the method should be able to identify
the level of alignment between these groups.

In Chapter 2 the CV method is used to determine the priorities of success-
critical stakeholder with respect to the selection of requirements for a release
of software. Following the success of CV in Chapter 2, the same methodology
was used to elicit priorities on software product quality in Chapter 3 – however,
the participants found this method difficult to use, which lead to HCV to be
employed successfully. The strength of HCV is then used to prioritise features,
aspects of quality, aspects of IC, time and cost against each other in Chapter 4.

In conducting the studies associated with Chapters 2, 3 and 4 a possible
systematic bias appeared to be occurring in the prioritisation of investment
options. This is explored in Chapter 5, with an experiment testing the impact
of prospect theory on requirements selection.

The results of Chapters 2, 3 and 4 find HCV to be a powerful method in
eliciting the priorities of different groups on aspects of IC, features and qualities in
the development of a software product. Not only can HCV be used to
determine the level of alignment between the different groups, but this method
allows experts to describe different areas of investment with the possibility to
consolidate these responses together and produce a single view.

Chapter 5 indicates that prospect theory applies to the selection of require-
ments for a release of software. This means that decision makers will favour
lower risk investments over ones that have a higher risk and greater reward.
Conversely it means that the decision makers will preference high risk options
in relation to cost, despite the possibility of incurring high costs later due to
these decisions.

This thesis provides a method capable of determining the priorities on the
level of investment on different options in the development of software products.
While it is concluded that groups should be aligned on issues of quality, it is
reasonable that the priorities on aspects of IC will change between groups due
to the groups’ different job functions. Further, it appears decision makers will
be naturally biased towards certain decisions that can be defined in terms of
losses and gains. Such biases need to be understood to ensure that decision
makers can carry out their job in a balanced and unbiased manner.
Chapter 2

Understanding Software Product Requirements Selection

Abstract

It is important for a software company to maximize value creation for a given investment. The purpose of requirements engineering activities is to add business value that is accounted for in terms of return-on-investment of a software product. This chapter provides insight into the release planning processes used in the software industry to create software product value, by presenting three case studies. It examines how IT professionals perceive value creation through requirements engineering and how the release planning process is conducted to create software product value. It also presents to what degree the major stakeholders’ perspectives are represented in the decision making process. Our findings show that the client and market base of the software product represents the most influential group in the decision to implement specific requirements. This is reflected both in terms of deciding the processes followed and the decision-making criteria applied when selecting requirements for the product. Furthermore, the management of software product value is dependant on the context in which the product exists. Factors, such as the maturity of the product, the marketplace in which it exists, and the development tools and methods
available, influence the criteria that decide whether a requirement is included in a specific project or release.

2.1 Introduction

Incremental software development is becoming an increasingly commonplace practice among software companies as they have discovered the potential of this approach to reduce the amount of effort and time that needs to be invested in a product development prior to its release [64, 32, 96]. Examples of organizations that have adopted time-to-market as their principal product development criterion include Ericsson, Nokia, General Electric and Hewlett Packard. The ability for software developers to develop a product that meets customer requirements while offering high value to both their own business and to their customers provides increased reassurance of market success, provided that the product is released at the appropriate time and offers a superior level of quality relative to competitors.

Global competition forces companies to become more competitive and responsive to consumers and market developments. Moreover, rapidly changing market requirements as well as environmental and governmental regulations have stressed the urgency of dramatic changes in software companies for future economic survival. Thus, creating value for software companies is more important than ever before.

Value is created when a company makes a profit. It is critical for a software company to maximize value creation for a given investment. Hence, it is essential to understand the relationships between the technical decisions and the business strategy that drives the value. Boehm [22] stated software engineering (SE) is largely practiced in a value neutral setting with every requirement, use case, test case, defect and object being considered equally important. Traditionally, there is a separation of concerns — software developers are confined to turning requirements into verified code. Yet Bullock [31] found that eighty percent of business value comes from only twenty percent of software components. Furthermore, there is often a mismatch between the decision criteria used by software developers at the organizational level, and the value creation criteria used by software development organizations [27]. In other words, the alignment of product, project and business decisions is a major problem in the software industry.

The value-based approach in requirements engineering (RE) promotes the alignment of product, project and business decisions [5, 4], and the involve-
2.2 Background

2.2.1 The Concept of Value

Economic theory defines value at an abstract level, in terms of use and exchange value. A use value is what the customer is willing to pay for the product, and an exchange value is the market value of the product [84]. ‘Value-adding’ became very popular in the early 20th century where the focus on product development became the product itself and customer value was seen as being inherent in
the product. By the end of the 1980s the product development was focused on the relationships between the customer service and customer needs. Value was created in cooperation with the customer who was seen as an active participant in value creation activities [102, 51].

The concept of the value-based approach in SE was introduced in late 1990s in the context of decision-making about product lines [43], managing investments in reusable software [44] and software economics [27]. Since then, the value-based approach has attracted both software practitioners and academics leading to the integration of value considerations into existing and emerging SE principles and practices [110].

2.2.2 Defining Value

Value constructions in economic theory are based on customer satisfaction, loyalty and re-purchasing behaviour [51]. By borrowing the economic theory, we address three aspects of value, namely product value, a customer’s perceived value and relationship value. Product value is related to the product price and influenced by the quality attributes of the software product. The value of a product increases in direct proportion to its advantage over competitive products or decreases in proportion to its disadvantage [1]. A customer’s perceived value is the benefit derived from the product and is a measure of how much a customer is willing to pay for it, i.e. \( \text{perceived value} = \frac{\text{perceived benefits}}{\text{perceived price}} \), where \( \text{perceived benefits} \) and \( \text{price} \) are both measured relative to competing products [107]. A customer’s perceived value is influenced by his/her needs, expectations, past experiences, and culture. Relationship value is created through the social relationships between the software company and the customer. It exists through the product and customer’s perceived value [52].

A customer views a purchase as a bargain, if perceived value > price. If \( \text{price} > \text{cost} \) then the software company will make profit for their sale. The critical success factor for software companies is their ability to develop a product that meets customer requirements while offering high value that provides a certain guarantee of market success [27, 82]. Since the ultimate aim for a software company is to maximize value creation for a given investment, it is essential to understand the relationships between product, project and business level decisions and the business strategy that drives the value [5, 4, 101].
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2.2.3 Value Based Approach in Requirements Process

Today software has a major effect on the cost, value and schedule of projects [22]. However, an organization’s success in terms of profitability or market capitalisation does not necessarily correlate with their level of investment in IT [105]. That is because money spent does not always translate into the realisation of benefits. Most studies into the critical success factors, in successful and failed projects, find that the primary critical success factors lie in the value domain. Most projects fail due to a lack of user input, incomplete requirements, lack of resources, unrealistic expectations, unclear objectives and/or unclear time-frames [22]. This is because projects are tracked by monitoring project cost and schedule [23]. This approach, unfortunately, does not consider stakeholder or business value. A project can be successful in terms of cost (i.e. if it is finalized within its budget), but may fail to provide any business value. This can be due to not effectively tracking a project when the project plan changes rapidly, there are flaws in user acceptability, operationally the system is not cost-effective or timely market entry is required [22].

Favaro [44] argues that the purpose of the requirements process is to add business value. As global competition forces companies to become increasingly competitive and responsive to consumers and market developments, the emerging discussions in SE indicate that a value-based approach makes all the difference in creating successful product and value for software business because it puts the requirements engineer in the position of managing requirements to make the most strategic opportunities.

Although companies put a great amount of effort into increasing customers’ perceived value in the product development process, determining how and when value is added is still a challenge even in marketing and management science [47]. This is because value creation strategies are highly contextual [75] and must be analysed as part of a multidimensional array of variables [91]. Unfortunately, there is no prescribed approach to achieving this perception. There are some companies that adopt a single strategy that best suits their circumstances and are quite successful in value creation. Examples of this approach include Sony-Ericsson and Siemens-Nokia marriages for their mobile phone products.

Kotler [75] states that strategy and product management should change with market demand. Although this is only one of many factors that could influence the relative importance for criteria in the selection of requirements, we were unable to identify a complete list of factors from the literature.

Techniques to reconcile conflicts include requirement prioritization techniques, business case analysis techniques, and stakeholder identification and
requirements and negotiation techniques [23]. It is also important to consider that the value a market attaches to different requirements changes over time [81], but it is not understood how they will change [109, 110]. The critical success factor for software vendors is to respond quickly to changing requirements while maintaining a focus on their value proposition, which may, for example, yield a quicker return on investment.

Shaw [99] adds that features in software only need to be good enough to meet the needs of the users. Recognising that bug fixes come at a cost. The paper highlights that people are able to handle a certain level of unintended behaviour, and making valuable software includes finding this optimal level of quality.

Value-based requirements engineering (VBRE) aims to maximize the value of a release of software to success-critical stakeholders through the selection of requirements [109, 110, 4]. VBRE is a very young area of academic study, however, the problem of creating product value through requirements selection and prioritization is real to the development of software products in today’s competitive environment. Companies have been forced to change their practices due to current market forces, but there is little theory providing an approach for development of IT intensive solutions that are valuable to all stakeholders [47]. In this article we examine this topic in industry through three case studies.

2.2.4 Incremental Development and Release Planning

Incremental software development is a top-down approach to development in which a minimal software product is developed and released in the first increment, and a function(s) or a requirement(s) is added in each successive increment until the product is complete. Each increment or product release may contain all previously elicited requirements in addition to some new requirements or functions allowing the product to cumulatively grow. This approach to software development requires the analysis of requirements, assigning them to increments [49] and releasing each increment with an aim of meeting the expectations and values of stakeholders who are involved in product development.

Release planning is the process of selecting an optimal subset of requirements for realization in a certain release in incremental software development [32]. The aim of release planning is to determine the optimal set of requirements, when they should be released and at what cost this should be achieved [81]. Researchers agree that release planning is a crucial determinant of the success of the software product as it determines which requirements will go the next release [33]. Release planning can only be conducted after a product’s require-
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ments have been elicited, analysed and specified [110]. If release planning is done badly it increases risk [81]. For example, leaving critical features or difficult tasks to last or ignoring dependencies and interdependencies can result in time and budget overruns and a loss of market share.

Karlsson et al. [64] suggested that release planning be approached through the prioritization of requirements. Carlshamre et al. [33] and Dahlstedt and Persson [39] furthered prioritization by recognising and accommodating the dependencies that exist between requirements. Wiegers [108] proposed a method of prioritization that recognised and combined benefits and penalties of proposed functionality between multiple stakeholder perspectives, relative costs and relative risks.

2.2.5 Aligning Release Planning and Stakeholders’ Value Perspectives

Value creation in software development is supported by aligning product, project and business level decisions throughout the development process [5, 109, 110]. Decisions are traditionally made in a client neutral setting as it is easier to assume that all clients have the same or similar expectations in the solution a product will supply [20]. This does not result in the best solution for all stakeholders. Additionally software developers are increasingly trying to expand the target market for software products [109, 4]. Requirements come from a diverse set of stakeholders are not fed into a specific project, but are managed at a product level. Product managers initiate development projects based on a selected set of requirements. We argue that the following value perspectives are important to software developers when creating value:

**Business perspective:** Business value stems from product sales.

**Product perspective:** Product value stems from customer and market requirements.

**Project perspective:** Project value stems from project budget/timing/delivery etc.

The above value perspectives need to be aligned with product, project and business level decisions made during the software development process. Each stakeholder group’s perception of value is different [68, 23]. For example a project sponsor defines value in terms of the cost of the software and the benefits it provides, while a software company measures value in profit. Stakeholders
values are often incompatible, and must be reconciled [23]. Boehm [23] argues that:

- Users of the software want many features, while the project sponsor wants to limit cost by minimising the development effort

- Developers want stable requirements, but users want to be able to change requirements

- The system maintainers want their job to be made easier, but the developers and project sponsors want control over the solution provided and the ability to make changes whenever they want

In summary, while product managers are focussing on business perspective and developers are focussing on product perspectives, sales/project managers will be more concerned with project perspective. Interestingly stakeholders are not always aware of their own value propositions, which can often only be elicited through experience in the problem domain [2]. Additionally only a limited number of companies in the software business are able to define or measure value from their customers’ perspectives despite many describing the achievement of this as having “never been more important” [2]. Maurice et al. [81] recognised that while iterative development facilitates early customer feedback, allowing faster delivery and a more interactive process; it also creates difficulties with reconciling conflicting stakeholder perspectives.

Stakeholder management, which involves a focus on the relationship between an organisation and its stakeholders over the transactions been an organisation and its stakeholder has found to create and improve the value of the organisation for shareholders [56]. While taking a more liberal definition of stakeholder management, Berman et al. [19] found that two aspects of stakeholder management that are most influential on the financial performance of an organisation – employees, and product safety and quality.

Value-based Requirements Engineering (VBRE) exploits the concept of economic value during the RE process [47]. Boehm [22] states that in order to achieve this, VBRE must include practices and principles for a) identifying a system’s success-critical stakeholders; b) Eliciting their value propositions with respect to the system and c) reconciling these value propositions into a set of mutually agreed objectives for the system.
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The main purpose of this study is to understand how software product value is created through the RE process, and identify the relative influence of the decision criteria and major stakeholders’ perspectives during requirements selection stage of market driven incremental software development. This chapter extends the exploratory research conducted in Barney et al. [6]. The following research questions, presented in three groups, are investigated with respect to the collective case study conducted:

1. Value-based approach in release planning
   (a) How is release planning conducted in order to create product value?

2. Values influencing requirement selection
   (a) To what degree do different value propositions influence the selection of requirement for a release of software?
   (b) Does the manufacturer see potential to improve product value by applying the criteria differently in the selection of requirements for a release?

3. Perspectives influencing requirement selection
   (a) To what degree do the perspectives of the major stakeholders influence the requirements selection and prioritization process in software industry?
   (b) Does the manufacturer see potential to improve product value by changing the level of influence of the major stakeholders?

2.3.1 Research Model

The research framework in this study is built on Boehm’s Theory W model [22] that proposes a process for VBRE. According to this model, the process follows identification of success-critical stakeholders, elicitation of their value propositions and requirements, and finally reconciliation of value into a mutually agreed set of requirements.

In this study we used the stakeholder groups identified by Wohlin and Aurum [109, 110] who participate in requirements selection for the next software
release. Note that this model addresses stakeholders’ perspectives from software company point of view only. These stakeholders group include business, project and product perspectives as illustrated in Figure 2.1. Each stakeholder group’s perception of value is different. For example a project sponsor defines value in terms of the cost of the software and the benefits it provides, while a software company measures value in profit. Based on premises that requirements selection process will be influenced by stakeholders’ perception of value, this study aims to investigate the most prominent decision criterion during requirements selection process.

Figure 2.1: Value-based requirements engineering research model
2.3 Methodology

This study used the criteria identified in Wohlin and Aurum [109, 110]. In these studies the researchers aimed to identify a set of orthogonal criteria that influenced the selection of requirements for a release of software. It was determined this was only possible if the criteria were kept at a high level of abstraction. Criteria were identified and confirmed in two main stages: (i) through a in-depth brainstorming session involving three researchers in requirements engineering with industrial contacts, and (ii) the industry-based research participants were asked to confirm the relevance of the criteria identified by the researchers and identify any missing criteria.

Additionally this chapter combined both the criteria identified by the Wohlin and Aurum [109, 110] and the results provided by the participants. All of the criteria originally identified were adopted, with one additional criterion being selected from those identified by the research participants: function is promised/sold. It was felt there was sufficient overlap between the other criteria identified by the participants and those identified by the researcher.

Further this study asked participants to confirm that each criterion was relevant and identify any criteria missing from list provided. The participants were all IT professionals working in the software development industry.

This research is conducted by using three industry-based case studies since case studies are “especially suitable for learning more about a little known or poorly understood situation” [77]. This study employed a mixed research methodology to conduct each case study which is supported by semi-structured interviews, questionnaires and unstructured interviews. Data is collected from two Australian companies (Company A and Company C), and one German company (Company B). Any cultural issues are outside the scope of this study. The researchers of this study do not perceive cultural issues as a factor in this research as both companies are Western companies, with the German company having a multicultural workforce.

Semi-Structured Interviews

In the first phase semi-structured interviews were conducted to understand the processes used in RE and release planning to create product value – research question 1. The interview questions [6] covered the interviewee’s background; company’s background; product background; RE process; requirements elicitation process; requirements interpretation, verification and validation process; requirements prioritization and selection; and views on value-based software engineering, and was piloted with academics and professionals within the IT industry.
Each interview went for a period ranging between 25 and 40 minutes. The interviews were held at times suitable for both the researcher and participant. Each participant was given an introduction, providing an overview of the research, and detailing the participant’s rights and responsibilities. Then each participant was asked a series of questions, with the researcher and participant seeking clarification or more information where required. The proceedings of each interview were recorded verbatim electronically. The construction of the interview questions was based on the key activities in the RE, release planning processes and the interviewees’ perception of how to create product value through RE. The interview questions also included company, product and personal (interviewee) background details.

Questionnaire

In the second phase, a questionnaire was created to understand the value-system applied to the decision making process in release planning to create product value – research questions two and three. The questionnaire [6] provided the list of criteria presented in this section and asked respondents to identify any criteria missing from the list; mark the criteria relevant to selection of requirements for a release; specify the relative importance of each criteria as they influence the process today; and specify the relative importance of the criteria as the respondent perceived in an optimal situation. The questionnaire was piloted with academics and professionals with in the IT industry.

The questionnaire was targeted at employees who are in a decision-making capacity for the selection of requirements for the product studied. The participants were asked to respond for the product they were identified as being involved with by their company. The company contact at each company selected participants they regarded as appropriate to participate in the questionnaire. The questionnaire focused on the 14 decision criteria which covered three different perspectives, as shown in Figure 2.1, i.e. business, project and product perspectives.

Unstructured Interviews

In the third phase the results from the semi-structured interview and questionnaire were then presented to selected participants (including project manager, product manager and development team leader) for their comments in unstructured interviews. The participants were asked to verify and explain the results.
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2.3.2 Case Studies

As illustrated in Table 2.1, data is collected from three different companies where each company is regarded as one case study. Due to the exploratory nature of this research and limited access to industry, each company was selected using convenience sampling, with a personal with the authors.

Company A

In Company A we studied two products (Product A1 and Product A2) in detail. Product A1 is an enterprise grade document and data repository developed and supported by Company A. The product has been undergoing iterative development for over ten years. It was in its third major release, with the fourth release due months after the study was conducted. Product A2 provided a solution for managing the collection, analysis and processing of paper requests and responses such as election polls, surveys, exams, insurance claims, remittances and general inbound mail. It is developed, hosted and supported by Company A. The product has been undergoing iterative development over two years. At the time of the study the company was preparing for the first major release of this product since it was first released. This product was implemented to replace the existing solutions within the organization that no longer met the requirements of the business.

Company B

Data is collected on only one product from Company B, called Product B, which was a real-time service for mobile telecommunications networks, developed, manufactured and supported. Once implemented this product allows mobile subscribers to decide what each caller hears before the subscriber answers his/her phone call, replacing the traditional ring back tone. The product has been undergoing iterative development for over two years. It has been implemented for over ten mobile telecommunications carriers, and continues to be highly popular with new clients of Company B. Product B needs to be set-up for each mobile telecommunications carrier by Company B. While implementations of this product have a common core, it needs to interface with a number of proprietary systems of the mobile telecommunications carrier. These include the mobile telecommunications network and account management system. Interfaces to these systems, and integration of the service into the existing infrastructure need to be developed and customized. The product has a highly customizable front end for user interaction with the system, the core product
Table 2.1: Descriptions of companies used in the collective case study

<table>
<thead>
<tr>
<th>Company</th>
<th>Location</th>
<th>Geographic</th>
<th>Industry served</th>
<th>Employees</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Australia</td>
<td>Australia</td>
<td>Telecommunications, finance, government, retail</td>
<td>200 Total</td>
</tr>
<tr>
<td>B</td>
<td>Germany</td>
<td>Europe</td>
<td>Telecommunications</td>
<td>All 100</td>
</tr>
<tr>
<td>C</td>
<td>Australia</td>
<td>Global</td>
<td>Corporate groupware, software development</td>
<td>All 55</td>
</tr>
</tbody>
</table>
software in a middle layer, with a database and specialised telephony switches at the backend. Product B was originally built for a specific client contract, but was designed to allow it to be implemented in other environments.

**Company C**

We collected data on three products from this company; Products C1, C2 and C3. Product C1 is an enterprise grade issue tracking system developed and maintained by Company C. It is a web-based application with a database backend. The product has been undergoing iterative development for approximately three years. It is used by almost 4,000 organizations in 55 countries. This product can be set-up and integrated by an organization that purchases the software, however, Company C provides support for this product. Product C2 is an enterprise grade wiki developed and maintained by Company C. It is a web-based application with a database backend. This product has been undergoing iterative development for approximately two years. It is used by over 1,800 organizations. This product can be set-up and integrated by an organization that purchases the software, however, Company C provides support for this product. Product C3 is a continuous integration service developed and maintained by Company C. It has just been released for alpha testing. This is used by software developers to build and test code every time it is updated.

### 2.4 Data Analysis and Results

Researchers have proposed numerous methods to create software product value through RE and release planning, such as evolve and trade-off analysis techniques. While it is recognized that there is a disparity between formal methods and the processes used in industry, little research has been conducted into the process companies in the software industry use to create software product value.

#### 2.4.1 Value-Based Approach in Release Planning

This section focuses on decision criteria and release planning applied at the product level based on data from Company A only. The interviews with management level people provided insights to release planning for these two products. We conducted four interviews with people from Product A1 and two interviews from Product A2.

The aim of interview was to understand how the software industry conducted release planning in order to create product value. The interview questions also
addressed stakeholder groups, the role of product and requirements engineer, change management issues, and RE activities. The participants from Product A1 were the product manager, R&D managers, IT consultant and System and Program team manager and were the product and R&D managers from Product A2.

Stakeholder groups

The participants identified the clients as the most important stakeholder group in determining what requirements were implemented for a release of software because they represent the revenue stream. However, it was noted that to understand a clients' needs, Company A needed to understand their business and customers. Sales, implementation, operations, development, product management and marketing were also seen as influential groups, but there was disagreement as to the level of influence these stakeholders played.

Product Management

In the past at Company A the sales team dealt directly with the Research and Development (R&D) team to create customer specific versions of Product A1. This created unnecessary rework as similar solutions we redeveloped from scratch, so the role of Product Manager was created to merge these changes into a core product with a strategy to take it into the market place. Additionally both development and sales are biased in their approach to development. The development team is technology focused, the sales team is revenue focused and operations just need to get the job done. One of the participants described how a Product Manager agnostically has a view of all areas and can make a balanced judgment.

The Role of Requirements Engineer

The role of a requirements engineer is not clearly defined in Company A. The Product Manager was responsible for business requirements, while the Development Manager (or research and development team) was responsible for technical requirements.

Change Management

In Company A changes to the product are mainly managed according to their size. One of the participants identified small changes as being rolled out in bug
fixes, while bigger changes have a more formal project. The availability of the resources was also identified as the biggest constraint to development.

**Requirements Elicitation (for Product Release)**

Company A held an annual meeting bringing together the sales teams, production team and other vested parties to develop a business strategy for the upcoming year. The objective of this meeting was also to provide feedback on what are the things that are going to be driving the business that year to development team. In this meeting, the key products to fulfilling the business strategy would be brought into focus. When a product was brought into focus, it would undergo a requirements elicitation phase involving sales, developers and support teams. The sales team represented general markets requirements and identified product development opportunities. Additionally, industry forms, exposs, trade shows and conferences were as ways to keep their product aligned with their competitors, by the marketing and development teams. The requirements elicited from these processes were documented at feature level.

**Requirements Interpretation, Verification and Validation**

Once business level requirements were defined, a workshop was held with the Product Manager, development team and support team to determine what the requirement elicited means to product in hand. They looked at what must be delivered, what could be delivered and in what timeframe it should be delivered. This workshop was used to develop an understanding of what requirements needed to be implemented. For small discussions phone and email were also used. Since feature descriptions could often be vague business people were invited to meetings. As a result of these meetings the development team determined the system architecture and who would be responsible for what task. Once the functional specification was complete, the client was responsible for verifying and validating that the system specified met their requirements.

**Requirements Selection and Prioritization**

In Company A, traditionally requirements selection and prioritization has been the role of the R&D Team. Recently, the Product Manager has taken on this role for Product A1. As for Product A2, Product Manager and Development Manager were responsible from this role. Requirements selection and prioritization was a part of the workshop mentioned in the above section. The first
stage in requirements selection and prioritization was to ask if the requirements could be implemented. In both products, revenue, product differentiation and sales were the key aims in selecting and prioritizing requirements according to the Product Manager.

The value of requirements from the perspective of Company A and their clients formed part of the requirements selection and prioritization process. One of the participants listed key questions asked as part of this process:

What is the value to (the company)? Is it something that is strategic? Is it eye candy? Is it limited to one particular market place?
So we don’t only look at the amount of effort required by (Company A), but what it delivers to our customers.

Another participant acknowledged if a client requested a requirement be implemented, but if this requirement was not seen as marketable to other clients, then it would not be rolled into the core product, but a client specific version would be created.

While the input of the workshop played an important role, the final decision as the selection and prioritization of requirements laid with the Product Manager working closely with the Development Manager. Once agreed, the resultant list of requirements was usually made available. As Product A2 was relatively new, a large part of the development effort was rolling customer specific features that have been developed back into the core product as generic components. It was the product manager and development manager’s job to start by looking at what should be rolled back into the core product. In order to facilitate an open working environment, the Product Manager wrote a monthly report that detailed all work being done by the R&D team.

Release Planning

Company A has a defined direction for Product A1, but new and existing customers defining new requirements heavily influence this direction. In addition to the formal RE and release-planning project the product evolves with customer specific versions being developed between major releases. If there are features that need to be implemented to win a contract, then they will be made available in either the next release or a customer specific version, in which case they will be rolled back into the core product at a later date. Any requirements that are perceived to have a sufficient market are rolled back into the core product.
The product managers preferred method is to get all of the stakeholders into a meeting to discuss and analyze the business requirements. This process was described by one the product managers:

So we’ll sit down and put together a development brief and answer all of the requirements of what we’re developing, how long is it going to take, are we going to build for it, how much are we going to sell it for, who else can use it – so all these other questions will form that brief, we’ll submit that to R&D and they’ll take a look at it and say yep, it’ll take two hours, it will cost this much, cost that much, they’ll do the building, all the testing that they need to do and sort-of roll it out for that client and then later on roll it out in a major release.

Company A planned a major release of Product A1 every 18 to 24 months. They would try and include the features selected for inclusion. However, if a release needed to be out by certain date, then Company A would make a major release and follow it with a minor release. Although Company A normally worked on a two-year cycle for major releases of its software products, as Product A2 was relatively young, it was currently undergoing six monthly releases. As the time gets closer to a release date, Company A would renegotiate what would be in the release. If it was decided that certain features could not make the desired release date, an additional release with the postponed functionality would be planned to follow.

2.4.2 Values Influencing Requirement Selection

The objective of this section is to capture and understand any differences on the product level when it comes to which criteria that are important when selecting which requirements to include in a release. The questionnaire allowed us to capture the decision criteria used in requirements selection for Product A1, Product A2, Product B and at Company C. The return rate for the questionnaire is described in Table 2.2.

In their study in Sweden, Wohlin and Aurum [109, 110] identified thirteen criteria, which influenced the selection and/or prioritization of a requirement covering the main stakeholders. While our pilot studies identified several more additional criteria, only one was substantially different to the others. This was the criteria “Function is promised/sold”. Hence, this study used fourteen criteria, based on the response from the participants as illustrated in Figure 2.1.
First the respondents were asked to identify any additional criteria not listed. Then the respondents were asked to mark the criteria they felt were relevant in deciding whether to include a requirement in a release or project. Finally the respondents were asked to provide relative weights regarding the importance of the criteria in two sets, currently (today) and if the criteria were applied optimally (future). The respondents had 1000 points to spend amongst the criteria. A high number of points meant a criterion was important.

Participants, for Product A1 identified three additional criteria as being important in the decision making process in release planning: (i) creation of competitive advantage, (ii) preferred operating architecture, and (iii) adherence to corporate software design parameters. Participants of Product A2 identified two additional criteria as influencing the release planning process (i) non custom application (Resell a solution, save costs); (ii) future financial worth/new business applications.

The researchers decided these were covered in the existing set of criteria provided in the questionnaire.

The results for all case studies clearly showed that some criteria are more influential than others in the selection and prioritization of requirements. For products A1, A2 and B the value propositions of the business perspective are paramount. However, while the most influential criterion for Product C represents the business perspective the next four all represent the product and project perspective.

Some change in the relative importance of the criteria is also perceived beneficial in all cases. There are no criteria that move consistently across all case studies, but there are some notable similarities between products A1 and A2. The participants for both felt that the influence of the criterion function is promised or sold was overly influential today, while not enough consideration was being given to the impact of delivery date/calendar time.
For each case study the order and relative importance of the different decision criteria for “today” and “future” is presented. The “movement” column whether a particular criterion moves up or down in the future situation when comparing with today. The “perspective” column shows to which perspective each criteria belongs.

Decision Criteria for Product A1 (Today and Future)

The results for Product A1 are presented in Table 2.3.

The business perspective of Product A1 has the most significant influence on the selection and prioritization of requirements for inclusion in the software. When the criteria were ranked in order of influence, all four criteria representing business perspective of Product A1 appear in the first five places. Some project perspective criteria were considered much more important than others. Both the development cost-benefit of the requirement and the impact the requirement has on delivery date had percentage values above 9%, while others were below 3.5% in their importance. Three product perspective criteria were considered of higher importance – (11) the complexity of the requirement, (10) the impact on the system, and any (12) requirement dependencies.

The participants for Product A1 optimally saw a tighter distribution of the criteria. In describing the situation today the criteria were distributed over 8.8 percentage points, compared with an optimal distribution over 6.6 percentage points. The optimal application of the criteria remained business perspective focused; however, this area still reported a significant change. The importance of the criterion if the function has been promised or sold fell five places in the ranking of criteria. The development cost-benefit of the requirement, raised five places when the criteria were ranked how the participants would like to see them applied in future. The most significant change in the criteria representing the product perspective was a decrease in the importance of (11) the complexity of the requirement. This criterion fell five places when ranked against how the participants would like to see them applied.

Decision Criteria for Product A2 (Today and Future)

The results for Product A2 are presented in Table 2.4.

The business perspective of Product A2 has the most significant influence on the selection and prioritization of requirements for inclusion in the software. When the criteria were ranked in order of influence, all four criteria representing the business perspective of Product A2 appear in the first five places. Unlike
Table 2.3: Relative importance of different criteria for Product A1 today and in future

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Perspective</th>
<th>Today (%)</th>
<th>Future (%)</th>
<th>Movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Stakeholder Priority of Requirement</td>
<td>Business</td>
<td>11.5</td>
<td>10.4</td>
<td>−</td>
</tr>
<tr>
<td>2. Requirement’s Issuer</td>
<td>Business</td>
<td>11.5</td>
<td>10.3</td>
<td>−</td>
</tr>
<tr>
<td>4. Function is Promised/Sold</td>
<td>Business</td>
<td>9.0</td>
<td>6.7</td>
<td>−5</td>
</tr>
<tr>
<td>11. Complexity</td>
<td>Product</td>
<td>8.9</td>
<td>6.4</td>
<td>−5</td>
</tr>
<tr>
<td>1. Competitors</td>
<td>Business</td>
<td>8.8</td>
<td>8.9</td>
<td>+1</td>
</tr>
<tr>
<td>10. System Impact</td>
<td>Product</td>
<td>7.8</td>
<td>8.8</td>
<td>+1</td>
</tr>
<tr>
<td>12. Requirements Dependencies</td>
<td>Product</td>
<td>7.6</td>
<td>7.3</td>
<td>−</td>
</tr>
<tr>
<td>7. Development Cost-Benefit</td>
<td>Project</td>
<td>7.3</td>
<td>9.8</td>
<td>+5</td>
</tr>
<tr>
<td>9. Delivery Date/Calendar Time</td>
<td>Project</td>
<td>7.3</td>
<td>7.8</td>
<td>+3</td>
</tr>
<tr>
<td>8. Resources/Competencies</td>
<td>Project</td>
<td>4.9</td>
<td>4.4</td>
<td>−3</td>
</tr>
<tr>
<td>14. Maintenance</td>
<td>Product</td>
<td>4.8</td>
<td>5.1</td>
<td>−</td>
</tr>
<tr>
<td>13. Evolution</td>
<td>Product</td>
<td>4.5</td>
<td>5.8</td>
<td>+2</td>
</tr>
<tr>
<td>6. Support/Education/Training</td>
<td>Project</td>
<td>3.4</td>
<td>3.8</td>
<td>−1</td>
</tr>
<tr>
<td>5. Volatility</td>
<td>Business</td>
<td>2.7</td>
<td>4.4</td>
<td>−3</td>
</tr>
</tbody>
</table>
Table 2.4: Relative importance of different criteria for Product A2 today and future

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Perspective</th>
<th>Today (%)</th>
<th>Future (%)</th>
<th>Movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>4. Function is Promised/Sold</td>
<td>Business</td>
<td>14.5</td>
<td>5.8</td>
<td>-6</td>
</tr>
<tr>
<td>8. Resources/Competencies</td>
<td>Project</td>
<td>11.9</td>
<td>10.7</td>
<td>-1</td>
</tr>
<tr>
<td>1. Competitors</td>
<td>Business</td>
<td>11.3</td>
<td>13.9</td>
<td>+2</td>
</tr>
<tr>
<td>7. Development Cost-Benefit</td>
<td>Project</td>
<td>10.1</td>
<td>7.5</td>
<td>-2</td>
</tr>
<tr>
<td>3. Stakeholder Priority of Requirement</td>
<td>Business</td>
<td>8.5</td>
<td>12.3</td>
<td>+3</td>
</tr>
<tr>
<td>2. Requirement’s Issuer</td>
<td>Business</td>
<td>8.3</td>
<td>7.8</td>
<td>+1</td>
</tr>
<tr>
<td>11. Complexity</td>
<td>Product</td>
<td>7.1</td>
<td>5.1</td>
<td>-2</td>
</tr>
<tr>
<td>9. Delivery Date/Calendar Time</td>
<td>Project</td>
<td>6.6</td>
<td>10.3</td>
<td>+4</td>
</tr>
<tr>
<td>10. System Impact</td>
<td>Product</td>
<td>6.4</td>
<td>4.0</td>
<td>-4</td>
</tr>
<tr>
<td>5. Volatility</td>
<td>Business</td>
<td>4.5</td>
<td>5.0</td>
<td>-1</td>
</tr>
<tr>
<td>12. Requirements Dependencies</td>
<td>Product</td>
<td>3.1</td>
<td>4.1</td>
<td>-1</td>
</tr>
<tr>
<td>14. Maintenance</td>
<td>Product</td>
<td>2.9</td>
<td>5.6</td>
<td>+4</td>
</tr>
<tr>
<td>6. Support/Education/Training</td>
<td>Project</td>
<td>2.6</td>
<td>5.1</td>
<td>+3</td>
</tr>
<tr>
<td>13. Evolution</td>
<td>Product</td>
<td>2.2</td>
<td>2.7</td>
<td>-</td>
</tr>
</tbody>
</table>
Understanding Software Product Requirements Selection

Product A1, the most important criteria for Product A2 represent both the business and project perspectives when ranked by importance in release planning. Product A2 also differed from the others in the project perspective. The most important issue from the project perspective was the available resources and their competencies. Two product perspective criterions considered of higher importance: (10) the impact on the system, and (11) the complexity of the requirement.

The optimal (future) application of the criteria remained business focused; however, this area reported a significant change in its makeup. The importance of the criteria, (4) if the function has been promised or sold, fell six places in the ranking of criteria going from the most important to the least important business perspective criterion. The order of the business perspective criteria was otherwise unchanged, with the status of (1) competitors with respect to the requirement, and the market’s priority of the requirement being the most significant in first and second place of all criteria respectively. The project perspective criterion (9) delivery date/calendar time rose four places when the criteria were ranked against how the participants would like to see them applied. The participants from Company A optimally saw a tighter distribution of the development criteria. In describing the current situation the criteria were distributed over 4.7 percentage points, compared with an optimal distribution over 1.4 percentage points.

Decision Criteria in Company B (Today versus Future)

The results for Product B clearly indicate that some criteria are more important than others in the selection and prioritization of requirements for a release. It is worth noting that three of the criteria have percentage values above 10% and five have values below 5%. The order and relative importance of the different criteria can be seen in Table 2.5.

The business perspective of Product B has the most significant influence on the selection and prioritization of requirements for inclusion in the software. The three most important criteria all represent the business perspective of Product B; in order these are (4) if the function has been promised or sold, (3) the market’s priority of the requirement, and (2) the stakeholder responsible for issuing the requirement, Requirement’s Issuer.

Some project perspective criteria were considered much more important than others. Both (7) the development cost-benefit of the requirement and (9) the impact the requirement has on delivery date had percentage values above 9%, while (5) a requirement’s volatility and (6) the ability to provide technical support, ed-
Table 2.5: Relative importance of different criteria for Product B today and future

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Perspective</th>
<th>Today (%)</th>
<th>Future (%)</th>
<th>Movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>4. Function is Promised/Sold</td>
<td>Business</td>
<td>14.1</td>
<td>9.6</td>
<td>−1</td>
</tr>
<tr>
<td>3. Stakeholder Priority of Requirement</td>
<td>Business</td>
<td>12.1</td>
<td>12.3</td>
<td>+1</td>
</tr>
<tr>
<td>2. Requirement's Issuer</td>
<td>Business</td>
<td>10.1</td>
<td>10.1</td>
<td>−1</td>
</tr>
<tr>
<td>9. Delivery Date/Calendar Time</td>
<td>Project</td>
<td>9.4</td>
<td>9.4</td>
<td>+1</td>
</tr>
<tr>
<td>7. Development Cost-Benefit</td>
<td>Project</td>
<td>9.1</td>
<td>9.1</td>
<td>−</td>
</tr>
<tr>
<td>8. Resources/Competencies</td>
<td>Project</td>
<td>6.6</td>
<td>6.6</td>
<td>−3</td>
</tr>
<tr>
<td>1. Competitors</td>
<td>Business</td>
<td>6.5</td>
<td>6.5</td>
<td>−3</td>
</tr>
<tr>
<td>11. Complexity</td>
<td>Product</td>
<td>5.9</td>
<td>5.9</td>
<td>−3</td>
</tr>
<tr>
<td>10. System Impact</td>
<td>Product</td>
<td>5.6</td>
<td>5.6</td>
<td>+1</td>
</tr>
<tr>
<td>12. Requirements Dependencies</td>
<td>Product</td>
<td>4.9</td>
<td>4.9</td>
<td>−4</td>
</tr>
<tr>
<td>14. Maintenance</td>
<td>Product</td>
<td>4.9</td>
<td>4.9</td>
<td>+5</td>
</tr>
<tr>
<td>13. Evolution</td>
<td>Product</td>
<td>4.6</td>
<td>4.6</td>
<td>+5</td>
</tr>
<tr>
<td>6. Support/Education/Training</td>
<td>Project</td>
<td>3.4</td>
<td>3.4</td>
<td>+3</td>
</tr>
<tr>
<td>5. Volatility</td>
<td>Business</td>
<td>3.0</td>
<td>3.0</td>
<td>−4</td>
</tr>
</tbody>
</table>
ucation and training for the requirement were below 3.5% in their importance. Product perspective criteria were considered of fairly equal importance, with all criteria representing these groups clustered together in the results between 5.9% and 4.6%.

The results for how the value criteria should be optimally (future) applied in requirements selection and prioritization for Product B indicate that some change would be perceived as being beneficial. The participants from Company B optimally saw a tighter distribution of the criteria. In describing the current situation the criteria were distributed over 11.1 percentage points, compared with an optimal distribution over 7.9 percentage points. The optimal application of the criteria remained business focused; however, the focus within this area has changed. The first two criteria swapped place, with Company B preferring to see (3) the stakeholder’s priority of the requirement as the most important criteria over (4) whether the function has been promised or sold. The optimal application of the criteria also saw the project perspective criteria of (9) the impact the requirement has on delivery date, overtake the importance of (2) the stakeholder responsible for issuing the requirement. It is also of interest to note that (6) the ability to provide technical support, education and training for the requirement rose three places, while (8) the available resources and their competencies fell three places in the ranking.

The criteria representing the product perspective became more evenly distributed when applied optimally. Instead of being distributed over 1.3 percentage points, they were distributed over 3.2 percentage points, despite the general reduction in range. The effect of a requirement on both (14) maintenance and (13) system evolution jumped five places in the ranking of the criteria, while considerations of (12), requirement dependencies fell four places in the ranking.

Decision Criteria in Company C (Today versus Future)

The order and relative importance of the different criteria can be seen in Table 2.6. None of the stakeholder groups is prominent in their influence over the selection and prioritization of requirements at Company C. While the most influential criterion represents the view of the business perspective, the next two criteria represent project perspective criteria, followed by two product perspective criteria. This mixed distribution is continued with the remaining criteria. The results for how the value criteria should be optimally applied in requirements selection and prioritization for Product C1, Product C2 and Product C3 indi-
Table 2.6: Relative importance of different criteria in Company C today and future

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Perspective</th>
<th>Today (%)</th>
<th>Future (%)</th>
<th>Movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Stakeholder priority of requirement</td>
<td>Business</td>
<td>11.2</td>
<td>10.7</td>
<td>-1</td>
</tr>
<tr>
<td>9. Delivery date/Calendar time</td>
<td>Project</td>
<td>9.8</td>
<td>7.8</td>
<td>-4</td>
</tr>
<tr>
<td>7. Development cost-benefit</td>
<td>Project</td>
<td>9.7</td>
<td>8.8</td>
<td>-1</td>
</tr>
<tr>
<td>10. System impact</td>
<td>Product</td>
<td>9.2</td>
<td>12.8</td>
<td>+3</td>
</tr>
<tr>
<td>12. Requirements dependencies</td>
<td>Product</td>
<td>8.3</td>
<td>5.3</td>
<td>-6</td>
</tr>
<tr>
<td>4. Function is promised/sold</td>
<td>Business</td>
<td>7.2</td>
<td>6.8</td>
<td>-1</td>
</tr>
<tr>
<td>8. Resources/competencies</td>
<td>Project</td>
<td>7.0</td>
<td>4.3</td>
<td>-5</td>
</tr>
<tr>
<td>11. Complexity</td>
<td>Product</td>
<td>6.7</td>
<td>5.4</td>
<td>-1</td>
</tr>
<tr>
<td>14. Maintenance</td>
<td>Product</td>
<td>6.7</td>
<td>8.6</td>
<td>+4</td>
</tr>
<tr>
<td>6. Support/Education/Training</td>
<td>Project</td>
<td>5.8</td>
<td>6.2</td>
<td>+2</td>
</tr>
<tr>
<td>2. Requirement’s issuer</td>
<td>Business</td>
<td>5.3</td>
<td>3.3</td>
<td>-1</td>
</tr>
<tr>
<td>13. Evolution</td>
<td>Product</td>
<td>5.2</td>
<td>10.6</td>
<td>+9</td>
</tr>
<tr>
<td>5. Volatility</td>
<td>Business</td>
<td>4.1</td>
<td>4.1</td>
<td>-</td>
</tr>
<tr>
<td>1. Competitors</td>
<td>Business</td>
<td>3.8</td>
<td>5.3</td>
<td>+4</td>
</tr>
</tbody>
</table>
cate that some change would be perceived as being beneficial. The results can be seen in the table above.

The criteria representing the product perspective have all increased in importance, except for (12) requirements dependencies, showing a general feeling that the issues representing this perspective are currently undervalued. Of most note was (13) evolution, which moved up nine places. It should be noted that Company C only employs people with technical backgrounds. The developers swap between full time development and support, with the time in support used to determine market requirements. The other big movers were the influence of (1) competitors with respect to a requirement, which rose 4 places; and a decrease in importance of (8) resources/competencies, which fell five places.

2.4.3 Perspectives Influencing Requirement Selection

The relative influence of the different stakeholder groups in each case can be seen in Table 2.7. The same information is also presented graphically in Figure 2.2 and Figure 2.3.

Figure 2.2: Stakeholders’ perspective at business, project and product level (Today)
Table 2.7: Relative importance of different criteria in Company C today and future

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>45</td>
<td>42</td>
<td>46</td>
<td>40</td>
<td>46</td>
<td>40</td>
<td>32</td>
<td>30</td>
</tr>
<tr>
<td>Project</td>
<td>23</td>
<td>27</td>
<td>33</td>
<td>37</td>
<td>28</td>
<td>29</td>
<td>32</td>
<td>27</td>
</tr>
<tr>
<td>Product</td>
<td>32</td>
<td>31</td>
<td>21</td>
<td>22</td>
<td>26</td>
<td>31</td>
<td>36</td>
<td>43</td>
</tr>
</tbody>
</table>
The results for all cases, when grouped by stakeholder group, clearly indicate that some stakeholder groups are more important than others in the selection and prioritization of requirements for a release. The results for how the value criteria should be optimally applied in requirements selection and prioritization for all products indicate that some change would be perceived beneficial.

The business perspective is the most influential in all cases, both today and in the future, except for Company C. Additionally in all cases the participants felt that the business perspective was overly influential to the detriment of other perspectives.

The product perspective is second most important in selecting and prioritizing requirements for Product A1, with the project perspective is the least important. While the participants in the study felt that optimally, the ranking of these groups would remain the same, it was felt that the opinions of the groups should be valued more equally.

The results for Product A2 indicate that some changes in future would be perceived beneficial when value decision criteria are applied in requirements selection and prioritization. The project perspective is second most important
in selecting and prioritizing requirements, while product perspective is least important. The participants in the study saw the release planning being conducted more effectively with a small decrease in the influence of the business perspective and an increase in the influence of the project perspective.

As illustrated in Table 2.7, the project perspective is higher than product perspective for Product A1, while the opposite is true for Product A2. We believe that this difference in requirements selection can be attributed to the respective maturity levels of these two products. This issue is further discussed in Section 2.5.

The project perspective is second most important in selecting and prioritizing requirements for Product B, while product perspective is least important. While the participants in the study felt that optimally, the ranking of these groups would remain the same, it was felt that the opinions of the groups should be valued more equally.

In Company C, participants perceived that both business perspective and project perspective are influencing the selection and prioritization of requirements to the detriment of the product perspective. The optimal application of the criteria ultimately saw a decrease in the influence of both the business and project perspective to give greater priority to product related issues. Company C is the only Company in this survey that did not have the business perspective as the most influential group, both today and optimally, in the selection and prioritization of requirements.

2.5 Discussion of Results

Our results highlighted several interesting aspects of decision making in requirements selection process in incremental development. While between them participants of our study raised the perspectives of each of the key stakeholder groups, it appeared that the value propositions that influenced their decision making process were more intrinsic than part of an explicitly planned process.

2.5.1 Value-Based Approach in Release Planning

Release Planning

Company A in the past developed products for the market without the support of a specific client. This approach was unsuccessful for both clients with the products not meeting the needs of the market and therefore not selling. In order
to create software product value, Company A have shifted the focus from fulfilling the perceived value propositions of the market to the much safer known value propositions of clients in a relationship with the company. This “real” client base is a more secure source of revenue for the software development company. There is a relationship between the two organizations and the software development company is creating software to meet the actual needs of the client. Company A moved to a development strategy that requires a client to request a product or feature before it will be developed. This approach created a situation where new features were only made available in customer specific implementations. This approach created two main problems; new features developed for a customer-specific implementation could not be made available to other clients easily, and when changes were made to the core product many customer-specific implementations need to be released involving a large human effort.

Company A created positions for product managers. The Product Manager for Product A1 and A2 saw his primary role as facilitating the rolling up of customer specific functionality into the core product so that it could be released to the market. An interview participant for Product B expressed a hope that the product manager for Product B would do likewise. A role of the product manager at both companies is to monitor similar products so that the company can react more competitively in bids and marketing material without the need to have functionality implemented. Both companies felt that with a better understanding of the market place sales bids would be more successful.

Company A expressed a need to remain client implementation driven – only implementing requirements when requested by a client. The elicitation of new requirements for a client for all products involves the client and a project manager and/or business analyst from Company A. Where the requirements are technically complex key developers, and in the case of Company A, the Product Manager will also get involved to ensure a common understanding is reached between all of the stakeholders in the requirements. It should be noted that whenever new functionality is to be implemented for Product A1 or Product A2 the client requesting the functionality is used to validate that it is correctly understood and when implemented, that it functions work as required. This ensures that the functionality is meeting the real market need, and not what Company A perceives as the market need.

When a software product has a small client base it is easier to keep the product in line with individual clients’ requirements. The client base of Product A2 is both measured in the tens, while the client base of Product A1 is a few hundred. It is much more feasible to create client specific versions of Product A2 with the intension to roll this functionality back into the core product at a later
date as the number of customer specific versions of the software can be kept relatively low. This is reflected through the approaches to product development for the three products; RE for Product A1 follows an implementation project lifecycle, whereas Product A2 follow a product release plan except where a client has specific needs that must be met in the short term.

Where development is implementation project driven the requirements selection and release planning are largely defined by the client and will usually be very similar as the client requires the software to meet their needs. However, where software is developed as a product and includes the requirements of many customers the requirements selection and release planning are more easily separated. Dependant on the situation of the Product Manager for Products A1 and A2, issues like time to market are more critical when releasing a product not for a specific customer and it may be desirable to release a version of software that does not fulfil all the requirements with the intension to follow a release with updates. Failing to meet all requirements is unlikely to affect all customers; there are more market opportunities to be considered in this approach.

Developing a software product to individual clients’ requirements is beneficial in the early stages as it facilitates the products growth in line with the needs of the client base and the general market. All features that are developed are requirements of the clients, and nothing is developed that is not a requirement of a client. This practice minimises the time to market with a fully featured product, bringing forward revenue generation. The product manager of Product Manager for Product A1 and A2 noted:

It gives us more credibility if we release the product soon; it gives it more functionality, better saleable product.

However, when a company only develops functionality requested, they risk losing competitive advantage where other marketing offerings contain features that have not been requested, but are sufficient to win a contract. In both Products A1 and A2, release planning was very focused towards meeting customer objectives. Customer specific versions of the software acted as a testing ground for requirements and are considered to represent real needs of the market. Selective and controlled rolling of these requirements into the software product core allowed the most suitable requirements to be released to a market that is better understood. The processes followed for both products A1 and A2 involved bringing the success critical stakeholders together so that a common understanding of requirements could be found. The understanding gained then acted as a base for further analysis. The product manager was then responsible
for taking all of these perspectives and information on board in making the final decision as to what should be implemented.

We observed the similar approach to product development with Company B in Germany, who also changed their market driven approach to customer specific development. On the other hand, Company C, which was producing to a larger market (4600 customers across 60 countries), paid more attention to market requirements and their focus on decision criteria in requirements selection was primarily on product perspective, which was different from Companies A and B.

**Product Maturity**

In two products that we studied at Company A, Product A2 was much younger than Product A1 i.e. Product A1 had been evolving over the past 10 years, whereas Product A2 was much newer, at two years, and it was still trying to gain credibility within the market place. This can be seen through the most important criteria representing this stakeholder group, for Product A1 these were (3) the stakeholders’ prioritization of the requirement and (2) the party responsible for issuing the requirement, while for Product A2 these were (4) whether the function has been promised or sold and (1) the status of competitors with respect to the requirement. Similarly (8) the resources and competencies of development personnel were more important for Product A2 than Product A1. As Product A1 was more mature, greater expertise existed within the company to support this product. However, Product A2 took the company through “unknown waters”. This is inline with the research that says a companies strategy and product management will change with market demands [75].

Development cost-benefit (7) was also a bigger issue for Product A2 as a lot of money has been spent in its early development and management was more cautious about revenue prospects, whereas Product A1 had become highly profitable for Company A. Looking at the optimal application of criteria, the product manager felt that the (7) development cost-benefit for Product A1, was perceived as undervalued due to the time and resources being put into other projects. There was a perception within the organization that the highly profitable Product A1 would lose competitive advantage while resources were focused elsewhere. However, the PM also conceded that there was a greater desire to build functionality with less concern over the revenue it would generate.

The increase in importance of (9) the impact a criterion has on the delivery date for both Product A1 and Product A2 can be explained with reference to how it helps to create a positive market perception when the company is first
2.5 Discussion of Results

...to bring new functionality to the market place. The massive decrease in the importance of (4) the functionality being promised or sold can be explained with reference to the fact that Company A would like to start taking a more structured approach to bringing new functionality into the market place. Rather than developing client specific versions of the software, the company would like to see more controlled release planning, which implements functionality and releases it to the general market.

2.5.2 Values Influencing Requirement Selection

Decision Criteria in Requirements Selection

The in depth analysis of two products from Company A has provided noteworthy results. Most people were unable to express how value was created through requirements selection and prioritization in their company; however working with customers was seen as the most effective way to make product valuable. The decision criteria and release planning were affected by several factors e.g. the product maturity, customer importance, the size of the customer-base, the services that were provided to customers etc.

2.5.3 Perspectives Influencing Requirement Selection

Stakeholder Influence in Requirements Selection

The results of the second research question, based on the data collected from three companies, further highlighted the results of the first research question. The business perspective was the most critical group in creating software product value for Company A and B where the product development involved both market-driven and customer specific approaches. As for Company C, the most influential perspective was the product perspective. Although the ranking in decision criteria changed between the products as well as the companies, the overall results clearly pointed out the influence of business perspective in requirements selection, i.e. the first criterion in ranking always related to the business perspective. There was no major disparity between product and project perspectives for Company A and B. The results showed that practitioners were quite aware of the fact that the requirements selection had to be aligned with business strategies which drive the value creation for their companies. Overall, the results showed that there was no significant differences between what practitioners were applying today and how they would like to see it in future in relation to requirements selection. In both companies A and B, the business
perspective came out as the most influential perspective overall (today and future). However, there was a slight push down to the business perspective and push up in both project and product perspectives in future criteria selection. On the other hand, the product perspective was the most influential perspective in requirements selection for Company C (today and future), however, there was a slight push up for project perspective in future criteria selection. Furthermore, in future criteria selection, the product and project perspectives were more evenly distributed. This indicates that software practitioners accept the importance of the business perspective in requirement selection; however, in future, they would like to see the product perspective receiving more attention during requirements selection.

Customer importance

Just as different stakeholder groups exert different amounts of pressure on the selection and prioritization of requirements, not all customers are equal in the level of influence. Company B identified that some customers are strategically more important than others to the software development company. The factors identified that determine whether a customer is strategically important include the prestige, credibility and marketability of having a particular high profile customer; the ability for larger clients to pay higher premiums, and in the case of multinationals, there is a potential for repeat work in many countries with similar requirements. For these reasons, the software development company is more likely to accommodate changes to the base system as part of the contract for strategically important customers.

For small customers [Company B] won’t make a lot of customizations:

... we will ... force them down a track that is easier for our developers to do. But if they are a really big customer, either from the respect of paying a lot of money or basically they are important to the company, we will go in there and gather all the requirements come back and work out what it is we can and cannot do and then make a decision based on man-hours and the improvement to the product if it is worth development for that customers.

2.6 Validity Threats

The following presents the validity threats to the findings, considering four kinds of validity, including conclusion validity, internal validity, construct validity, and
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external validity.

Conclusion validity: Threats to conclusion validity, are lack of statistical calculations or misuse of statistical assumptions that leads to incorrect conclusions made by the researcher. There may be a risk that conclusions from this study are inaccurate due to low statistical power. We did not use statistical calculations to find patterns in the result. Instead, deductive logic was used because of limited data points. To receive high reliable measures and to avoid poor question and poor layout several pilot studies were conducted. The results of this study must be interpreted with caution as the three companies that we investigated are not a representative sample of the software development industry. The small number of people involved in the decision making process for the inclusion of a requirement in a software system has limited the number of possible responses for each company.

Internal validity: The research instrument in this study was developed with a close reference to literature. In addition, we conducted pilot studies to ensure that the questions relate to the stated objectives of this study. The participants in this study were experienced software practitioners. Two of the participants were involved in both the interview and questionnaire for both Product A1 and Product A2 affecting the internal validity of the results. Each of the products has the same Product Manager and Development Manager. It is possible that these participants applied the same values to product development in general. However, comparing the the Product Manager’s responses for the two products showed that more than half of the points were awarded differently both for the criteria today and the optimal application of the criteria, 54% and 59% respectively. The differences for the Development Manager were not as high, with 27% and 30% of the points being awarded respectively. Another potential threat to internal validity is related to the questionnaire. It is always difficult to know whether the respondents have understood the questions as intended and in a similar fashion to one another. This threat was partially address during the third stage of this study, where the results were presented to the product manager in an unstructured interview with the researcher for confirmation.

Construct validity: We asked participants to evaluate the need for further criteria, however it is easier for the participants to agree with the set of criteria identified by the researchers than disagree. It was easier for the participants to agree with the set of criteria identified by the researchers in advance than disagree, because they knew that the criteria on the list indicated that the researcher considered them as relevant. In addition, it was easier to stick to the stated criteria than proposing new criteria. This is partially taken care of by allowing the participants to assign a relative importance of zero or propose new
criteria where they see fit. However, the effect of examining the criteria at a different level of abstraction has not been considered for this study.

**External Validity:** This threat can cause incorrect conclusions to be drawn from empirical study. There are two threats to external validity that are relevant for this study: interaction of selection and treatment, and interaction of history and treatment [111]. Participants were selected from different geographic locations in Australia and Germany. Both male and female participants were represented. The small sample size was another threat to the external validity of this study. The sample size may affect the conclusions; hence they may not be generalized for the whole SE industry population.

### 2.7 Conclusions and Future Study

This article addresses value based approach in requirements engineering when creating product value through requirements selection for a software release. It particularly addresses the issues related to (a) value-based approach in release planning, (b) values influencing requirements selection and (c) stakeholders’ perspectives influencing requirements selection.

Interviews at an Australian software development company showed that there is no silver bullet for a value-based approach to release planning. While the interviewees raised the perspectives of each of the key key stakeholder groups involved in the development process, it appeared that the value propositions that influenced the selection and prioritisation of requirements were more intrinsic than part of an explicitly planned process.

With respect to the values that influencing requirements selection, VBRE is a new area of study and is still in the theory building stage. Questionnaires at three software companies operating in either Australia or Germany have shown that some criteria are more important than others in the selection of requirements to include in a specific project or release. Moreover, this study has shown that the business perspectives are more influential than the project and product perspectives in general; however this may change due to product and project requirements. The following aspects influenced the requirements selections.

- Maturity of the product
- Requirements source, customer type (big or small – importance: potential for future business, can change a premium on larger companies), contract type
• Size of the customer base – this aspect influences the process more than the result

Furthermore, our findings showed that requirements selection is tightly linked to the business situation and release planning. The requirements selection process for the product was affected by the release data. In other words, in the event that a release is going to be very late, the requirements selection would be different and client business situation would be used to select what they would prefer to release. These findings were particularly true for Company A and Company B where the requirements were defined by specific customers. On the other hand for Company C, where the product is developed based on a wider set of market requirements with many more customers, it was a different story. The selection and prioritization is made by a committee comprised of employees of the software development team representing the views of customers. As the customer base is so large no individual client has the level of influence or control that can be seen in Company A and Company B. The choice is made to provide “the greatest bang for the buck,” to maximize the value for the customer base at large.

With respect to stakeholders’ perspectives influencing requirements selection, the following can be said about alignment of product, project and business perspectives:

• It is interesting to see how these perspectives are represented in the entire process. For example, at Company C the business perspective is represented by the developers through their interaction with users in support forums. All developers rotate between support and coding. At companies A and B the developers are more distant from the requirements and these are generally expressed by the project manager (albeit through the product manager).

• With Company C’s approach they like to think of the customers’ problem as the developers’ problem – because the developer will have to deal with it – so is more likely to correct it, add the feature, etc. Whereas you do not get this opportunity with the approach by the other companies.

• Because of the way the customers’ requirements are presented, they have always been filtered by at least one other stakeholder group’s perspective.

These conclusions have some implications. First, as the creation of software product value through requirements selection is not very well understood, it
cannot be managed in the most effective way. Greater insight into how value is created through release planning would allow this process to be more effectively managed. Secondly the management of software product value is dependant on the context in which the product exists. Factors such as: the maturity of the product, the marketplace in which it exists and the development tools and methods available influence the criteria that decide whether a requirement is included in a specific project or release. A young product will have a greater need to recoup initial development costs, a more competitive marketplace requires more adaptive development, and standard software tools and techniques speed up development and reduce development resource issues. However, further research is required to determine what aspects of a software product’s context influence the decision-making criteria and how these contextual elements influence the priority given to the different decision-making criteria. These issues pose great challenges when it comes to creating software product value through requirements selection.
Chapter 3

Balancing Software Product Qualities

Abstract

Software qualities are in many cases tacit and hard to measure. Thus, there is a potential risk that they get lower priority than deadlines, cost and functionality. Yet software qualities impact customers, profits and even developer efficiency. This chapter presents a method to evaluate the priority of software qualities in an industrial context. The method is applied in an exploratory case study, where the ISO 9126 model for software quality is combined with Theory-W to create a process for evaluating the alignment between success-critical stakeholder groups in the area of software product quality. The results of the case study using this tool is then presented and discussed. It is shown that the method provides valuable information about software qualities.

3.1 Introduction

Software quality forms an important part of a product offering. But which qualities that are valuable is a very context dependant problem, changing with both the product and perspective you bring. Maximising the value of a product’s quality involves reconciling any conflicts between the key stakeholder groups — including customer, business and technical perspectives — so that these groups
can work together effectively towards a common goal. However, there is always a risk that qualities get a lower priority than delivery date, cost and functionality. This risk comes from the fact that the qualities are most difficult to measure in relation to delivery date, cost and functionality. The balance between delivery time, cost, scope and quality is discussed as part of XP [13].

This obvious risk forms the starting point of the research presented in this chapter. The main objective is to understand the priorities, responsibilities and management of software qualities in an industrial context. This chapter makes three main contributions. First of all, a method for analysing qualities in an industrial organisation is presented. Second, the method is applied and an industrial study exploring the alignment of priorities given to various software qualities between the groups involved in the software development process is presented. The third contribution is related to exploring the ambiguities present in the management of a software product.

Asking what defines an adequate level of quality in a software system is a highly context dependent question [71]. Software quality affects more than just the user of the software and each group involved with a software product brings its own perspective on quality [71]. Customers, developers, product managers, project managers and testers can all value the same qualities of the same product in different ways. Looking at the software supporting a social networking site, one could reasonably expect that customers would value usability higher than the other groups, developers value maintainability due to the dynamic nature of the product and management values efficiency due to the scale and resources required of the application. Ultimately these value stances need to be reconciled.

The qualities each group values will also change depending on the product. Functionality is becoming increasingly important for mobile phones, reliability is more important in financial and medical domains, as is portability for web-based applications.

Understanding both (a) the groups impacted by a software product and (b) the value provided to each group by the various software product qualities is useful information for companies developing software. As any development project will have time, resource and financial constraints, this information will allow the development effort to be focused in the most critical areas.

The importance of understanding who is responsible for setting quality goals and making sure they are achieved has also been recognised [71]. The management structures supporting features are generally more clearly defined than those supporting qualities. This creates a potential for key qualities to be overlooked, with no one taking responsibility or perceived responsibility.

The remainder of this chapter is outlined as follows. Section 3.2 presents
some background in terms of related work, objectives and the context of the
case study. In Section 3.3, the method for studying qualities with respect to
priorities and management in an industrial context is presented. The results
of the case study are presented in Section 3.4. In Section 3.5, the applicability
of the method and the findings from the case study are discussed. Finally,
Section 3.6 presents the conclusions.

3.2 Background

In the software development process there are four variables that need to be
controlled — cost, time, quality and scope [13]. Further there is an axiom that
states that external forces can set at most three of these variables with the
remainder being set by the development team.

Time, cost and scope can all operate within acceptable ranges, but quality is
a terrible control variable as it only allows very short term gains at a very high
cost to all parties involved [13]. That said, quality does not need to be perfect
[113] but the development process is much simpler when the success-critical
stakeholders agree on what action should be taken [26].

This section examines different perspectives of quality, processes to manage
quality in a software engineering context, and the research objectives.

3.2.1 Definitions of Quality

The definitions of quality are both many and conflicting, even when only ex-
amining the topic in relation to software engineering. Looking across different
disciplines it is possible to see a complex multifaceted concept of quality that
can be described from five different perspectives [45]:

- The transcendental perspective defines quality as something that can be
  recognized but not defined in advance.

- The user perspective defines quality as fit for purpose.

- The manufacturing perspective defines quality as conformance to specifi-
  cation.

- The product view defines quality in terms of essential characteristics of the
  product in question.
• The value-based view defines quality in terms of the amount a customer is willing to pay for it.

By far the most common perspectives taken in the software development industry are that of the user and manufacturer. [71, 58]. However, there is an increasing body of literature that recognises the importance of taking advantage of all of the perspectives involved in software development. Theory-W states that success requires all of the success-critical stakeholders to compromise [26], while requirement specification reading techniques that take advantage of different perspectives have been found to catch 35% more defects than non-directed alternatives [12, 24], and value-based software engineering now recognises the value brought by different perspectives into the development process [71].

Software quality is not only defined by the relevant perspectives, but also by the context in which it exists [71]. Just as each line of cars has a target market, software quality must be planned to allow a development company to meet its business objectives. Less than perfect software quality can in fact be ideal [113], but deciding how much less than perfect can only be decided in a given business context [71].

3.2.2 Quality Models for Software Development

Numerous models have been developed to support software quality. Examples of these models include McCall’s quality model, Boehm’s quality model, Dromey’s quality model and ISO 9126.

McCall’s quality model is the first of the modern software product quality models [71]. The model uses a hierarchy of factors, criteria and metrics to address internal and external product quality. Eleven factors define an external or user perspective of quality. Each of these factors is linked to between two and five of 23 criteria that define an internal or development perspective of quality. Further metrics are associated with the factors allowing quality to be measured and managed.

McCall’s quality model was followed by Boehm’s quality model [71]. Like McCall’s model, Boehm’s model presents product quality in a hierarchy with three high level characteristics linked to seven intermediate factors, which are in turn linked to 15 primitive characteristics. Boehm’s model has a wider scope than that of McCall’s, with more emphasis on the cost-effectiveness of maintenance [83].

More recently work has been done to create an international standard for software product quality measurement — ISO 9126 [60]. This standard is again
organised in a hierarchy with six characteristics at the top level and 20 sub-characteristics with indicators used to measure the sub-characteristics. In addition to aspects of internal and external quality, covered by McCall and Boehm’s models, ISO 9126 includes quality characteristics of functionality [83]. Internal, external, and functional qualities are also mixed at all levels of the hierarchy. However, ISO 9126 does not clearly state how quality should be measured [71].

None of these three models present a rationale for the selection of characteristics to be included in the quality model and it is not possible to tell if a model presents a complete or consistent definition of quality [71]. Further the placement of items appears arbitrary in ISO 9126, for example, with no justification as to why Interoperability is not related to Portability.

Dromey presents a different type of model that attempts to address some of the issues presented and support developers to build product quality [40]. Dromey believes that it is impossible to build high-level quality attributes like reliability or maintainability into a product, but developers must instead build properties that manifest in achieving these goals. The distinction this model makes is important, as using the model will verify that the model allows the quality required to be achieved [71]. Before Dromey’s model can be successfully applied, the various groups involved in the development of a software product must agree on what quality attributes should be achieved and to what level. This process can be supported using other models.

### 3.2.3 Merging Perspectives on Software Quality

Software product quality can easily become an area of problems and conflict, as each stakeholder group has its own perspective on what is important. A number of methods can be applied to help reconcile this situation and select the best way forward. These methods include expert judgement, the NFR Framework, Quality Functional Deployment and Theory-W.

Expert judgement involves one or more experienced professionals using their experiences and knowledge to make a decision on an issue. The decisions are not necessarily supported by modelling or numerical assessment.

The NFR Framework uses diagrams to relate non-functional requirement goals with different decisions that can be made in the design and operation of a system that affect it positively or negatively, allowing trade-offs to be identified and made [36]. While this method makes the results of a choice to be made more explicit, it requires a set of common priorities to be identified to allow effective decisions to be made.

Quality function deployment (QFD) considers the priority of customer and
technical requirements in achieving the goals of the system to help prioritize the requirements [54]. However, the other perspectives involved in the development of the software product are not considered.

Value-based software engineering (VBSE) recognises the problems created by conflicting perspectives in the software development process [25]. Central to resolving conflict in VBSE is Theory-W, which requires [26]:

1. Success-critical stakeholder groups to be identified;
2. The requirements of these groups to be elicited;
3. Negotiation between the groups to create a win-win situation; and
4. A control process to support success-critical stakeholder win-win realisation and adaption to a changing environment.

The key advantage of Theory-W is that it explicitly brings all of the parties on whom success depends together to understand each other’s needs, compromise and agree. But in order to be successful Theory-W must be managed to ensure the plans are achieved and any deviations from the plans are corrected [26]. Management requires an understanding of why the goals are being pursued, what is the required result, who is responsible for the result, how the result will be achieved and at what cost the result can be achieved. The answer to these questions will be specific to the context in which they are answered.

3.2.4 Research Objectives

The objective of the research presented in this chapter is to create and validate a method capable of determining the level of alignment between the internal success-critical stakeholder groups. The method should be able to:

- Identify the degree to which the groups are aligned in how they perceive operations today with respect to quality, and
- Elicit how each group thinks the organisation should be operating today with respect to quality — highlighting differences of opinion and potential improvement areas. This is referred to as the ideal situation.

This method should be evaluated in an industrial case, answering the research questions presented in this section.
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**RQ1:** Is the method proposed in this chapter capable of identifying the degree to which the internal success-critical stakeholder groups are aligned in how they perceive the priorities on software product quality today?

However, alignment itself only ensures that the success-critical stakeholder groups have a common understanding of what is happening today, it does not mean the groups agree this is what should be happening today. As each group represents a different, and potentially conflicting, perspective on software product quality it is important to discover what each of these groups perceive should be happening the situation today, in a hypothesised ideal situation. This is addressed by the second research question:

**RQ2:** Is the method proposed in this chapter capable of identifying what the different internal success-critical stakeholder groups perceive as the ideal set of priorities on software product qualities in the situation today? And to what degree are the groups aligned?

Further, the method should be able to identify how united the internal success-critical stakeholder groups are in whom they perceive as managing the different software product qualities.

**RQ3:** Is the method proposed in this chapter capable of identifying the level of consensus between the success-critical stakeholder groups as to who is responsible for managing software product quality attributes? And what types of ambiguity exist, if any?

3.3 Methodology

To address the research questions a method using Theory-W as a starting point is developed. By exploiting the early phases of Theory-W it is possible to determine the level of alignment between the internal success-critical stakeholder groups – addressing the first two research questions. This involves identifying the internal success-critical stakeholder groups and eliciting their value propositions with respect to quality.

Further, by collecting information on who each of the internal success-critical stakeholder groups identify as responsible for and managing each quality, it is possible to analyse the level of consensus between these groups — addressing RQ3.
The method should support the continued application of Theory-W, to negotiate between the success-critical stakeholders to achieve a better situation and realise this goal through clearer management.

### 3.3.1 Quality Model

The literature on software product quality recognises that quality depends both on the perspective of the observer and the actual software product in question. As such, using any model as it appears in the literature risks not adequately defining quality in the context being studied. To use one of the quality models briefly introduced in Section 3.2 is a good starting point, but company specific needs have to be taken into account, as illustrated in the case study in Section 3.4.

### 3.3.2 Questionnaire

This method proposes the cumulative voting (CV) [78] technique to elicit both (a) how important each quality is today, and (b) how important each quality should be today in a perceived ideal situation – answering the first two research questions. CV asks participants to spend 1000 points across all of the qualities previously identified, to represent their relative influence. For example, if a participant thought testability does not matter at all today and security was twice as important as scalability they might award these qualities zero, 200 and 100 respectively, leaving 700 points to be spent on the remaining qualities.

The third research question is addressed by asking the participants to consider each quality individually and answer:

- The degree to which they thought the quality was being managed today, with the answer presented on a five point Likert scale;

- The group perceived as ultimately responsible for managing the quality; and

- The group perceived as managing the quality on a day-to-day basis.

Additionally, participants are given the opportunity to make comments about any quality, or general comments.
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3.3.3 Analysis

The analysis techniques used to address the research questions are presented in the following subsections.

Importance of Qualities

CV allows participants’ responses to be grouped logically for analysis — for this method into the success-critical stakeholder groups. The results of each participant in the group can be averaged for each quality, ultimately producing a list that shows each quality and the averaged notion of its importance.

From here it is possible to rank the qualities from most to least influential for each success-critical stakeholder group. The degree to which the groups are aligned can then be calculated pairwise using a Spearman rank correlation matrix.

Framework for Management Analysis

Participants are asked to identify the group or groups within the organisation ultimately responsible for and managing each of the software product qualities in order to address RQ3. A group is defined as managing a quality if they are looking after the implementation of the quality on a day-to-day basis and are likely to serve as the first point of contact if an issue arose. To be defined ultimately responsible a group should be heavily involved in setting the direction of and strategy for that quality.

While thresholds are needed to structure the results, these are not defined as part of the methodology as purpose and requirements may change depending on the context of the case studied.

Ambiguity in leadership can be presented in four ways. The results are analysed using the framework described in this section.

Blank responses: A blank response indicates that a participant does not know who is in one of the leadership roles for a quality.

Insufficient votes: It is also possible that no group or groups will be identified using the defined thresholds.

Multiple groups: While participants are able to select multiple groups as responsible for or managing each quality, it is possible that multiple groups are identified where the participants disagree over which group is in either leadership role for a quality.
Pushing/Pulling: It is important to understand whether the group or groups in a leadership role have taken on that role or think that it belongs to another group. This is a two-step process:

1. Look at the responses from all participants to determine which group or groups are taking on a leadership role for a given quality as defined previously.

2. Look at the responses of each of the identified groups to see which group these participants identified as taking on the same leadership role. If the group selects itself, it agrees with the majority and pulls this responsibility to itself. Alternatively, the identified group could push the responsibility onto another group.

For example, the results could indicate that project management is ultimately responsible for one quality. If we look at the project managers responses there are two possibilities; (a) if a majority of the project managers identify their own role as ultimately responsible then the group pulls responsibility onto themselves, (b) alternatively it is possible that a majority will identify another group — pushing responsibility to that group.

Pushing and pulling of roles can be broken down into several subgroups:

1. Pull: Where all participants identify one or more groups as responsible and each of the identified groups also identifies itself as responsible. Figure 3.1 shows an example where two groups — A and B — were identified as responsible, and each of these groups identifies itself as responsible. There are two types of pulling:

   (a) Single group: a single group is identified as responsible for or managing a quality, and the identified group agrees with this finding.

   (b) Multiple groups: multiple groups are identified by all participants as responsible for or managing a quality and each group identified itself as responsible or sharing the responsibility with the other identified groups. An example of this can be seen in Figure 3.1.

2. Pull/Push: This situation is where multiple groups are identified as responsible for or managing a quality, with one or more of the identified groups identifying another group as responsible, and one or more groups identifying themselves as responsible. For example, given groups A, B
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3.3.1 Identified Groups

Identified Groups

A

B

C

Figure 3.1: Example of (1b) pulling by multiple identified groups

and C it is possible that groups A and B are identified as responsible for scalability. Group B might identify itself as responsible for scalability — pulling the responsibility to themselves, while group A might also identify group B as responsible — thus pushing the responsibility onto another group.

(a) Push to pullers: Where one or more of the identified groups nominates themselves as responsible and the remaining groups nominate the one or more of the groups as pulling responsibility. An example of this scenario can be seen in Figure 3.2.

(b) Combination of 2a and 3a, 3b or 3c.

Identified Groups

A

B

C

Figure 3.2: Example of (2a) push to pullers within identified groups

3. Push: Where each group identified as responsible for or managing a quality perceives another group taking on this role. For example, groups A, B and C identify groups A and B as responsible for security. Group A identifies group B as responsible for security, and group B identifies group A as responsible.

(a) To group not identified: Where the group or groups identified by all the participants as responsible for or managing a quality perceive
another group or groups as responsible. An example of this scenario can be seen in Figure 3.3.

(b) Push to pushers: Where each group identified as responsible for or managing a quality identifies another group that also pushes their identified responsibility.

(c) Combination of 3a and 3b.

![Identified Groups](image)

Figure 3.3: Example of (3a) push to a group not identified

The most ideal situation is (1a), with a single group being identified and pulling that responsibility onto themselves as the responsibility is clearly defined. Second is (2a) the situation where multiple groups are identified, but between them they agree one group holding responsibility as the responsibility is clearly defined to those holding or perceived as holding it. Third is (1b) where multiple groups identify themselves as responsible, as responsibility is still being taken, but there is potential for conflicts with many groups. Finally situations involving only (3) pushing are the most dangerous as no group is taking responsibility.

To answer the research questions, this method can now be piloted and trialled. The results are presented in Section 3.4.

### 3.4 Case Study

The case study was conducted during autumn 2007 for one product at Ericsson. Ericsson is a world leading company in telecommunication, providing a wide range of products and solutions. Products are developed and sold as generic solutions offered to an open market, although customized versions of the products are also developed.
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3.4.1 Success-Critical Stakeholder Groups

High-level R&D management supported the authors to identify internal success-critical stakeholder groups for this case study. Participants in the case study represent:

- *Strategic Product Management (SPM)* has the strategic product responsibility and decides the overall product development direction.

- *Project Management (PM)* is responsible for planning and executing projects aligned with the priorities of the strategic product management.

- *Tactical Product Management (TPM)* supports the strategic product management with expert knowledge of the systems and their architecture. It is also responsible for providing analysis of pre-project requirements in the form of feasibility, impact and technical dependencies.

- *Development and Testing (R&D)* are responsible for the implementation, verification and validation of requirements.

The high-level management further recommended that the results of SPM and PM be combined when determining the priorities given to the software product qualities, the first research question. These groups work closely together; with SPM prioritising the development activities that PM is responsible for planning.

A description of this case study was sent out to the managers of the identified success-critical stakeholder groups requesting volunteers from their teams to take part in the case study.

In total 44 potential participants were identified to take part in this case study, with 31 usable results being obtained. A breakdown of the participants can be seen in Table 3.1. Two of the participants identified felt they were not appropriate and identified other people in their team to replace themselves, two people declined to participate, one questionnaire result was lost in an Excel crash and nine people could not find time to complete the questionnaire.

The low response rate for Strategic Product Managers was anticipated, so extra participants for this role were selected to ensure a sufficient number of responses.

The questionnaire was conducted as a one-on-one structured interview, which each participant taking between 30 and 75 minutes. The interviews were conducted over a two-month period.
Table 3.1: Study response rate

<table>
<thead>
<tr>
<th>Group</th>
<th>Candidates</th>
<th>Replacements</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic Product Management</td>
<td>15</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Project Management</td>
<td>6</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Tactical Product Management</td>
<td>9</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Development and Testing</td>
<td>14</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>44</strong></td>
<td><strong>2</strong></td>
<td><strong>31</strong></td>
</tr>
</tbody>
</table>

3.4.2 Software Product Qualities

The process of defining a model of software product qualities was a collaborative exercise involving the academic and industrial perspectives. The list of qualities was defined specifically for the product studied at Ericsson, thus maximising the relevance for this industrial partner and possibilities for using the results to support improvements within the company.

However, just as some qualities can be more important than others, there are other aspects of the development process that compete with the implementation of software product quality. To understand the importance of software product quality it must be placed in the context of all aspects of software product development that are controlled. These are time, cost, quality and scope [13].

These four control variables have been complemented with ISO 9126, the international standard for software product quality, providing more detail on the components of quality and scope. The authors then wrote preliminary definitions for these terms.

A workshop was held within Ericsson to review and refine the terms defining software product quality. The aim was to ensure the final list of terms and definitions would be complete, meaningful and useful to Ericsson. The model was split into three categories — the ISO 9126 qualities relating to functionality, the ISO 9126 qualities relating to system properties and project management to cover time and cost. Moreover, security was moved from functionality to system properties. Two new qualities were identified and added to system properties; these are scalability and performance management/statistics. Finally, five of the quality terms were complemented with alternative names used in Ericsson.

The terms and definitions used in the case study presented in this chapter are reprinted in the appendix.
3.4 Case Study

3.4.3 Pilot Study

A questionnaire was developed using the methodology described in Section 3.3 and piloted. The participants in the pilot had trouble making comparisons between qualities related to features, system properties and aspects of project management. An example of such a comparison could include accuracy of features, resource behaviour of the system and development cost. In order to address this issue the authors modified the questionnaire to use a hierarchical cumulative voting (HCV) method as described by Berander and Jönsson [16]. This effectively splits the questionnaire up into four independent CV exercises; one parent list that includes the three category terms — features, system properties and project management — and one list for each of the categories, each containing the relevant qualities. A pilot of the new questionnaire found that the participants’ capacity to respond was much improved. In order to conduct the subsequent analysis each participant’s response needs to be changed from HCV to CV, converting the four cumulating voting lists into one that covers all of the qualities.

Remember that one of the four lists includes the categories features, system properties and project management, while the remaining lists each detail the qualities that make up one of the categories. This allows the number of points awarded to each quality to be multiplied with the category from which it came [16]. It is also necessary to multiply each of these results by the number of qualities from the same category as the resultant value. Finally the set of number for each quality can be scaled so that the sum is 1000.

For example, if 200 points are awarded to project management and 600 points are awarded to time, then category * quality * numberofqualities = 200 * 600 * 2 = 240,000. The scaling of this result then depends on the other values, but if the other values were to sum to 4,800,000 then the number would be scaled to result/totalsum * 1000 = 240,000/4,800,000 * 1000 = 50.

It is necessary to multiply each value by the number of qualities in the same category to ensure that qualities with many categories are not underrepresented and that categories with few qualities are not overrepresented [16].

The individual responses can now be grouped and averaged, allowing ranks to be determined and the Spearman rank correlation can then be calculated.

The final version of the questionnaire is available online [10].
3.4.4 Software Product Quality Priorities

The first objective of this case study is to determine the degree to which the key stakeholders are aligned regarding how they see software product quality today. The results show that the groups are very aligned, with Spearman’s rank correlation values between 0.80 and 0.90 indicating each group ranked the qualities in a very similar order. The full results are presented in Table 3.2.

Table 3.2: Correlation matrix showing the degree to which the groups are aligned in how they perceive the priorities today

<table>
<thead>
<tr>
<th></th>
<th>SPM &amp; PM</th>
<th>TPM</th>
<th>R&amp;D</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM &amp; PM</td>
<td>1.00</td>
<td>0.80</td>
<td>0.90</td>
</tr>
<tr>
<td>TPM</td>
<td>1.00</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>R&amp;D</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Similarly the key stakeholder groups are aligned in how they ranked the software qualities should be today, in their perceived ideal situation. The results in Table 3.3 show correlation values between 0.65 and 0.74 between the groups.

Table 3.3: Correlation matrix showing the degree to which the groups are aligned in how they perceive the priorities should be today (ideal)

<table>
<thead>
<tr>
<th></th>
<th>SPM &amp; PM</th>
<th>TPM</th>
<th>R&amp;D</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM &amp; PM</td>
<td>1.00</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>TPM</td>
<td>1.00</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>R&amp;D</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

The similarities between the perceived situation today and the perceived ideal situation were striking. Looking at all responses the correlation between the two situations is 0.82. However, each group individually saw the need for more changes. The results in Table 3.4 show, for example, a correlation of 0.62 comparing what R&D perceived as the priorities today against what they thought the priorities should ideally be today.

While there was variation between participants of the same perspective, there was no individual that stood out as being consistently different in their results to the other members of their group.
Table 3.4: Correlation between perceived situation today and perceived ideal situation

<table>
<thead>
<tr>
<th>Groups</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>All groups</td>
<td>0.82</td>
</tr>
<tr>
<td>SPM &amp; PM</td>
<td>0.72</td>
</tr>
<tr>
<td>TPM</td>
<td>0.77</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Looking at the underlying data it is possible to further understand the differences and similarities between the groups. The remainder of this section highlights key aspects of similarity and difference.

The qualities studied have been grouped into three categories — features, project management and system properties. All of the groups today ranked these groupings in the same order, with features as the most important category, followed by project management and finally system properties. Interestingly all groups would like to see system properties overtake project management in their perception of the ideal situation. This helps explain the high correlation values attained.

However, looking at the individual qualities it is possible to explain why the collective results from all participants shows less need for change than the result of any of the groups individually. While confidentiality does not allow the ranked qualities to be published in this chapter, some groups are more affected by some of the qualities than other groups; so they perceive these qualities as more important, while the other groups perceive the same quality as less important. For example, Time Behaviour is ranked seventh today, with all groups placing it in the seventh or eighth position today. In the perceived ideal situation the overall rank is only increased one place to sixth, but the same criterion is ranked second most important by R&D, sixth most important by TPM and tenth most important by SPM & PM. This situation acts to reduce the correlation coefficients for the individual groups, but still keeps it high when examining all results together.

There was a high level of agreement in the ranks given to qualities relating to features and project management both today and in the ideal situation. The area of greatest contention between the groups concerns qualities relating to system properties. SPM differs the most when examining the results of the three groups. The results highlight which qualities the groups agree
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on as important — such as Scaleability, Time Behaviour, Robustness/Stability, Configurability/Product Customisability/Adaptability and Resource Behaviour — and which qualities for which there are differing priorities — Recoverability, Operability, Performance Management/Statistics, Upgradeability/Replaceability, Analysability, Testability, Containment/ISP/Fault Tolerance and Security.

3.4.5 Responsibility and Management

While the main aim of the third research question is to determine ambiguity in responsibility and management of the software qualities, it was also considered important to ask participants the degree to which each area was being managed. For example, it is possible that an important quality has a clear management line, but the managers are not sufficiently with respect to the quality. Respondents answered on a Likert scale from 1 (Not managed) to 5 (Clearly and explicitly managed).

In general, the more important a quality is today, the greater the degree to which it is managed. This can be seen with the Spearman rank correlation of 0.81 between the importance of a quality today and the degree to which it is being managed today. The results can also be seen in Figure 3.4, showing the criteria in order from most important today at the left to least important today at the right. The line of best fit shows that the less important qualities are less managed. It should also be noted that the correlation between the perceived ideal situation and the degree to which the qualities are being managed today is 0.56.

Ambiguity in who is ultimately responsible for or managing a quality can be presented in many different ways, as discussed in Section 3.3.3. The remainder of this section discusses these ambiguities with respect to the results collected.

For a group to be identified in one of these two leadership roles in this case study it must receive at least half of the non-blank responses. For two groups to be identified, each must receive more than a third of the non-blank responses; and for three groups to be identified each group must receive more than a quarter of the non-blank responses. This chapter highlights the qualities where one third or more of the responses are blank.

Blank responses: There were four qualities with a significant number of blank responses as to which group had a leadership role. These can be seen in Table 3.5, with the qualities showing a significant number of blank responses marked with a tick. For example we can see maturity has a significant number of blank responses for both types of leadership. It is interesting to note that with the exception of maturity, all of the ambiguity presented through blank
responses concerned the group that was ultimately responsible for a quality. It should also be noted that each of these qualities comes from the category of system properties. These qualities are also ranked quite low, thus being relatively less important.

Table 3.5: Qualities with a significant number of blank responses

<table>
<thead>
<tr>
<th>Quality (Rank: Today/Ideal)</th>
<th>Responsible</th>
<th>Managing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maturity (19/23)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Understandability (21/19)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Resource Behaviour (14/12)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Analysability (24/22)</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

*Insufficient votes:* Similarly four qualities received insufficient votes to pass the thresholds. The qualities are listed in Table 3.6, which show the number of votes received by the most selected group where the threshold was not met. For example one group received 11 of the 23 non-blank responses for the management of Understandability. Again almost all ambiguity exists in who is ultimately responsible for the qualities. However, it should be noted that
the result is only slightly below the threshold for one group to be identified in each case. The qualities with insufficient votes represent the categories system properties and project management.

Table 3.6: Qualities with insufficient votes

<table>
<thead>
<tr>
<th>Quality (Rank: Today/Ideal)</th>
<th>Responsible</th>
<th>Managing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maturity (19/23)</td>
<td>11/23</td>
<td></td>
</tr>
<tr>
<td>Understandability (21/19)</td>
<td>11/23</td>
<td></td>
</tr>
<tr>
<td>Resource Behaviour (14/12)</td>
<td>12/27</td>
<td></td>
</tr>
<tr>
<td>Analysability(24/22)</td>
<td>10/27</td>
<td>13/28</td>
</tr>
</tbody>
</table>

Pushing: Ambiguity is also presented in how a group identified as having a leadership role for a quality perceives their role with respect to this task. In the case study there is a strong tendency for the identified groups to pull responsibility to themselves, even when multiple groups were identified.

From Table 3.7 it is possible to see that the most common scenario in describing the ultimate responsibility and management of a software product quality is (1a) for a single group to be identified and for that group to pull this responsibility to themselves. For example, the SPMs were identified as ultimately responsible for Configurability/Product Customisability/Adaptability and the SPMs identified themselves as ultimately responsible for this same quality. Further R&D was identified as managing this quality and also pulled this responsibility onto themselves.

Table 3.7: Pushing and pulling of ultimate responsibility and management

<table>
<thead>
<tr>
<th>Management</th>
<th>Responsible</th>
<th>Managing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a. Pull, single group</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>1b. Pull, multiple groups</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>2a. Push/Pull, push to puller(s)</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>2b. Combination of 2 &amp; 3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3a. Push to unidentified group(s)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3b. Push to pusher(s)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3c. Combination of 3a &amp; 3b</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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The second most common scenario found for both ultimate responsibility and management was (1b) where multiple groups were identified as taking on this role and all of the identified groups pulled this responsibility onto themselves. There were only two types of pushing found in the case study — types 2a and 3a.

Of type 2a, all but one of the cases fitted the same form: two groups were identified as ultimately responsible and/or managing a quality. One of the groups was always R&D, the other group was SPM or TPM. R&D always pulled responsibility to itself while the other group pushed responsibility to R&D. The exception to this case was for Upgradeability/Replaceability where SPM, TPM and R&D were all identified as ultimately responsible, with R&D and SPM pulling this responsibility onto themselves and TPM pushing the responsibility onto R&D.

Finally, one quality was identified as having (3a) one group as ultimately responsible for that quality, but the identified group perceived another group as being ultimately responsible. The management of this quality was being reviewed and changed while the case study was being conducted. Thus, it should be noted that the application of a method, such as the one presented in Section 3.3, allows for identification of this type of situation and hence also appropriate actions.

3.5 Discussion

The methodology proposed in Section 3.3 has been applied to identify the level of alignment between internal success-critical stakeholders with the modification made after the pilot study described in Section 3.4.3. While the results from the case presented in this chapter are not generalisable, it highlights what situations can be detected by the method and acts as a reference point for future applications of the method.

While in the case study some changes to the priorities given to the software product qualities would be perceived as beneficial by each of the internal success-critical stakeholder groups, the extent of the changes required is reduced when considering all perspectives together. This can be seen most clearly with a number of qualities where the groups agree on their importance today, but some of the groups think some should be more important while other groups think they should be less important and they thus end up in almost the same place. This result shows Theory-W in action, with the organisation having to balance conflicting stakeholder perspectives in order to achieve the optimal balance.
While the current processes seem to have done a reasonable job to balance the various concerns of software product quality, this is not explicitly visible to all of the stakeholders who felt that their needs were not being adequately addressed. One of the ongoing aims within Ericsson is to use these results to foster a greater understanding and dialogue between the internal success-critical stakeholders in terms of each other’s needs.

Respondents in the case study had greater difficulty in identifying and agreeing upon who was ultimately responsible for a quality than who was managing a quality at a more hands-on level. This does not indicate a problem, as people generally know to whom they need to turn regarding an issue of software product quality. What they were less aware of was to whom the manager could turn regarding the same issue.

Discussions of the results within Ericsson confirmed that some multiple groups were responsible for some software product qualities. This was identified as a potential risk, with no one feeling the need to be an advocate for some qualities. The responsibility of these qualities has since been more clearly defined. The same was not felt true of the day-to-day management of the qualities as different parts of the organisation could turn to the area most appropriate to them provided there is a clearly communicated and common strategy.

In terms of the three categories of software product qualities — features, project management and system properties — the results highlighted that most ambiguity exists around system properties. This is primarily the result of two factors; system properties are the least important of the categories today, yet account for 18 of the 24 qualities studied. However, the internal success-critical stakeholder groups all agree that these qualities should be more important when going forward. These results supported discussions to clear up the management lines and helped present these messages to relevant parties. Most of the ambiguities raised in the ultimate responsibility of project management were because people were not sure whether to identify PM as ultimately responsible for ensuring that the product was delivered on time and cost, or SPM as the group that approves a project.

While it was anticipated that a blank response meant the respondent was unaware who was responsible, it became apparent that this response was also used to indicate that a respondent perceived no one was responsible. The interpretation of this result should be made with caution and future work should allow responses in the questionnaire to differentiate between the two cases. The pushing and pulling of responsibility and management of software product qualities also provided some interesting insights. There is a strong culture of groups taking on a management role with respect to qualities. This is a positive at-
tribute with employees taking care of the product they produce and doing what they can to ensure the best outcome.

While some pushing of responsibility and management was observed, in almost all cases the groups identified agreed between themselves who was responsible — one group would pull responsibility to themselves, while the other groups pushed responsibility to this group.

It is also interesting to note the types of pulling and pushing not observed in the results of this case study. There was only one case of (3a) pushing without a group pulling and there were no cases of (3b, 3c) multiple groups pushing. As (3) pushing poses the greatest risks to the software development organisation this is a positive result. It means, for example, that there are no cases where group A believes group B to be responsible while group B believes group A to be responsible. Two qualities were identified by a number of participants of this case study as missing from the list of qualities and should be considered for future work. These were the packaging of requirements into releases and client contracts — as both impact upon the value that is delivered to customers.

3.6 Conclusion

This chapter presents a methodology and results of a case study for examining the alignment between the internal success-critical stakeholder groups in software product quality. The results obtained by the method were interesting, valuable and very positive from the perspective of the industrial partner, Ericsson, with:

- The groups found to be aligned in perceiving the priorities placed on different software product quality today;
- Overall the participants in the case study perceive few changes necessary to improve the current situation;
- The most important qualities are the most clearly and explicitly managed; and
- The majority of qualities have clear management.

The case study results highlight that different stakeholder groups have different priorities, and companies must be able to balance these differing opinions in order to achieve an optimal outcome. Key to achieving this outcome appears
to be open and transparent dialogue and cross group communication and understanding. The results also provide an understanding of the context of software product quality for future work within the case setting.

The results of the case study have helped the company make their employees more aware of the priorities other groups face in the development of their software product, and the need to gain a balance to achieve an optimal outcome. The results have also been used to support changes to the management of software qualities to help ensure better outcomes.

The case study presented in this chapter may not be representative of the software development industry, only involving one product from one company. Still, it provides some insights into how qualities are handled in an industrial context. Furthermore, the method can be applied in other situations to support the alignment of success-critical stakeholders in issues of software product quality and identify potential management issues. In turn, these additional results can help determine which of the results, if any, can be generalised.

This research will be used in three ways:

- This work is the first in a series of studies examining, with the intention to help improve, the alignment of company strategy, product strategy, product management and development efforts.

- This work is also the first in another series that is looking at different investment options and trade-offs in software development — like features, quality and staff training. Going forward the aim of this work is to support organisations improve the investment choices they make.

- The authors are also hoping to replicate parts of this study at different organisations to help achieve greater alignment in issues of software product quality and draw more general conclusions in this topic area.
Chapter 4

Balancing Software Product Investment Options

Abstract

The long-term sustainability of a software product depends on more than developing features. Priorities are placed on aspects that support the development of software, like software product quality (e.g. ISO 9126), project constraints – time and cost, and even the development of intellectual capital. A greater focus on any one aspect takes priority from another, but as each aspect delivers a different type of value, managers have trouble comparing and balancing these aspects. This chapter presents a method to help determine the balance between key priorities in the software development process. The method is applied to a new case study, that also combines with results from previous studies. The results show it is possible to compare features, quality, time, cost and IC in a comprehensive way, with the case study showing that participants perceive a change from a shorter-term product perspective to a longer-term organisation beneficial to the business.

4.1 Introduction

The value of developing features for a software product is clear – if a product fails to satisfy the needs of its users the product is worthless. But developing
successful and sustainable software requires investment in more than just features, with other investment types requiring time and funding. XP identifies four key areas to control in the development of software [13] – features, quality, time and cost. However, given that software development is human-intensive, it is crucial to also include intellectual capital (IC) when it comes to the investment in and evolution of a software organisation. These areas represent investment types – features, software product quality and IC, and project constraints – time and cost.

Ultimately software development managers must be able to balance these investment types and constraints against one another, as an over-investment in any one of these areas will come at the expense of the others – as shown in Figure 4.1. But people in the software development industry have trouble comparing the importance of the aspects that make up these areas [11]. A hypothetical example would be to ask people to state the relative importance of security, employee satisfaction and delivering on time, which is sure to bring confused faces.

Figure 4.1: Conflict of investment types and constraints in software development

Balancing investment types and constraints is difficult because the investments are intangible, and the aspects being examined are interrelated. For example, the act of writing code has the benefit of training the developer –
providing benefits both in terms of the feature-base of the software product and the skills of an employee. Managers are interested in knowing the return on investment to be derived from a software product and/or software process improvement, but the value delivered by each investment type differs in who it impacts and how it impacts them. This means value cannot only be considered in monetary terms as there are temporal and human aspects, which make it much harder to make direct comparisons between different types.

Despite any difficulties software development managers may have, they must still make decisions that impact the balance of investment types and constraints. This chapter presents a quantitative empirical case study, which combines the results from previously completed studies in the areas of software product quality using ISO 9126 [11] and IC [8] with new data. The extra step presented in this chapter allows the previous results to be combined and compared in a comprehensive way, through a single list that shows the relative importance of the aspects that make up features, quality, time, cost and IC. This is the first study to combine these aspects in such a way that they can be compared on a detailed level to the best of the authors’ knowledge. This method is used to both describe the current situation within the case study, and any changes the participants perceived ought to occur.

In this chapter Section 4.2 presents an overview of related work. Section 4.3 details the research questions and the method used to them. A case study is presented in Section 4.4, with a discussion of the results and method in Section 4.5. Threats to the validity are discussed in Section 4.6. Finally conclusions are drawn in Section 4.7.

4.2 Background

This section examines the investment types and constraints in more detail, with particular focus on quality and IC. Reasons why people have trouble balancing these concerns are discussed along with the reasons why it is important to get this balance right.

4.2.1 Investment Types and Constraints

Literature from XP identifies four variables that need to be controlled in the software development process – features, quality, time and cost [13]. The features are described in terms of functional requirements, while quality is described as non-functional requirements. Constraints on development project time and
cost are used to ensure that an economically feasible product is delivered at an appropriate time. However, this view only presents a project and product perspective of software development.

From an organisational perspective, IC must also be considered as an important investment type in the development of sustainable software products, as it is both the key input and tool used in the development of software [95]. IC covers a range of issues from employee training and satisfaction to organisational processes and the knowledge held in the relationships with existing customers.

Thus features and quality present the product perspective; time and cost come from the project perspective; and IC represents the longer-term organisational perspective.

This chapter focuses on software product quality and IC in a greater level of detail than the other attributes, as the body of literature covering the prioritisation and selection of features is considerably more established and the project constraints—time and cost—are much more basic. The chosen areas of interest also fall within the scope of the line management position, supporting change within small and focused parts of the organisation. These areas are also of key interest to the authors’ industrial partners. Other investment types in the development of software products, such as the location of office space, are outside the scope of this chapter.

In most software development organisations resources are limited. This means funding one type of investment will come at the expense of one or more other types of investment, as shown in Figure 4.1. For example, to deliver a solution on time and budget, with a desired level of quality, it is a common method to exclude the least important features from the release plan.

While it is known that people have trouble comparing the relative importance of these different investment types against one another [11], these are important decisions that managers must face. This only makes understanding the nature of these choices and decision support even more important.

### 4.2.2 Software Product Quality

Quality is a complex multifaceted concept. Definitions will vary between people, their relationship to the product for which they are describing quality, and the context.

Multidisciplinary research has identified five perspectives from which quality can be described [45]:

- The transcendental perspective defines quality as something that can be
recognised but not defined in advance.

- The user perspective defines quality as fit for purpose.

- The manufacturing perspective defines quality as conformance to specification.

- The product view defines quality in terms of essential characteristics of the product in question.

- The value-based view defines quality in terms of the amount a customer is willing to pay for it.

The user and manufacturer views are the most commonly taken in the development of software [58, 71]. But the increasing body of value-based software engineering (VBSE) literature recognises the importance of taking advantage of all perspectives involved in software development [71]. Central to VBSE is Theory-W [26], which states that success requires all of the success-critical stakeholders to compromise. Similarly requirement specification reading techniques that take advantage of different perspectives have been found to catch 35% more defects than non-directed alternatives [12, 24].

The concept of software quality also changes on the context in which it exists [71]. Software quality must be planned to allow a development company to meet its business objectives. This means that different levels of software quality may be acceptable for software product offerings, just as there is a range of quality when it comes to cars. Less than perfect software quality may be ideal [113], but deciding how much less than perfect can only be decided in a given business context [71].

There are many models that seek to define software product quality. Some examples of these models are McCall’s quality model, Boehm’s quality model, Dromey’s quality model and ISO 9126.

The first of the modern software product quality models was that of McCall [71]. The model uses a hierarchy of factors, criteria and metrics to address internal and external product quality. Eleven factors define an external or user perspective of quality. Each of these factors is linked to between two and five of 23 criteria that define an internal or development perspective of quality. Further metrics are associated with the factors allowing quality to be measured and managed.

McCall’s quality model was closely followed by Boehm’s quality model [71]. Both models present product quality in a hierarchy, but Boehm’s model has
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three high level characteristics linked to seven intermediate factors, which are in turn linked to 15 primitive characteristics. Boehm’s model has a wider scope than that of McCall’s, with more emphasis on the cost-effectiveness of maintenance [83].

More recently work has been done to create an international standard for software product quality measurement – ISO 9126 [60]. This standard is again organised in a hierarchy with six characteristics at the top level and 20 sub-characteristics with indicators used to measure the sub-characteristics. In addition to aspects of internal and external quality, covered by McCall’s and Boehm’s models, ISO 9126 includes quality characteristics of functionality [83]. Internal, external and functional qualities are also mixed at all levels of the hierarchy. However, ISO 9126 does not clearly state how quality should be measured [71].

None of the three models discussed present a rationale for the selection of characteristics to be included in the quality model and it is not possible to tell if a model presents a complete or consistent definition of quality [71]. Further, the placement of items are not motivated in ISO 9126, with no justification as to why Interoperability is not related to Portability, for example.

Dromey’s model attempts to address some of the issues presented with the other models and support developers achieve software product quality [40]. Dromey states that it is impossible to build high-level quality attributes like reliability or maintainability into a product, but developers must instead build properties that manifest in achieving these goals. The distinction this model makes is important, as using it will verify that it allows the quality required to be achieved [71]. Before Dromey’s model can be successfully applied, the various groups involved in the development of a software product must agree on what quality attributes should be achieved and to what level. This process can be supported using other models.

The investment options in software development are more complex than quality, and any quality model must be considered in terms of other options, like IC.

4.2.3 Intellectual Capital

The origin of the IC concept can be traced to the balanced scorecard, developed by Skandia – a multinational insurance and financial services company based in Stockholm. Skandia proposed using IC as a management tool for the first time, with an objective to better manage intangible assets when creating further sustainable value for the organisation [30]. Dow Chemical collaborated with Skandia to define the components of IC in terms of human capital, organisation
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capital and customer capital [61].

Despite attempts to develop a general model of IC, organisations tend to customise models to suit their own context [50].

Four aspects of IC are defined by Brooking [29]: market assets, human centre assets, intellectual property assets and infrastructure assets. Lowendahl [80] identifies intangible assets in terms of competence and relational resources. Sullivan [103] develops a model based on human capital and defines human capital as the capabilities of stakeholders which is supported by structural capital – for example computers and information systems.

Bontis [28] divided IC into human capital, relational capital and structural capital with several indicators that each described. Human capital is the capabilities of individuals who provide solutions to customers. These include knowledge, experiences, skills and abilities of employees, combined human ability to solve business problems. Structural capital refers to the structures and processes within the organisation that meets market requirements – for example patents, trademarks, information systems. Relational capital refers to an organisation’s relations with stakeholders including customers, suppliers and public. This model is one of the most frequently used models by practitioners and academics.

Previous research and business practices have led to various models and indicators of IC [104, 103, 41].

There are several techniques, systematic processes and models used to measure IC of organisations. These include balanced scorecard, relative value, competency models, subsystem performance, benchmarking, business worth, business process auditing, knowledge bank, brand equity valuation, calculated intangible value, micro-lending, colorised reporting [85].

Over the years, several methods of measuring IC have also been developed. For example Skandia Navigator, Intellectual Capital Services’ IC Index™ and Philip M’Pherson’s Inclusive Valuation Methodology (IVM™) [57]. The starting point of every method is the identification of intellectual assets and grouping of these into categories. For example, Skandia’s Navigator model includes 112 indices of IC whereas Edvinsson and Malone measure IC by developing 140 indicators, using four perspectives, namely financial, customer, human, and renewals and development [57].

While many researchers have examined attributes of IC, there appears to have been no systematic attempt in the intellectual, structural or human capital literature to list the attributes that constitute these areas of study until very recently [86, 34]. Most researchers have only examined aspects of these areas, recognising any list of attributes as incomplete. Moon and Kym [86] noted
without a clear and comprehensive framework for IC, managers are likely to lack the detail required to effectively manage their organisations’ IC, so they created a model of IC by synthesising the attributes and model fragments from many studies. This model is used in this chapter.

Measuring IC has several benefits. For example it allows companies to assess the risk present and identify areas to develop and improve, it provides a systematic approach when comparing several units within a company or companies, it provides very useful information on companies’ future potential and helps providing a comprehensive company report.

Benefits can be direct, indirect or long term [38]. Direct benefits improve financial performance of the organisation. Indirect benefits are related to changes in elements of performance which may be beneficial for the company – for example motivating staff members which allows managers to be more productive or increase in code reuse or reduction in testing time. Long term benefits include an improvement of the relationships within a company.

Although measurement of IC has several benefits to a company, this is a costly process because of the time needed to collect the data, analyse it and take actions on those measurements. In order to lower the cost, companies may need to automate the measurement and cut down on the number of people involve in the process as in many cases benefits achieved are difficult to quantify [38].

Additionally, the body of knowledge of investment in IC in a software engineering context is limited. The authors found that the majority of literature covers investment issues in software product line practice, and the impact of up-front investment on cumulative return in terms of money, effort and time [55]. Managers need to be able to understand the balance of the various aspects they are managing in order to make informed decisions.

4.3 Methodology

This section presents the research questions, and describes the method to be used to answer them. The approach taken in this chapter to answer the research questions is presented in two ways. This section presents the general method, which can be applied to all cases. Section 4.4 presents the actual steps taken in the case study presented in this chapter.
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4.3.1 Research Objectives

Finding the right balance between investment types and constraints is critical for the long-term success of all software development organisations. The major investment types come from the product perspective, with issues of features, quality; and from the organisational perspective with issue of IC; while time and cost represent the major project perspective constraints. Too much focus on any one of these areas will result in an under-investment in other areas as they compete with each other, as shown in Figure 4.1.

Getting people to identify the balance between investment types and constraints is a difficult task, but an essential one if these investment options and constraints are going to be successfully managed [11].

Previous research by the authors has sought to find the balance between aspects of individual investment types – from a product perspective aspects of software product quality were studied using ISO 9126 [11] and from an organisational perspective aspects of IC were studied [8]. However, these aspects must ultimately be understood and balanced together. The research presented in this chapter aims to bring these previous studies together with other feature and project perspective constraints, as shown in Figure 4.2, to understand how these areas interrelate in terms of importance. The areas covered in the case studies are discussed in more detail in Section 4.4, with a complete listing of the areas in Figure 4.4.

Thus the research questions addressed in this chapter are:

**RQ1:** Is it possible to identify the relative importance between aspects of features, software product quality using ISO 9126, the project constraints time cost, and IC for a given situation?

If it is possible to find the relative balance between this aspects, then it is of interest to ask:
RQ2: What is the balance between aspects of features, software product quality using ISO9126, the project constraints time cost, and IC for a given situation today?

However, being able to identify the current balance of investment types does not ensure that the correct balance has been achieved. Thus it is also important to identify what is perceived as the ideal balance for the current situation faced in an organisation. This is addressed by the third research question:

RQ3: What is the perceived ideal balance between aspects of features, software product quality using ISO9126, the project constraints time cost, and IC for a given situation today?

4.3.2 Approach

To address the research questions a method has been developed, expanding on previous work by the authors in quality [11] and IC [8]. The previous studies were conducted to determine the level of alignment between key stakeholder groups over the priorities of aspects of quality and IC respectively, however, they also generated lists showing the relative importance of the aspects related to each study.

The method presented in this section expands on the work already done, to combine the previous results with new data to answer the research questions. While details of the case study are presented in Section 4.4, this section details a more general methodology to answer the research questions.

The process to determine the balance between different investment options and constraints in this chapter has five phases:

1. First identify the investment types and constraints that should be covered, and develop the model.

2. Then associate stakeholder groups to the different parts of the model to identify who should participate in the study.

3. Put together the questionnaires for eliciting the balance of investment types and constraints.

4. The results are analysed.

5. Finally hold a workshop with key stakeholders to develop a deeper understanding of the results.

The following sections explains each of these phases in more detail.
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4.3.3 Investment Types and Constraints

The investment types and constraints vary depending on both the organisation and roles studied. Thus it is important that any study tailor the attributes for the context being studied. Using one or more of the quality models and IC models introduced in Section 4.2 is a good starting point, but company specific needs have to be taken into account, as illustrated in the case study in Section 4.4.

The selection and refinement of models to represent the investment types and constraints should be a consultative process between academia and industry to ensure that a representative and meaningful result is obtained. A workshop or series of workshops should be run to ensure the terms identified provide sufficient coverage and are clearly defined from the perspective of those participating in the study and those using the results.

However, it is important that the model developed is hierarchical in order to take advantage of the methodology presented in this chapter, or flat for a simple case. As an example, the model of investment types and constraints used in the case study presented in this chapter can be seen in Figure 4.4. This model is discussed in more detail in Section 4.4.

4.3.4 Stakeholders

When considering a range of investment options and constraints, it is likely that no one person or group will have detailed oversight of all of the areas of interest. Managers may be able to provide insight on high-level priorities, but not be able to go into the detail about technical qualities. Similarly a developer may not need to be aware of all of the external stakeholder groups with whom the company has a relationship.

This is where the value of the hierarchy comes into play. It is possible to ask different groups of people to be involved in the prioritisation of different parts of the hierarchy, as the method then allows the separate responses to be brought together.

Participants should only be responsible for prioritising parts of the hierarchy for which they have understanding and oversight.

4.3.5 Questionnaire

Now it is possible to develop a questionnaire or series of questionnaires to answer the research questions. As discussing different parts of a hierarchy is confus-
ing in the abstract, a *running example* will be used in the remainder of this methodology section, based on the model of investment types and constraints in Figure 4.3.

![Figure 4.3: Example model of investment types and constraints](image)

The hierarchical cumulative voting (HCV) method [16] is used to elicit the relative importance of the investment option and constraint. This method has been found useful when asking people to make comparisons between areas in which they would normally have trouble [11], as it breaks the problem up into a series of simpler tasks. It also allows different people to respond to different parts of the model of investment types and constraints.

HCV is made up of a number of cumulative voting (CV) tasks. CV asks participants to spend 1000 points across different sets of aspects to represent their relative influence. Using the top level of the hierarchy in Figure 4.3, for example, if a participant thought $IC$ does not at all matter today and $features$ was twice as important as $quality$ they might award these qualities zero, 200 and 100 respectively with 700 points distributed amongst the remaining criteria.

Each CV task should contain a logical group of attributes at the same level of abstraction. The master CV task asks participants to compare the top level of the hierarchy. In the example, there would be two CV exercises – the one comparing the three types of $IC$ and the master CV exercise asking participants to compare the five items in the top level of the hierarchy.

### 4.3.6 Analysis

Analysing the results of the HCV task will answer the research questions.

The HCV task is analysed in two stages. The first stage looks at each individual CV task to see the relative weight and priority given to each option. The second stage is to combine the results of the individual HCV tasks into a single prioritised list of attributes, allowing comparisons between the CV tasks.

For the first stage, it is possible to average the points awarded to each aspect. Then each CV task can be analysed individually considering the rank order of the aspects covered and the range of points awarded to the CV set.
The second stage involves using the results of the first stage and converting the sets of CV tasks making up the HCV task into a single list of aspects, with each aspect assigned its own relative weighting. Remembering that HCV has a master CV task, and for each aspect in that master CV task there may be a related set of sub-aspects in their own CV task. The example in Figure 4.3 shows a master list containing features, quality, time, cost and IC; with another CV task asking participants to prioritise between three aspects that make up IC.

This set up allows the number of points awarded to each aspect in the master list to be multiplied with the number of points awarded to each aspect in the related CV task [16]. To ensure that aspects from CV tasks with many options are not underrepresented and that CV tasks with few aspects are not over-represented it is also necessary to multiply each of these results by the number of aspects from the non-master CV task. Finally the set of numbers for each aspect can be scaled so that the sum is 1000.

For example, if 200 points are awarded to IC and 400 points are awarded to human capital, then:

\[ IC \times humancapital \times numberofaspectsofIC \]

\[ = 200 \times 400 \times 3 \]

\[ = 240,000 \]

The scaling of this result then depends on the other values, but if the other values were to sum to 4,800,000 then the number would be scaled to:

\[ result \div totalsum \times 1000 \]

\[ = 240,000 \div 4,800,000 \times 1000 \]

\[ = 50 \]

It is possible to deal with aspects in the master CV task with no related CV task, such as features in the running example. In this case create a dummy CV task that contains one item with the same name, and award it 1000 points.

4.3.7 Review

Finally the results should be reviewed with the participating organisation in order to gain a deeper understanding of what the results mean and the reasons behind them. This can be done in a workshop setting.
4.4 Case Study

This research has grown from two previous case studies that each looked at the relative importance of different aspects related to one investment types – quality [11] and IC [8] – as shown in Figure 4.2. While the original intent of these studies was to determine the degree to which priorities across the organisation were aligned and working towards a common goal, the results generated lists showing the relative importance of the various aspects that make up each investment type.

There was a desire, both academically and from within the industrial partner, to join these studies together to understand the relative importance of both sets of investment options together with features, time and cost. This is the aim of the study presented in this chapter, and involved the collection of additional data and an expansion of the methodology to join these areas together.

This case study was conducted during autumn 2008 for one product at Ericsson. Ericsson is a world leading company in telecommunication, providing a wide range of products and solutions. Products are developed and sold as generic solutions offered to an open market, although customised versions of the products are also developed.

4.4.1 Attribute Selection and Definition

In order to both validate the work previously done and be able draw greater understanding from the research it was decided to reuse the models from the previous research. But there was a desire to understand these concepts in terms of features and the project constraints time and cost, as previously discussed. Combined these areas represented the major concerns of line managers within our case study and formed the base of the model of investment types and constraints, and to the best of the authors knowledge is the first time researchers have attempted to find the balance between these aspects in a software engineering context.

Interview time constraints meant it was not possible to use the models exactly as presented in the previous studies as combining all of these elements resulted in too many aspects to consider, however, as the models used are hierarchical it is possible to move to a higher level of abstraction.

The first author created a new model of investment types and constraints based on the control variables for XP [13] and the models created for the previous research into quality [11] and IC [8]. A workshop was then held with people identified by Ericsson to ensure the new model covers the issues of interest to
the organisation, makes sense, and can be understood. Some of the definitions were revised, but no major changes were made to the model.

Figure 4.4 shows the model of investment types and constraints used across the three studies that make up this research. This study asked participants to complete the master CV task – comparing features, qualities, time, cost and IC. However, as this study was conducted several months after the first two studies, two additional CV tasks were added to check the priorities had not changed. These consist of the aspects describing quality and IC that are bolded in Figure 4.4.

The first study asked participants to mark the relative importance of the detailed quality aspects, which are shown in the diagram without bolding. Similarly the second study asked participants to mark the relative importance of the detailed IC aspects, which are also shown in the diagram without bolding.

A questionnaire was developed based on the bolded sections of this model for the third study. One CV task asked participants to compare aspects of IC, the second asked participants to compare aspects of software product quality and the final CV task asked participants to compare features, quality, intellectual capital, time and cost. The final version of the definitions of the terms used in the model can be found in the appendix.

### 4.4.2 Participant Selection

The authors were supported by the R&D management to select and identify participants for this case study. It was decided that people in line management positions would be able to best address the areas of greatest interest to the company from this study. This group also has the greatest control over the balance being studied. However, this limited the number of possible participants as few people hold this role for the product studied. In total nine participants were selected to take part in the case study. The first author conducted one-on-one interviews with each participant to collect the data. All responses were used in the analysis.

However, as this study combines the results of the previous studies, the number of participants and their roles is presented in Table 4.1.

### 4.4.3 Additional Analysis

The results of the IC study [8] contained several aspects of management that are outside the scope of this study as they are not directly related with IC. In order to manage this situation the aspects of management were removed. The
relative weights of the remaining aspects were scaled to 1000 using the same process used in the final stages of the method described in Section 4.3.

### 4.4.4 Results

While confidentiality prevents the prioritised list of attributes being published, the results are described and discussed in this section.

The results were fairly consistent between the participants for the additional data collected as part of the combined and extended study, with one exception that is discussed in this section.
Table 4.1: Number and roles of participants in each study

<table>
<thead>
<tr>
<th>Study</th>
<th>No.</th>
<th>Role(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality Study</td>
<td>31</td>
<td>Strategic Product Managers, Tactical Product Managers, Project Managers, Developers, Testers</td>
</tr>
<tr>
<td>IC Study</td>
<td>32</td>
<td>Strategic Product Managers, Tactical Product Managers, Project Managers, Line Managers, Developers, Testers</td>
</tr>
<tr>
<td>Combined &amp; Extended Study</td>
<td>9</td>
<td>Line Managers</td>
</tr>
</tbody>
</table>

**Comparison to Previous Studies**

This research aims to bring the results of three studies together. As there were some months between the collection of data for each study, some additional data was collected about aspects of quality and IC to ensure that the situation had not changed substantially between data collection points.

The quality study collected data about the 18 aspects of quality listed at the top of Figure 4.4. This study collected data about the six aspects of quality listed in the same figure in bold. The results of both studies showed strong parallels for both what people perceive is happening today and what people perceive should be happening in an ideal situation.

Similarly it was possible to make a comparison between this study and the IC study based on the three main areas of areas of IC shown in bold at the bottom of Figure 4.4, as both studies used HCV in similar ways. The averaged results for line managers in both studies placed these three aspects in the same order in both the situation today and the ideal situation.

**Overall**

Looking first at the prioritisation of the CV group containing features, quality, time, cost and intellectual capital there are a couple of interesting results. These results are presented in Table 4.2.

The results show that success is most dependent on delivering features within some constraint of time, with these two aspects coming out most important in
Table 4.2: Priorities on investment types and constraints

<table>
<thead>
<tr>
<th>Today</th>
<th>Ideal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Features</td>
<td>1. Time</td>
</tr>
<tr>
<td>2. Time</td>
<td>2. Features</td>
</tr>
<tr>
<td>3. Quality</td>
<td>3. Intellectual Capital</td>
</tr>
<tr>
<td>4. Cost</td>
<td>4. Quality</td>
</tr>
<tr>
<td>5. Intellectual Capital</td>
<td>5. Cost</td>
</tr>
</tbody>
</table>

the situation as it is perceived today, and how the participants would like to see the situation today.

However, some change was perceived beneficial to the situation today in the perceived ideal situation. The participants would ultimately like to see a stronger focus on intellectual capital. Additionally the participants would like to see a more equal focus on the different aspects, with a difference of 196 points between the most and least important aspects today, and a difference of 41 points in the perceived ideal situation.

It should be noted that participants were not consistent with their prioritisation of all five aspects, with quality being placed anywhere between most important to least important by different participants. The level of agreement on the other aspects in this group was much higher for the situation today. While the level of consensus was lower in how the participants prioritised what should be happening in the ideal situation today, the differences between the aspects studied was quite small.

Detailed Priorities

Using the method described in Section 4.3 the three CV results from the three studies were used to create a single list covering 36 aspects of investment types and constraints – features, all 18 aspects of quality, time, cost and all 17 aspects of IC. These can be seen in Figure 4.4.

In describing the situation today, the results show a strong product perspective, although the project perspective is important with respect to time. The top 10 aspects consist of eight different aspects of quality, features and time – suggesting the organisation likes to deliver functional requirements to schedule, with a certain set of quality requirements being met. The remainder of the slit evenly across the different aspects, with no investment type group standing out.
It is worth noting that the two most important aspects of IC today represent the customer, with customer (operator) and customer (service provider). The third most important aspect of IC today is organisational process.

Participants were also asked to complete the tasks to show what they think should be happening today, in their perceived ideal situation. These results show no clear preference for any one investment type except features, which remains with a relatively high priority.

Ideally there are aspects of both quality and IC at the top, middle and bottom of the prioritised list. Looking at the difference in ranking between the situation today and the perceived ideal situation there are a number of interesting results:

- All but one of the aspects that participants identified should have a higher rank in the ideal situation were aspects of IC. In particular they were mostly aspects of human capital and relationship capital.
- A greater focus on the end user is one of the biggest changes desired.
- The aspects that fell the greatest number of places were from quality, but to a more limited extent features and time also fell.
- One aspect of IC fell a notable number of places. It was organisational process.

The results also show that the participants would ideally like the aspects to be more equal in their relative priority. In describing the situation today the most important aspect received 57 points and least important aspect received nine, giving a difference of 48 points. However, in the ideal situation there were only 27 points between the most and least important aspects as everything was brought closer together.

### 4.5 Discussion

The method presented in Section 4.3 appears to be robust. The method was able to combine priorities from the product, project and organisational perspectives — showing the relative importance of different aspects that make up features, quality, time, cost and IC.

The results of the case study show a strong product perspective within the organisation, with features and quality coming out as the most important investment types today. However, there is still a strong customer focus in terms of the priorities within IC.
Ultimately the participants in the case study would like to see a stronger organisational perspective taken, with a much greater emphasis on aspects of *human capital* and *relationship capital*. This means taking a longer-term focus when balancing the investment types and constraints against one-another, and being able to deliver value to customers both now and in the future. This result can be partially explained by a restructure within the organisation studied and the economic downturn. Both of these events act to make people feel less secure about their jobs, and the results show a desire for greater security and respect.

The one aspect of *IC* that bucked the trend set by all other was *organisational process*. Ideally the participants thought this should be less important. However, the organisation studied had also come to the same conclusion, and reducing processes and decision points was one of the major goals of the restructuring.

The perceived ideal situation remained customer focused, but saw a big increase in the importance of the *end user*. The *end user* in this case Ericsson’s customers’ customers.

The results of the third study, involving line managers, was interesting in that no major changes were proposed by the participants. This result is not entirely unexpected from a group of people in line management positions. This result is supported by the garbage can model [37], which found that managers try to address issues with change, rather than solutions, and prefer to take smaller steps rather than bigger ones.

In the case study as it was described today there were 48 points between the most and least important aspects. The description of the perceived ideal situation, however, only had 27 points between the least and most important aspects. There are two possible explanation for this outcome; either the participants believe that the various aspects should be more equal in importance, or when presented with a list of important things, there is a desire to make everything more equal. This result has also been seen in previous studies [7, 11], but there is at least one exception [8].

Finally, communication is critical for the groups involved in the development of software to work together effectively. Knowledge and priorities need to be shared and reconciled, as proposed by Theory-W [26].

### 4.6 Validity Threats

While it may not be possible to generalise the results of the case study presented in this chapter to other organisations, or even Ericsson as a whole, the
method shows potential for reuse in other settings. The authors’ research has found people have trouble making comparisons between aspects of different investment types [11], however, the approach used in this chapter was able to balance aspects of IC against product and project perspective issues.

It should be noted that it is easier for the participants to agree with the set of criteria identified by the researchers than disagree in the workshops and questionnaire. This threat is partially taken care of by allowing the participants to assign a relative importance of zero to any aspect or set of aspects.

It is also difficult to know whether the respondents have understood the questions as intended and in a similar fashion to one another. This threat was partially addressed in the third stage of this study where the results were presented in the second workshop for confirmation and discussion with the researcher.

4.7 Conclusion

Being able to balance different investment types within the bounds of certain constraints is a difficult task for software managers, but one that must be undertaken on a daily basis. In this chapter the authors presented a method for determining the balance between different aspects of the software development process. The method brought together the results of three separate studies, and examined the balance between:

- The product perspective – with features and software product quality,
- The project perspective – with time and cost, and
- The organisational perspective – with IC.

The method proposed in Section 4.3 was successfully applied to a complex case, thus answering RQ1 – it is possible to identify the relative importance between aspects of features, software product quality using ISO9126, the project constraints time cost, and IC for a given situation using the method proposed.

Thus the method was also able to answer RQ2 and RQ3 for this case. That is RQ2 – What is the balance between aspects of features, quality, time, cost and IC for a given situation today? – and RQ3 – What is the perceived ideal balance between aspects of features, quality, time, cost and IC for a given situation today?

The answers resulted in a number of interesting findings:
• The organisation studied currently has a product focus in the priority placed on the aspects studied, but ultimately the participants would like to see a stronger organisational focus – with more emphasis on longer-term issues.

• The results of the study targeted at people in line management positions showed only a desire for small changes, which is inline with research into management practices [37].

The results of this method can be used to start a dialogue within the organisation to ensure all success-critical stakeholder groups understand what activities and investments must be made in order for a company to achieve long term prosperity and sustainability. This will in turn help the different groups within the company work towards and achieve a common goal.

Going forward it is important to understand if the participants in the study have an organisational or individual perspective. While improving the work environment for employees will bring benefits to the organisation to a point, the right balance needs to be achieved between these aspects.

It is also essential to understand what stops organisations from achieving their ideal state, so that they can be supporting in reaching these end goals.
Chapter 5

Attitudes to Value and Risk in Requirement Selection

Abstract

Finding a balance between commercial (customer specific, market pull and external quality requirements) and internal quality requirements is a recognized challenge in market driven software product development (MDSPD). In order to address this challenge it is important to understand the preferences and biases influencing decision makers selecting requirements for software releases. Prospect theory has been successfully applied to many disciplines. Applying it to MDSPD suggests decision makers will avoid risk when selecting between commercial requirements, take risk with internal quality requirements, and prefer commercial requirements over internal quality requirements in order to maximize their perceived value. This chapter seeks to investigate this claim. This chapter presents an experiment investigating whether the biases proposed by prospect theory can be seen operating in MDSP requirements engineering (RE). The results indicate risk avoidance when dealing commercial requirements, while greater risk is taken when dealing with internal quality requirements. As this is the first research paper to use prospect theory to explain requirements selection decisions, it presents opportunity to educate people in the biases they bring to the RE process, and facilitate the creation of strategies for balancing the different requirements types.
5.1 Introduction

Requirements engineering (RE) is a decision rich activity, and RE decision support as a field has received increasing attention as market-driven software product development (MDSPD) has taken off [88, 3, 92, 32]. Due to the growing popularity and complexity of MDSPD, it is important to understand how inherit biases influence decisions made in this area. This chapter explores one key bias presented through prospect theory, and how it impacts value and risk perception.

MDSPD is focused on the task of selecting a set of requirements that should be included in the coming releases of a product. The success of the product is measured in sales and is related to how much the product features are valued by the customers.

The requirements selection process in MDSPD is often perceived as a very complex activity. This complexity is explained by:

- A large number of requirements that need to be considered;

- A variety of different technical aspects that need to be taken into account before a selection of the requirements can be made; and

- The challenge associated with taking decisions based on the decision material of variable quality (such as uncertain cost and value estimations).

Thus, the authors of this chapter classify requirements selection as occurring in a high-risk environment.

Requirements selection in MDSPD often involves situations where a decision maker must choose between requirements of different types. Key requirement types include commercial requirements – originating from the market and key customers; and system requirements (internal quality requirements) – often connected with system maintenance, quality and architecture. The challenge here is to find a balance between commercial and system requirements, such as to allow satisfying the immediate market and customer needs, as well as assuring the healthy product architecture evolution.

Recent studies on MDSPD show that commercial requirements are perceived more important than system requirements [109, 110, 7, 9]. However, these studies also show that system requirements are generally undervalued. Considering the impact of requirements selection decisions on the business of a development company, it would be useful to have an understanding of the heuristics and cognitive biases behind these decisions, which according to the classical decision theory govern the decision outcome [90].
5.1 Introduction

In this chapter prospect theory [63, 106] is used to explore biases behind requirement selection decisions in a MDSPD context. While this breaks normative assumptions about decision making in risky situations referenced in most engineering literature [76], decisions made by software project managers have found to be better modelled by prospect theory than the more common utility theory.

Prospect theory models decision makers’ attitudes towards risk in terms of gains and losses [90]. It predicts that people will be risk adverse when selecting between options described in terms of gains, and risk taking when deciding between options described in terms of losses. Given that software requirements in MDSPD RE can be described in terms of revenues (gains) and/or costs (losses) it seems interesting to apply prospect theory in order to explain the choices of decision makers.

Assuming that in MDSPD commercial requirements are normally associated with revenue, while system requirements are associated with costs, applying prospect theory would suggest decision makers will take risks with system requirements. As these requirements are associated with cost, the preference is to delay spending in the short-term, despite the potential for increased costs later and thus taking a risk.

Conversely, since commercial requirements are associated with gains, decision makers will be more risk adverse when selecting and prioritizing these requirements. This means preference will be given to requirements with a more reliable revenue stream, even if the alternatives could yield greater ROI.

In the experiment presented in this chapter the authors investigate how well prospect theory applies to MDSPD RE. To the best of the author’s knowledge this is the first time prospect theory has been applied to MDSPD. The primary objective is to investigate the decision maker’s attitude towards risk, as well as perception of requirements value when it comes to choosing between alternatives of both cost and benefit.

The structure of this chapter is as follows; Section 5.2 presents the special characteristics of MDSPD and provides an overview of how prospect theory can be used to explain and model requirements selection decisions in an MDSPD environment; Section 5.3 details the research question and the experiment design; the experiment results and analysis are found in Section 5.4 and finally Section 5.5 presents conclusions and future work.
5.2 Background

The following section provides a brief summary of the characteristics of requirements selection process in MDSPD. This is followed by a presentation of prospect theory and an experiment that explore attitudes towards losses and gains. The section concludes with a discussion on how prospect theory can be used to explain requirements selection decisions in MDSPD.

5.2.1 Market Driven Software Product Development

In typical MDSPD the development organization is the main stakeholder and owner of a developed product. The product evolves over time with new functionality added and offered to the general market through product releases. In MDSPD the development organization takes most risks and is responsible for development costs of the product. Delivering the right set of functionality when the market is ready for it is critical for the success of the software product.

Market-driven development is largely product focused and many important activities are performed prior to the initiation of the development projects (i.e. pre-project). The goal of pre-project activities is to catch, analyse, select and plan requirements for future releases of the product. Pre-project activities should result in a prioritized list of requirements that are assigned to a specific release. These requirements are then realized through one or more development projects.

The importance of correct decision making pre-project is acknowledged and highlighted by both industry and academia. However, finding a perfect set of requirements is considered impossible due to a variety of different criteria that need to be taken into account and conflicting interests of stakeholders. Each stakeholder group is interested to see their requirement in the next release [66, 93, 89].

Different requirement types that are typically involved in requirements selection process are shown in Table 5.1 [92, 65, 48]. Customer specific features and Market pull requirements, which are often referred to as commercial requirements originate from the customers. In the case of Customer specific features the main stakeholder is one key customer, whereas for Market pull requirements the main stakeholder is often a marketing or sales unit representing a number of customers.

Innovation requirements can originate from Key customers, however mostly these requirements are defined by the R&D unit of a company.

The stakeholders of External quality aspects can be represented by both
Table 5.1: Requirement types in MDSPD

<table>
<thead>
<tr>
<th>Requirement Type</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer specific features</td>
<td>Requirement originating from one of the key customers</td>
</tr>
<tr>
<td>Market pull requirements</td>
<td>Requirements originating from more than one customers that represent a certain market</td>
</tr>
<tr>
<td>Innovation</td>
<td>Requirement usually originating from the company’s R&amp;D. Examples of this may be innovative technology, patents, innovative features, etc.</td>
</tr>
<tr>
<td>External quality aspects</td>
<td>Requirements concerning usability, security, reliability and other quality issues</td>
</tr>
<tr>
<td>System requirements</td>
<td>These are system architecture specific requirements, connected to system architecture health, flexibility, and evolution.</td>
</tr>
</tbody>
</table>

external parties, such as customers and internal parties such as R&D. Finally, System requirements mainly focus on system architecture and evolution aspects and almost always originate from organisations’ R&D units.

Recent studies on MDSPD show that commercial requirements are perceived more important than system requirements [109, 110, 7, 9]. However, these studies also show that system requirements are generally undervalued. The situation where system requirements are usually given a lower priority is troubling system engineers as it will lead to system architecture deterioration and collapse in the longer term, which can be connected to serious losses for the company.

Finding a trade-off and profitable balance between commercial and system requirements is very important for the success of a product. But before this trade-off can be found, the authors believe an understanding should be reached of the reasoning and decision frames that govern decision making process in MDSPD RE. This is where the authors believe prospect theory may be useful.

5.2.2 Prospect Theory and Related Works

Prospect theory was developed by Daniel Kahneman and Amos Tversky [63], for which Kahneman won a Nobel Prize in economics in 2002. It examines possible outcomes in terms of gains and losses to determine the value of these
outcomes [90]. When asked about the preferred choice between the “sure thing” and a risky option, it is assumed that the decision maker’s attitude to risk is revealed. If $X$ is the monetary outcome, 0.5 is the probability of “winning” $X$ and $V$ is the value of a choice option, the preferences in Table 5.2 reveal the risk attitude of an individual.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Risk Attitude</th>
<th>Risk Preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V(X) = V(0.5 \times 2X)$</td>
<td>Risk neutral</td>
<td>Indifferent between the options</td>
</tr>
<tr>
<td>$V(X) &gt; V(0.5 \times 2X)$</td>
<td>Risk adverse</td>
<td>Prefers the “sure thing”</td>
</tr>
<tr>
<td>$V(X) &lt; V(0.5 \times 2X)$</td>
<td>Risk taker</td>
<td>Prefers the risky option</td>
</tr>
</tbody>
</table>

While prospect theory is built on utility theory, prospect theory differs in that it considers issues from within a reference frame. Utility theory looks at net wealth, where prospect theory considers gains and losses. Thus prospect theory can explain why a loss of $500 is felt more strongly than a gain of $500.

Prospect theory has many practical applications, even within software engineering. It has been used to understand the reasons behind software project escalation [67], explain why early involvement in software project bidding leads to higher quotes [62], and support with the pricing of software bundling [35]. What is interesting about prospect theory is the relationship between the outcome and value is not linear, as seen in Figure 5.1. The function is steepest around zero and flattens out as the losses and gains become greater. It is also steeper for losses than gains.

The properties of the function mean that $500 loss is felt more strongly than a $500 gain as the relative value for losses is greater than the value for a similar sized gain. This can be seen in Figure 5.1 by using the guide markings.

Given the choice between (a) a 50% chance of gaining $1000 or (b) a sure gain of $500, most people select the safer option, B [63]. Figure 5.1 shows that a doubling in gains is not equivalent to a doubling in value, so the value delivered by option B on average is actually less than option A (as the value derived from the average of no gain and a $1000 gain is less than the value of a $500 gain).

Conversely when presented with options to (a) lose $1000 with 50% probability or (b) a sure loss of $500, most people chose the riskier option A [63]. As more value is lost from $0 to $500 than from $500 to $1000, the expected value of the outcome is less than the guaranteed loss of $500.
Another implication of prospect theory is that preferences will depend on how a problem is framed [90]. If the decision maker perceives the outcome as a gain they will accordingly act in a risk-adverse manner, while acting in a risk-taking manner where the perceived outcome is a loss.

Framing has been found to play an important role in medicine. How the benefits of a vaccine are framed will yield very different take-up rates [76]. Patients who are told a vaccine is guaranteed to stop a virus are more likely to take it, than patients who are told a vaccine will stop two equally likely viruses with 50% probability.

However, these results would suggest that most people would not buy insurance. Replicas of the original experiments into prospect theory have found that most people act differently depending on whether the cost is framed as a gamble or an insurance [53, 100]. When a cost scenario is framed as insurance most people are risk adverse preferring to pay the smaller fixed amount, while when it is presented as a gamble people prefer to take on the risk.

Kahneman and Tversky [63] also found that people overweighed low probabilities and underweighted higher probabilities. This explains why people are prepared to buy lottery tickets.
5.2.3 Using Prospect Theory to Explain Requirements Selection Decisions

Given prospect theory can be applied to decision-making processes in disciplines from finance to medicine [112], this section proposes how prospect theory can be used to explain the requirements selection decisions in MDSPD – in this context losses are described in terms of costs and gains in terms of revenues.

The requirements types presented in Section 5.2.1 are represented in Table 5.3 with information on whether each is perceived as generating costs or revenues. Commercial requirement types are marked with an asterisk, while system requirement types are not.

<table>
<thead>
<tr>
<th>Requirement Type</th>
<th>Cost/Revenue Driver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer specific features</td>
<td>* Revenue</td>
</tr>
<tr>
<td>Market pull requirements</td>
<td>* Revenue</td>
</tr>
<tr>
<td>Innovation</td>
<td>* Revenue</td>
</tr>
<tr>
<td>External Quality aspects</td>
<td>* Revenue</td>
</tr>
<tr>
<td>System Requirements (internal quality)</td>
<td>Cost</td>
</tr>
</tbody>
</table>

Commercial and system requirements are obviously very different in nature. Commercial requirements are clearly associated with customers – and therefore with revenue, while system requirements are associated with costs. This result can be seen through the language used to describe the different requirement types. Commercial requirements are referred to as business opportunities, and are discussed in terms revenue generation and expanding markets. In contrast system requirements are discussed as costs and must be justified with either, “If we do not do this now it will lead to higher costs in the future,” or, “If we make this change now we will be able to lower our production costs.”

As commercial and system requirements can be described in terms of gains and losses, prospect theory has an obvious connection in how these different requirement types are valued. This is seen most clearly by replacing gains and losses with revenue and costs, and placing requirements of different types on the graph in Figure 5.1.

Looking at a commercial requirement with an expected gain, one can see that a doubling of the gain does not double the value of the requirement. Similarly halving the gain does not halve the value of the requirement. The results
from previous studies of prospect theory would therefore suggest that decision makers would be risk adverse when selecting commercial requirements, preferring guaranteed returns over larger riskier returns. Conversely decision makers would prefer to take more risk with system requirements, trying to minimize costs, even if these savings come at the risk of spending more money.

Different levels of risk are associated with the various requirement types. A customer specific requirement often has a customer willing to foot the entire cost, and one may reasonably assume that an individual customer is indicative of wider market demands. The return on investment of an innovation, however, does not have the same guaranteed revenue stream, but there is a potential for large revenues if the requirement proves popular. Internal system quality requirements are likewise risky as they involve investments in the longer-term sustainability of a software product. This could mean, for example, a requirement is developed allowing different database systems to be used with the product, but if this is never used the cost was unnecessarily incurred. It should also be noted that the customer is only aware of commercial requirements, with only the development organisation having clear visibility into internal system quality.

Given the clear link between prospect theory and MDSPD RE, the aim of the experiment presented in this chapter is to investigate whether prospect theory holds in an MDSPD RE setting. While the authors acknowledge MDSPD RE is a complex decision making setting, the focus of this chapter is on understanding the bias towards the perception of value as proposed by prospect theory, and how it may impact the decision making process.

5.3 Experiment Planning and Operation

This section presents the research question and major steps in the experiment planning and operation.

5.3.1 Research Question

The goal of the experiment presented in this chapter is to investigate if the results of the experiments conducted by Tversky and Kahneman [63, 106] can be seen in the MDSPD RE context - that is people are more risk taking when it comes to losses (costs) and risk adverse when it comes to gains (revenue).

In order to investigate this idea, the experiment follows the arrangement of the experiments conducted by Tversky and Kahneman [63, 106], but places
the participants in a MDSPD RE context. Thus the research question for the experiment is formulated as follows:

When selecting requirements, do product managers show more risk-adverse behaviour with requirements formulated in terms of revenue, than with requirements formulated in terms of cost?

5.3.2 Experiment Instrumentation

A questionnaire was developed to investigate whether the participants behave in a manner that can be predicted by prospect theory. A range of risk levels and monetary values was used. The questions included are presented in Table 5.4. In order to control the variable for value gains and losses are only described in monetary terms. While providing a richer context would better simulate reality, it is not easy to assess what value participants place on the different aspects that make up this context.

Each set of questions is designed in the similar style used in the original experiments by Tversky and Kahneman [63, 106]. Examples of the original questions can be found in Table 5.5.

From the questions presented in Table 5.4 and Table 5.5 it is easy to see the similarities between formulation of the questions from the authors’ experiment and the original experiment. However, the question formulation differed between the original and authors’ experiment with the original experiment using zero gain and zero loss as an option in each case. The effect of this difference in the design of the questions is discussed in Section 5.4.

A number of measures were undertaken to reduce systematic biases in the results. The order effect was addressed by systematically varying the order of the questions in the study. Additionally questions were placed between questions on revenue and cost to distract the participant from their previous answers.

A pilot of the questionnaire was completed prior to conducting the experiment. Two lecturers in software engineering completed the questionnaire, with both feeling they had a clear understanding of what was required, and were able to make informed decisions.

5.3.3 Experiment Subjects

The experiment involved 71 student participants completing either their final year of undergraduate studies or a masters in Software Engineering at
Table 5.4: Question sets for revenue and cost

<table>
<thead>
<tr>
<th>Set</th>
<th>Revenue</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Select one requirement:</td>
<td>Select one requirement:</td>
</tr>
<tr>
<td></td>
<td><strong>A</strong> has a guaranteed revenue</td>
<td><strong>A</strong> has a cost of €10,000.</td>
</tr>
<tr>
<td></td>
<td>of €10,000.</td>
<td><strong>B</strong> could cost €200 with 30% probability and €14,200 with 70%</td>
</tr>
<tr>
<td></td>
<td><strong>B</strong> could raise €2,400 revenue with 75% probability, and €32,800</td>
<td>probability.</td>
</tr>
<tr>
<td></td>
<td>revenue with 25% probability.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Select one requirement:</td>
<td>Select one requirement:</td>
</tr>
<tr>
<td></td>
<td><strong>A</strong> has a guaranteed revenue</td>
<td><strong>A</strong> has a cost of €10,000.</td>
</tr>
<tr>
<td></td>
<td>of €10,000.</td>
<td><strong>B</strong> could cost €2,000 or €18,000 with equal probability.</td>
</tr>
<tr>
<td></td>
<td><strong>B</strong> could raise €2,000 or €18,000 revenue with equal probability.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Select one requirement:</td>
<td>Select one requirement:</td>
</tr>
<tr>
<td></td>
<td><strong>A</strong> has a guaranteed revenue</td>
<td><strong>A</strong> has a cost of €10,000.</td>
</tr>
<tr>
<td></td>
<td>of €10,000.</td>
<td><strong>B</strong> could cost €200 revenue with 30% probability, and €14,200</td>
</tr>
<tr>
<td></td>
<td><strong>B</strong> could raise €200 revenue with 30% probability, and €14,200</td>
<td>revenue with 70% probability.</td>
</tr>
<tr>
<td></td>
<td>revenue with 70% probability.</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.5: Questions from related studies

<table>
<thead>
<tr>
<th>Ref</th>
<th>Gain</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>[106]</td>
<td>Select one:</td>
<td>Select one:</td>
</tr>
<tr>
<td></td>
<td>• A sure gain of $250.</td>
<td>• A sure loss of $750.</td>
</tr>
<tr>
<td></td>
<td>• A 25% chance to gain $1000, and a 75% chance to gain nothing.</td>
<td>• A 75% chance to lose $1000, and a 25% chance to lose nothing.</td>
</tr>
</tbody>
</table>

[63] Scenario: In addition to whatever you own, you have been given $1000. You are now asked to choose between the alternatives:

| Scenario: In addition to whatever you own, you have been given $2000. You are now asked to choose between alternatives: |
| • A 50% chance of gaining $1000. | • A 50% chance of losing $1000. |
| • A sure gain of $500. | • A sure loss of $500. |

Blekinge Institute of Technology, Sweden. The group consisted mostly of international masters students, who came from Pakistan, India, China, Iran, Nepal, Bangladesh, Nigeria, Germany and Jordan; with four undergraduate students, all Swedish.

Forty-nine of the participants had prior experience of working in the software industry. The Swedish students had experience from software engineering projects in terms of project courses which are run in tight cooperation with industry and very much resemble real development in industry. At the time of the experiment most of the students had completed the courses in Software Requirements Engineering and Software Verification and Validation, thus the students were assumed to be familiar with requirements engineering concepts.
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5.3.4 Experiment Operation

The experiment was conducted at Blekinge Institute of Technology in the spring of 2008 during a single two-hour session.

Prior to starting the experiment the participants were introduced to the role of a software product manager and presented with the key performance indicators (KPIs) used to assess a person in this position. The list of KPIs included responsibility over the selection of requirements in a release to maximize the profit (return on investment) generated by the sales of a product. The KPIs remained visible for the duration of the experiment and the participants were encouraged to act in accordance to them.

5.4 Results and Analysis

This section presents the results, with an analysis and discussion.

5.4.1 Presentation of Results

The results of the experiment are presented in Table 5.6. The table shows the percentage of participants that chose the safe and risky options for the cost and revenue related questions in each of the question sets presented in Section 5.3.2.

<table>
<thead>
<tr>
<th>Set</th>
<th>Revenue Safe</th>
<th>Revenue Risk</th>
<th>Cost Safe</th>
<th>Cost Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.69</td>
<td>0.31</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td>2</td>
<td>0.68</td>
<td>0.32</td>
<td>0.68</td>
<td>0.32</td>
</tr>
<tr>
<td>3</td>
<td>0.56</td>
<td>0.44</td>
<td>0.52</td>
<td>0.48</td>
</tr>
</tbody>
</table>

As shown in Table 5.6, most participants were risk adverse when answering questions related to revenue, with most selecting the safer option. For the revenue questions presented in Question Set 1, 69% chose a safe option, in Question Set 2 a similar 68% chose the safe option, while in Question Set 3 56% chose the safe option.

The results for the cost related questions show only a small difference in preference between the safe and risky options in Question Set 1 and Question
Set 3. However, in Question Set 2 the participants were more risk adverse, which was the opposite of what was expected (68% safe).

Comparing the answers between the revenue and cost related questions, the results show increased risk taking attitude in cost related questions for Question Set 1 (from 31% to 51%) and Question Set 3 (from 44% to 48%). The attitude towards risk is unchanged for Question Set 2.

5.4.2 Analysis

The results for revenue related questions show a preference for avoiding risk in each and every case, demonstrating alignment with the original experiment conducted by Tversky and Kahneman [63]. While the results showed more risk-taking behavior in the questions related to cost, the results were not as strong as the original prospect theory experiments.

The level of risk avoidance is higher for the revenue questions in Question Set 1 and Question Set 3 than for the questions regarding cost in the same question sets. When it comes to cost related questions, two of the three tested cases (Set 1 & Set 3) do not show a strong preference to take or avoid risk. These combined results, when considered relative to one another, indicate a more risk-adverse behaviour with requirements formulated in terms of revenue, than with requirements formulated in terms of cost.

The results for Question Set 1 and Question Set 3 show a clear change in attitudes towards risk between requirements termed as costs and requirements termed as revenue. While the result for Question Set 2 did not show a strong difference, the majority of the cases support the application of prospect theory to software requirements selection.

5.4.3 Discussion

The results of the experiment indicate that decision makers will be more risk adverse when choosing between requirements formulated in terms of revenue, compared to when choosing between requirements formulated in terms of cost. This provides ground for concluding that prospect theory can be used to understand and explain decision making in MDSPD requirements selection situation.

The observed attitude towards risk taking for cost related questions was not as strong as expected, however, aspects of this may be explained by the experiment design. The participants of the experiment are students and do not have the same sense of ownership and responsibility towards the money of a real product manager. This could mean that they were not as sensitive to losing
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money. For example, looking at the cost related questions in Question Set 2, it is reasonable to assume that the students did not see the value of taking the risky option because it was not their own budget, own reputation or job position that was at stake. Another difference is that in original experiments in prospect theory, the subjects were offered to decrease the loss to zero, which may have motivated more to risk as other psychological factors are involved with zero [98].

The authors expect an experiment involving professional software product managers would be more aligned with the original experiments as people in this role have a greater sense of ownership in the product for which they are responsible and will face a greater loss in reputation for failing to meet budget than the experiment participants. This assumption is supported by findings of the study on application of prospect theory on software project decisions, where project managers’ decisions were found to be aligned with prospect theory [76].

5.4.4 Validity Threats

Internal and external validity threats are most important to address for experiments in software engineering field [111] and social sciences [94].

Internal validity is concerned with identifying whether the observed result of the experiment is influenced by other factors than the experiment treatment. For the experiment presented in this chapter an ordering effect (learning) and experiment instrumentation (the way questions are formulated) are the most significant threats.

Treatment order effect would mean the order the questions are presented will affect the participants’ answers. To minimize this threat, the order of cost and revenue questions were systematically varied in the study.

To minimize the risk associated with the question formulations, a pilot of the experiment was conducted involving three participants. The intention of the pilot was to discover ambiguities and improve the formulation of the questions.

External validity is associated with the possibility to generalize the outcome of the experiment. While using students as experiment subjects usually puts a threat for generalizing the results [14], most of the students participating in the experiment have prior industrial experience and are trained in the requirements engineering field at a masters level. However, the participants may not have felt the responsibility for the success of the product in the same way that a product manager in industry would. As discussed earlier in Section 5.4.3 this provides ground for assuming that an experiment involving professionals will be more aligned with the original experiments in prospect theory.
MDSPD RE operates in a much more complex setting than that modelled in this experiment, potentially impacting the generalisability of the result. For example, while it can be argued that software requirement selection decisions are more commonly group decisions, and not up to individuals as modelled in this experiment. However, the application of the results in a group situation should still be possible as research has shown than individuals’ attitudes to risk are translated into a groups attitudes to risk [42]. Similarly, while requirements are more complex than questions of cost and revenue, in order to control the participants perceived gains and losses and how these impact value, the problems were reduced to monetary terms.

The results presented in this chapter are inline with other findings from industry, recognising the importance commercial requirements with a fixed return over more variable market opportunities [7]. Similarly, literature recognises the risk-taking attitude towards system requirements [109, 110, 7, 9].

5.5 Conclusions and Future Work

The intention of the research presented in this chapter is to investigate if the ideas behind prospect theory, one of the prominent theories in decision making, can explain requirements selection decisions in market-driven software product development (MDSPD). The experiment presented in this chapter replicates the design of the original experiments into prospect theory, but places it in the context of requirements selection situations in MDSPD.

The experiment results show a clear potential for applying prospect theory in MDSPD setting. The participants consistently displayed risk adverse behaviour when selecting between requirements described in terms of revenue. In two of the three cases investigated the participants were more risk taking when selecting between requirements described in terms of cost when compared to the revenue situation. The increase in risk taking attitude was not as distinct as anticipated. However, the authors’ expect that an experiment involving professionals would show larger difference between risk taking approach between the revenue and cost related situations.

To the best of the authors’ knowledge the work presented in this chapter is the very first application of prospect theory in MDSPD requirements selection context. The insights found in this chapter provide contributions both to researchers and practitioners in this field, as they open up possibilities for explaining the behaviour of decision makers in different requirements selection situations. This provides an answer to why resent studies observe internal quality
requirements being consistently undervalued compared to commercial requirements, as well as help in finding ways for managing the balance between different types of commercial requirements originating from market pull and technology push.

Looking more closely at commercial requirements, prospect theory suggests preference favour for the guaranteed revenue stream over more uncertain options. Looking at the different requirements types, this would translate to a preference for customer specific features over innovation related requirements, as predicting market demands brings with it more risk.

The situation for system requirements is more complex. As these requirements are viewed as cost-drivers, they cannot be directly compared with the other types of requirements that are perceived as delivering revenue. This highlights the need to describe system requirements in terms of the gains that they deliver, so that a comparison between requirements of different types can be made. However, it should be noted that the risk associated with system requirements is still higher – so even when described in terms of gains, natural preference will be given to less riskier options. Putting this in MDSPD context implies that unless there is a clear strategy for balancing commercial and internal quality requirements, the later will be consistently down-prioritized until the point when the architecture issues will pose an impediment for the production of commercial features.

A number of actions should be undertaken as future work. A follow-up study is planned involving software product managers from companies working in a market-driven software development context, helping address issues faced in the experiment presented in this chapter. Additionally this work should be used to educate software project managers to the biases they bring to the development process, and will be used as an input to a model to help software product managers balance requirement types when selecting requirements for a release.
Attitudes to Value and Risk in Requirement Selection
Bibliography


Appendix

Software Product Quality Definitions

This section details the terms and definitions used in the study into investment types and constraints in Chapter 3.

**Features:** Related to the existence of a set of functions and their specified properties; both stated and implied needs:

- **Suitability:** The functionality is appropriate for its purpose and situation.
- **Accuracy:** The functionality is correctly understood and implemented.
- **Interoperability:** The system works with the other systems required.
- **Certification/Standardisation/Compliance:** The system conforms to both standards and legislation.

**Qualities:** This area is made up of the following attributes:

- **Security:** The system software is safe from danger or threat.
- **Scalability:** Ability for the system to expand the computing solution to support a larger system load without impacting performance.
- **Availability/Reliability:**
  - Maturity: The system has achieved an appropriate level of sophistication.
  - Recoverability: Able to regain operation after a fault or failure.
- **Containment/ISP/Fault tolerance:** Capacity to endure adverse conditions and remain in operation.

**Usability:**
Learnability: The ease with which a user can gain or acquire knowledge about the system.
Understandability: Degree to which the system is as one expects.
Operability: Degree to which the system can be used.

Performance/Efficiency:
Time behaviour: The time taken to complete given activities.
Resource behaviour: The computing resources required to complete given activities.

Maintainability:
Robustness/Stability: Ability to operate without failure when there has been an unintended change as part of a maintenance activity.
Performance Management/Statistics: Ability of the system to provide statistics, logs and information to the user in order to implement a performance management process for continuous monitoring of capacity utilisation and success rates for applications, platforms and interfaces.
Analysability: Ability for the system to be examined methodically and in detail in order to understand the impact of and make changes to the system. For example, artefacts that may help with this process are system architecture diagrams, system documentation and comments in code.
Changeability: Ability for the system to be modified. This can be to complete any maintenance activity corrective, adaptive, perfective and preventative.
Testability: Ability to confirm if an action, item, situation, etc is operating as desired.

Portability:
Installability: Capacity to place or fix into a new environment.
Upgradability/Replaceability: Ease with which the system can replace or be replaced by a new version of the system or a different system that performs the same task.
Configurability/Product Customisability/Adaptability: Degree to which the system can adjust to new conditions.

Time: Development time for a project and in particular release date.

Cost: Total cost for development, primarily in terms of person-hours, but also other costs.
Investment Type and Constraint Definitions

This section details the terms and definitions used in the study into investment types and constraints in Chapter 4.

**Features:** New or changed functionality of the system. This should meet the needs of specific customers or the more general needs of the target market of the software product.

**Qualities:** This area is made up of the following attributes:

- **Security:** The system software is safe from danger or threat.
- **Scalability:** Ability for the system to expand the computing solution to support a larger system load without impacting performance.
- **Availability/Reliability:** Related to the capacity of software to maintain its level of performance under stated conditions for a stated period of time. It should have achieved an appropriate level of sophistication, endure adverse conditions and remain in operation, and regain operation after a fault or failure.
  - Maturity: The system has achieved an appropriate level of sophistication.
  - Recoverability: Able to regain operation after a fault or failure.
  - Containment/ISP/Fault tolerance: Capacity to endure adverse conditions and remain in operation.
- **Usability:** Related to the effort needed for use, and on the individual evaluation of such use, by stated or implied set of users. It covers the ease with which a user can acquire knowledge about the system, the degree to which it is as a user expects and the degree to which it can be used. This includes, for example, GUIs, CPI, training and alarm handling.
  - Learnability: The ease with which a user can gain or acquire knowledge about the system.
  - Understandability: Degree to which the system is as one expects.
  - Operability: Degree to which the system can be used.
- **Performance/Efficiency:** This covers both the time taken and the computing resources required to complete specified activities.
  - Time behaviour: The time taken to complete given activities.
Resource behaviour: The computing resources required to complete given activities.

Maintainability: Related to the effort needed to make specified modifications to both the generic system and customer specific versions. The design of system should be robust, stable, analysable, changeable and testable. The system should also provide logs and statistics to allow continuous monitoring. This includes corrective maintenance (diagnosis and correction of errors), adaptive maintenance (modifications to interfaces to adapt to a changing environment), perfective maintenance (enhancements to create new or modify existing functionality) and preventative maintenance (changes to improve future maintainability).

Robustness/Stability: Ability to operate without failure when there has been an unintended change as part of a maintenance activity.

Performance Management/Statistics: Ability of the system to provide statistics, logs and information to the user in order to implement a performance management process for continuous monitoring of capacity utilisation and success rates for applications, platforms and interfaces.

Analysability: Ability for the system to be examined methodically and in detail in order to understand the impact of and make changes to the system. For example, artefacts that may help with this process are system architecture diagrams, system documentation and comments in code.

Changeability: Ability for the system to be modified. This can be to complete any maintenance activity corrective, adaptive, perfective and preventative.

Testability: Ability to confirm if an action, item, situation, etc is operating as desired.

Portability: Related to the ability of software to be installed, upgraded or replaced. This also covers the degree to which a product can be customised/configured/adapted to meet the needs on a specific clients setting.

Installability: Capacity to place or fix into a new environment.

Upgradability/Replaceability: Ease with which the system can replace or be replaced by a new version of the system or a different system that performs the same task.
Configurability/Product Customisability/Adaptability: Degree to which the system can adjust to new conditions.

**Time:** Development time for a project and in particular release date.

**Cost:** Total cost for development, primarily in terms of person-hours, but also other costs.

**Intellectual Capital:** This area is made up of the following attributes:

*Human Capital:* Human capital is held in the people employed by an organisation. It covers individuals’ education, experience, soft skills, and attitudes to work and life. It is affected by an employee’s satisfaction with their workplace. It consists of:

   Employee capacity: An individual's education, experience, tacit knowledge, competencies and soft skills. Education can be formal or informal, tacit knowledge is what people carry in their minds and is often difficult to write down, and soft skills refer to attributes like an individual's communication skills, entrepreneurship and creativity.

   Employee satisfaction: The difference between the employees' job satisfaction and their perception of the offering. It impacts organisational commitment and the capacity for an organisation to retain staff. Many factors impact an employee's satisfaction, for example salary, the physical work environment and how they feel fellow employees treat them.

   Employee sustainability: Individuals' attitudes to work and life. This encompasses an employee's conscientiousness and willingness to engage in lifelong learning, increasingly critical attributes in the current dynamic marketplace. As it is difficult to change an individual's attitude to work and life this issue is best addressed at the time of recruitment for a given role.

*Structural Capital:* Structural capital is described as the intellectual capital that is retained by the organisation when all the employees go home. It includes the legally protected intellectual property, organisational culture and organisational processes. This includes the shared perceptions, assumptions, understandings and ways of working in the context of the organisation.
Organisational culture: Shared perceptions of organisational practices within organisational units and shared assumptions and understandings, often at a non-conscious level.

Organisational process: Activities with defined actions that become part of an organisation’s way of working and potential source of competitive advantage.

Information systems: Information systems can increase the value of intellectual capital to the business by successfully leveraging work processes and knowledge held within the organisation.

Intellectual property: This covers both legally protected intellectual capital (e.g., patents, trademarks, copyright) and other documented materials (e.g., strategy, competitive market intelligence).

Relational Capital: The relationships and networks that support an organisation are both formal and informal. Relational capital refers to the knowledge held in the relationships between a company and its customers (operators), customers (users), end users, suppliers, partners, community, regulators and competitors.

Customers (Service Provider): The legal entity that purchased the system. Accumulated knowledge between a company and a customer.

Customers (Operator): Expert users working at service provider. Accumulated knowledge between a company and a customer.

End user: Subscribers to the telecommunications services.

Suppliers: Relationship in supply chain management to achieve benefits such as reduced costs, greater quality, flexibility, reliable delivery – through methods like information sharing, technical assistance, training, direct investment.
Partners: Build reputation and industry standing through strategic alliances, collaborative relationships, business partnerships, joint ventures and industry associations. These may be used to fill a gap in a market offering.

Community: Trust based on corporate ethics, cooperation, collective action and reputation. Communities include both (i) professional, which the company can lead, share or take a more passive role; and (ii) social communities, including society-at-large.

Regulators: Intelligence and knowledge of the legal environment and lobbying skills and contacts.

Competitors: Critical understanding and intelligence about competitors who they are and what are they doing.
The sustainable development of a software product depends on a number of groups working together to achieve a common goal. However, each of the groups interacts with the product in different ways, and can have conflicting aims and objectives. For example, developers trying to correct issues in the software architecture, which will impact future releases of the product, can be stopped by a project manager who is charged with delivering a release on time and within budget. While the functional requirements of a software product are usually documented, there are a number of other investments in software development that are not always as explicitly agreed upon but are still essential to a product’s long-term success. The major investment types include software product quality -- a main control variable in software development, and intellectual capital (IC) -- being the key input and tool used in software development.

As management requires measurement, it is necessary understand the priorities placed on investment options by the various groups involved in the development of a software product. The objective of this thesis is to develop a method capable of both determining the priorities of different groups for software product quality, and IC. The method elicited the required information from a series of case studies to build up a picture of the priorities placed on major investment options and constraints -- features, quality, IC, time and cost. The results highlight strengths, and areas for improvement -- through the identification of differing priorities and ambiguities in management of different aspects studied.

In conducting this research, systematic biases in the selection of requirements appear to be occurring, adding an objective to understand how bias impacts decision making in a requirements engineering context.

This thesis provides a method that determines the priorities on the level of investment on different options in the development of software products. It is concluded that people involved in the development of software need to be aligned on issues of software product quality as these priorities set expectations. The same was not found true for issues of IC, where groups can complete tasks without negatively impacting others, as long as the organisation works effectively as a single entity. On the issue of biases in the prioritisation of these aspects, prospect theory is found to apply to requirements selection in an academic experiment -- suggesting people will prefer functionality over software product quality, and to meet the known requirements of customers over predicting general market requirements.