Detection of moving targets in wide band SAR

Mats I. Pettersson

Abstract—A likelihood ratio is proposed for moving target detection in a wide band (WB) SAR system. For this paper, WB is defined as any systems having a large fractional bandwidth, i.e. an ultra wide frequency band combined with a wide antenna beam. The developed method combines time domain fast backprojection SAR processing methods with moving target detection using space-time processing. The proposed method reduces computational load when sets of relative speeds can be tested using the same clutter suppressed sub-aperture beams. The proposed method is tested on narrow band radar data.

I. INTRODUCTION

This paper describes a technique for detecting moving targets in a WB SAR system. Work on a Fourier-based WB SAR moving target detection technique has been published by Soumekh [1]. The approach presented here differs from Soumekh’s work in two ways. First, our approach puts the moving target detection into the image formation process. Second, the image formation process is accomplished using a fast backprojection based approach. The goal of our approach is to both provide the extreme motion compensation needed in a WB SAR system and reduce the computational load. These benefits will occur in both processing stationary targets and focusing moving targets at different relative speeds [2].

Focusing a moving target in WB SAR is a difficult problem. In a WB SAR system, the integration time is long and thus the moving target may perform non-linear motions and rotations during the integration time. In this paper we consider only targets that perform linear motion over the integration interval. Still, the results demonstrated in this paper can be applied to any target over pieces of the aperture where the target motion can be approximated as linear.
While Fourier-based image formation approaches provide good image quality for non-WB SAR systems, they often fail to provide adequate quality imagery in WB SAR systems, because of the long integration times needed. These large integration times impose stringent demands on the motion compensation needed to form imagery in these systems. Thus time-domain backprojection algorithms, whose origins stem from Global Backprojection (GBP) [3, 4], are better suited for forming images in a WB SAR system.

Two examples of WB SAR systems are CARABAS™ and LORA what are being developed at the Swedish Defense Research Agency (FOI) [5-7]. CARABAS is a VHF (20-90MHz) system while LORA is a dual band system with VHF (20-90MHz) and UHF (200-800MHz). LORA is the next generation of low frequency radar being developed at FOI. LORA’s design is based upon CARABAS technology but extends system capabilities through both a larger bandwidth and including a UHF multi-channel antenna array. The low frequencies used by these systems, combined with their high relative resolution, provide a unique capability of detecting targets concealed in foliage [8-11]. The capabilities of the LORA system will be extended based upon the theory developed in this paper.

There is a need to detect moving targets in WB SAR. Especially there is a need to combine time domain SAR processing techniques with moving target detection. This paper addresses with this problem. In section II we discuss time domain image processing methods and how the movement of the target affects the target appearance. In section II.A we review different SAR time domain processing methods, and in section II.B we review the Local Backprojection SAR image formation algorithm. In section II.C we determine the moving target location in the SAR image. Section II.D shows how a moving target can be focused using backprojection results calculated for ground speed.

In section III we consider the antenna arrays spatial separations of the channels, and how the separation affects the location of the moving target. In section IV we show how the antenna array in WB SAR can be used to detect moving targets in strong clutter. In section IV.A we give a review in the field and in section IV.B we develop a method to detect moving targets with a WB SAR system. The method is a combination of backprojection and space-time processing, and it is derived from a likelihood ratio test. In section VI the method is tested on narrow band radar data, because there were no WB data available.

II. FAST BACKPROJECTION METHODS AND MOVING TARGETS IN A WB SAR SYSTEM

There are many different SAR image formation algorithms. The choice of algorithm is dependent on system configuration, available processing power, computer memory, and required quality of the resulting image. In WB SAR systems, it has been found that time domain backprojection algorithms have good performance [11] due to the capability to handle the extreme range
migration and motion compensation requirements associated with the wide antenna aperture.

A. Fast Backprojection Methods

Due to the extreme computational demands of the Global Backprojection (GBP) for large images, approximate yet faster time-domain algorithms have been developed. The domain of different Fast Backprojection Methods (FBPM) can be categorized based upon the number of stages used in the processing. Two-stage FBPM algorithms include Local Backprojection (LBP) [12] and the Fast Backprojection Algorithm (FBPA) [13]. Multi-stage FBPM algorithms include Quadtree Backprojection (QBP) [14], the fast backprojection method mentioned in [15] and Fast Factorized Backprojection (FFBP) [16].

For a SAR image with N aperture points and an N by N image area, the number of operations needed for GBP is proportional to $N^3$ while two-stage algorithms are proportional to $N^2 \sqrt{N}$ and multiple-stage algorithms are proportional to $N^3 \log(N)$ [14,15,16]. Thus QBP and FFBP have the same computational load as Fourier-domain techniques. FFBP is often preferred to QBP because the resulting image quality using FFBP can be controlled using parameter fed into the algorithm.

While FFBP is often the preferred FBPM, it will not be used in this work. The motive of this paper is to provide a proof of concept of combining fast backprojection methods with moving target detection, not optimize with respect to speed. Thus the similarities in each of the fast backprojection methods allow us to select any approach in order to demonstrate our concept. For this paper, the LBP algorithm was chosen over FFBP since LBP is easier to derive mathematically.

B. The LBP

Consider Figure 1. A point target at ground position $(\xi_0, \eta_0, \zeta_0)$ will appear in the radar coordinate system $(x, R)$ at different ranges given by the radar position $x$. Assuming a straight flight track the range migration will be a hyperbola. In the following we relate the radar coordinates to the target by the minimum range, that is when the distance between the target and the platform antenna is minimum and it is in radar coordinates given when $(x, R) = (x, \rho_0)$. For a non-moving target at $(\xi_0, \eta_0, 0)$ the minimum range is $\rho_0 = \sqrt{\eta_0^2 + h^2}$ and $x_0 = \xi_0$. The backprojection process places the non moving target at point $(x_0, \rho_0)$ in the image. Assume the radar antenna moves along a linear track alongside the x-axis. The output from the radar sensor for a point target at $(x, R)$ is given by
where \( p(R) \) is the compressed pulse of a point target. From the radar output we form the signal

\[
g(x,R) = \frac{p\left(R - \sqrt{(x-x_c)^2 + \rho^2}\right)}{\sqrt{(x-x_c)^2 + \rho^2}}
\]

(2)

We have assumed the start-stop approximation [17] to be valid, which is reasonable in an airborne system. For GBP we define the backprojected signal \( h(x,\rho) \) according to

\[
h(x,\rho) = \int_{\infty}^{\infty} g\left(x', \sqrt{(x'-x)^2 + \rho^2}\right) dx'
\]

(3)

This is a SAR image found by solving the backprojection signal (3) for each image point \((x,\rho)\). It can be shown that the exact inversion for a point target in a system with infinite bandwidth is found after filtering \( h(x,\rho) \) with a ramp filter in wave domain [4,16]. The filtering is simply a multiplication between the wave domain transformed backprojection signal and the wave domain ramp [16]. The ramp filter lowers the sidelobes in the WB image. The interested reader can find more details about GBP in references [3,4,12,15,16].

Consider a target response located in a sub-image with center coordinates \( \rho_c \) and \( x_c \) as seen in Figure 2. In LBP the integral (3) is solved approximately over \( M \) sub-apertures with size \( L_s \) over one sub-image. The sub-image and sub-aperture are chosen sufficiently small such that the range distance can be approximated as a linear function. The LBP at \((x,\rho)\), for a point target in \((x_0,\rho_0)\), is given by

\[
h(x,\rho) = \sum_{m} \int g\left(x', \sqrt{(x'-x)^2 + \rho^2}\right) dx'
\]

(4)

where \( R_m = \sqrt{(x-x_c)^2 + \rho^2} \) and \( x_m \) is the center coordinate in each sub-aperture. In LBP the sub-images and sub-aperture size \( L_s \) are sufficiently small such that the sub-aperture integral dependence on \((x,\rho)\) in a sub-image over a sub-aperture appears as linear.
range shift in \( g(\bullet) \). If we form the local range history 

\[
\rho = \frac{(x-x^*) \cdot (y-y^*) + \rho \cdot \rho}{R_m}
\]

we are able to rewrite the sub-aperture integral to

\[
y(r,m) = \int g' \left( x', R_m + r + \frac{x-x^*}{R_m} \cdot (x'-x^*) \right) dx'
\]

which is called the sub-aperture beam. Also, for a particular sub-aperture \( m \), the sub-integral depends only upon the local range.

The LBP can then be rewritten in terms of sub-aperture beams as

\[
h(x,\rho) = \sum_{m} \left( \frac{(x-x^*) \cdot (y-y^*) + \rho \cdot \rho}{R_m} \right) m
\]

Simulations of Eq. (4-6) are given in [2,18].

**C. Displacement of moving targets in the SAR image**

A moving target will be displaced and unfocused in the SAR image as shown in reference [19] and in Figure 3. The location where the moving target will appear in the SAR image will be associated with the radar coordinates of minimum range \((x_0,R)\) where \(R=\rho_0\) [6,7]. As in [1] we change the image coordinate system so that the moving target is stationary resulting in the transformed platform velocity being the relative speed between the platform and the target velocities. To ease both the image formation process and detection, we chose the moving target parameterization to be connected to the minimum range in the radar coordinates rather than the selected origin of the coordinate system as in [1]. Because the range history is the same in all coordinate systems in Figure 1, the displacement in a WB SAR system can be found from the distance relation between image coordinates and ground coordinates. This relationship can be written as

\[
\sqrt{\gamma^2 (x(t) - x_0)^2 + \rho_0^2} = \sqrt{(x(t) - \xi(t))^2 + \eta^2(t) + h^2}
\]

Here, \( \gamma \) is the relative speed, \( \xi \) and \( \eta \) are ground coordinates of the moving target, and \( h \) is the flight altitude. We assume linear motion of the platform, \( x(t) = v_x t \), and of the moving target position \( \xi(t) = v_{\xi} (t-t_0) + \xi_0 \), \( \eta(t) = v_{\eta} (t-t_0) + \eta_0 \). The time \( t_0 \) is the time when the minimum range occurs. The moving target will be located at \( (\xi_0, \eta_0, 0) \) when the antenna is at the minimum range.
position \( x_0 \). All coordinates \( x_0, \xi_0, \eta_0 \) and the time \( t_0 \) are then connected to the minimum range \( \rho_0 \), and they can easily be found for any linear motion. Combining the distance relation in (7) with the linear motion assumption gives

\[
\gamma^2 = \left( \frac{v_p - v_\xi}{v_p} \right)^2 + \frac{v_\eta^2}{v_p^2}
\]  

(8)

\[
x_0 = \xi_0 - \frac{v_\eta}{v_p - v_\xi} \eta_0
\]  

(9)

\[
\rho_0 = \sqrt{\eta_0^2 \left( 1 + \left( \frac{v_\eta}{v_p - v_\xi} \right)^2 \right) + h^2}
\]  

(10)

D. Focusing moving targets

To focus a moving target, the relative speed of that target must be taken into account in the SAR image formation process [6,19]. To apply LBP we must re-compute the sub-aperture beams and the image formation. To avoid this we propose a method to focus SAR images at \( \gamma \) using sub-aperture beams processed for ground speed, i.e. \( \gamma=1 \).

In LBP, equation (6), we sum sub-aperture beams over the hyperbola in \((x_0, \rho_0)\), as seen in Figure 4. If the target is moving we can still find the moving target hyperbola in the sub-aperture beams processed for \( \gamma=1 \). However, this requires distance compensation. In addition, if the target moves fast enough, a sub-image shift will occur between adjacent sub-images. An expression for this change in target position will now be developed.

Assume a moving target with minimum range \( \rho_0 \) at \( x_0 \), as shown in Figure 4. To find the sub-image and range shift at \( x_m \), we compute a point \((x_0', \rho_0')\), chosen such that the sub-aperture beam over this virtual non-moving target is the same as the moving target at \((x_0, \rho_0)\). Equating the range and range-derivative for the moving and virtual non-moving target gives

\[
\sqrt{\gamma^2(x_m - x_0)^2 + \rho_0^2} = \sqrt{(x_m - x_0')^2 + \rho_0'^2}
\]  

(11)

\[
(x_m - x_0') = \gamma^2(x_m - x_0)
\]  

(12)

Solving (11) and (12) gives \( x_0' \) and \( \rho_0' \) as functions of \( x_m, x_0, \rho_0 \) and \( \gamma \). The distance shift for a sub-aperture beam is given by
For moving targets with high speed and long integration time, $\Delta r_m$ will change sufficiently such that the point $(x_0', \rho_0')$ moves from one sub-image to a neighboring sub-image. A sub-image shift occurs when this happens.

**III. Fast Backprojection and Moving Targets in a WB SAR System with an Antenna Array**

To detect a moving target an antenna array often used. This section describes how the antenna channel’s locations affects the results derived in section II. In this article we propose an along track array similar to the antenna developed for LORA, Figure 5. Because there will be bistatic measurements between the transmitting antenna and the receiving antennas we define an effective antenna phase center. The effective antenna center approximates the bistatic wave from two displaced antennas as a monostatic wave from one antenna located in the middle of the transmitting and receiving antenna. How this approximation affects SAR processing and moving target detection is given in [1, 33]. Also the antenna configuration has a total of $L$ channels and the separation between the first effective antenna center to the effective antenna center of channel $l$ is $d_l$.

In section II.B the LBP was derived for one antenna channel. If we add more channels in an antenna array we have to take into consideration the different locations of the channels phase center. LBP can easily handle the bistatic wave originated in the array antenna, so in the processing there is no need to compensate the bistatic wave according to [1, 33]. The sub-aperture given for channel $l$ in (5) is given by

$$y_{l, m}(r, m) = \frac{(x', \rho_0')}{(x', \rho_0') \text{dx'}} g(x', R_m + r + \frac{x - x_0}{R_m} (x' - x_0)) dx'$$

for each of the $L$ channels in the radar system. The LBP can then be rewritten in terms of sub-aperture beams for channel $l$ as

$$h_l(x, \rho) = \sum_{m=1}^{M} \frac{(x - x_0)(x' - x_0) + (\rho - \rho_0) \rho}{R_m} \rho_0^m$$

In section II.C we gave the displacement of the moving target in one antenna channel in equations (8-10). In an antenna array the moving target will change its position between the channels, due to the connection between space and time associated with a moving platform. We now investigate how the moving target changes its location in the other antenna channels. The amount of change by the target in each channel is given by the time difference when the minimum range occurs in the spatially separated
antenna channels. If the distance between the effective antenna phase center for channel \( l \) to the first antenna channel is \( d_l \), the separation time \( \Delta t_l \) is found from (7) to be

\[
\Delta t_l = \frac{d_l (v_y - v_{\gamma})}{(v_y - v_{p})^2 + v_{\eta}^2}
\]  

(16)

For stationary targets, the time difference between the channels will be the time it takes for the platform to move from the two effective antenna centers.

From the separation time, the moving target minimum range can be found for each channel by using (8-10). The point where the minimum range occur in radar coordinates is separated for each channel to first channel by

\[
\Delta x_l = \frac{(v_y - v_{\gamma})}{v_{\gamma}^2 - d_l}
\]  

(17)

For a stationary target (17) gives the distance \( d_l \) between the effective antenna centers which is expected. The minimum range in each channel be separated by

\[
\Delta \rho_{\eta l} = \sqrt{\rho_{\eta}^2 + \frac{2\eta d_l v_{\eta}}{(v_y - v_{\gamma})} + \frac{d_l v_{\eta}^2}{(v_y - v_{\gamma})^2 + v_{\eta}^2}} - \rho_{\eta} \approx \frac{\eta d_l v_{\eta}}{\rho_{\eta} (v_y - v_{\gamma})}
\]  

(18)

where the approximation is valid when \( d_l \ll \eta \) and \( \frac{2d_l v_{\eta}}{\rho_{\eta} (v_y - v_{\gamma})} \) which is true for almost all SAR radar cases with a fast platform and a target moving on ground. From the minimum range in the radar coordinate system it is easy to find target positions using the image coordinate system given by the first channel \( (\gamma' x_{\eta}, \rho_{\eta}) \), where \( \gamma' \) is the used processing speed in image formation. However, in the other channels the SAR images are considering the spatial separation of the channels so the SAR image appearance will be \( (\gamma' (x_{\eta} + \Delta x_l), \rho_{\eta} + \Delta \rho_{\eta}) \) and for stationary target \( \gamma = 1 \) processed at ground speed \( \gamma' = 1 \) the position will in all channels be \( (x_{\eta}, \rho_{\eta}) \).
IV. MOVING TARGET DETECTION

A. Introduction to moving targets detection in SAR

Moving target detection in radar has been well studied for many years. Detection of moving targets requires maximization of the target signal compared to the clutter. To filter moving targets from strong clutter the displaced-phase-center-antenna (DPCA) method was developed [21]. This technique needs strict spatial alignment and system stability. As an extension of an adaptive antenna technique in [22] the space-time adaptive processing (STAP) approach was developed for GMTI [23]. STAP is not only adaptive but can also be used for slow moving target detection. STAP’s effectiveness with GMTI is because the clutter spectrum is normally restricted to a narrow ridge in two-dimensional space-time [24,25], which is well separated from the position of moving targets.

In recent years GMTI has developed in combination with SAR. In a SAR GMTI system the moving target will not only be detected but also imaged in its surroundings. Movement of a target will have an effect on the focus of the target in the SAR image relative to it surroundings. To suppress clutter multi-channel antenna arrays can be used. An overview of SAR GMTI is given in [26]. The main detection scheme is the Likelihood Ratio Test (LRT) [27-30]. Experimental results [31-32] have confirmed that these SAR GMTI techniques are a strong tool to detect and image moving targets in its surrounding.

B. Likelihood ratio test for moving target detection in Fast Backprojection

The geometry of the SAR platform and the moving target is given in Figure 6. The speed of the target is given by the speed \( v_t \) and heading \( \alpha \), and we assume linear motion on a flat plane. The moving target will appear in the sub-aperture beam connected to \( \phi \) and range. The true angle to the moving target is given by \( \phi' \).

In WB systems, it is a benefit to use sub-aperture beams processed for ground speed [2,18]. Sub-aperture beams allows for frequency and angle dependent mismatch in the system as well as to save processing load and reduce data complexity. This aids in the performance of moving target detection.

The illuminated area is divided into sub-images, connected to sub-apertures through sub-aperture beams \( y_l(r,m) \). If a moving target is present, the sub-aperture beams consist of a moving target \( z_l(r,m) \), clutter \( q_l(r,m) \) and white noise independent of direction \( n_l(r,m) \). The clutter and the noise are considered to be independent. The clutter is connected to the radar backscattering while the noise originates from thermal noise in the system. These two are independent. The sub-aperture beam \( y_l(r,m) \) under the two hypotheses, \( H_0 \) no target present and, \( H_1 \) target present are
for the antenna channels $l = 1, \cdots, L$, where $*$ is the convolution with respect to $r$, $a'_r(r,m)$ is the system response to the clutter, and $a'_t(r,m)$ is the system response to the target. Functions $a'_r(r,m)$ and $a'_t(r,m)$ differ, because of the different origin directions of the target and the clutter. The measurements in the radar system will be sampled signals, thus in the following we use the sampled sub-aperture beam with vector components $y_i(r_s,m)$, where $r_s$ is the sample points in local range given by $r_s = r_0 + \Delta r \mu$, where $r_0$ is a constant offset, $\Delta r$ is the sampling interval, and $\mu$ is the sampling index from 0 to N-1.

Experience from wide band jammer suppression in the CARABAS system (which is a WB system) indicates that the moving target detection should be done in the frequency domain [20]. The wave transformed sub-aperture beams (according to $r$) in LBP are located in SAR image wavenumber space and seen in Figure 7. Using sub-aperture beams it is convenient to express the wavenumber vector $k$ in a polar coordinate system with radius $k = \sqrt{k_x^2 + k_y^2}$ and $k_\phi$ (the same angle as $\phi$ in means of stationary phase [33]). In the radial direction in wave domain we have $N$ samples, and $M$ sub-apertures in angular direction, the index are $n$ and $m$ respectively.

The received signal under the two hypotheses $H_0$ and, $H_1$ in wavenumber space are

$$H_0: \quad y_i(r,m) = a'_r(r,m) * q_i(r,m) + n_i(r,m) \tag{19}$$

$$H_1: \quad y_i(r,m) = a'_r(r,m) * z_i(r,m) + a'_t(r,m) * q_i(r,m) + n_i(r,m) \tag{20}$$

for $l = 1, \cdots, L$ and where $k$ is the wavenumber vector dependent on the wavenumber $k$ and sub-aperture $m$ (dependent on Doppler angle $\phi$), $\tilde{a}_r'(k)$ is the wave function of the system in the clutter direction, $\tilde{a}_t'(k)$ is the wave function of the system in the target direction, $\tilde{s}_i(k)$ is the target scattering amplitude, $\phi(k)$ is the phase of the target scattering, $r(k)$ is the local range of the target in the sub-aperture in first channel, $\Delta(k)$ denotes the movement of the target in local range between the spatial
channels and the sum \( r(k) + (l-1)\Delta(k) \) is the target local range in channel \( l \). For simplicity, we have in the following assumed equally separated channels, with a distance \( d \) between effective antenna centers given \( d_l = (l-1)d \).

The measurement vector in wavenumber space, for all \( L \) channels and all sampled wave transformed sub-aperture beams, is an \( L\cdot N\cdot M \) vector

\[
\tilde{Y} = \begin{bmatrix} \tilde{y}_1(k_0, \varphi) \\ \tilde{y}_2(k_0, \varphi) \\ \vdots \\ \tilde{y}_L(k_0, \varphi) \\ \tilde{y}_1(k_1, \varphi) \\ \vdots \\ \tilde{y}_L(k_{N-1}, \varphi) \\ \vdots \\ \tilde{y}_L(k_{N-1}, \varphi_M) \end{bmatrix} = \begin{cases} \tilde{q} + \tilde{n} & \text{under } H_0 \\ \Lambda + \tilde{q} + \tilde{n} & \text{under } H_1 \end{cases}
\]

(23)

where \( \tilde{q} \) and \( \tilde{n} \) are the clutter and noise vectors, respectively. The antenna pattern in a WB SAR system is very broad and therefore the antenna changes slowly with angle. The antenna changes will probably be small between \( \tilde{a}_l' (k) \) and \( \tilde{a}_l' (k) \). In this paper we assume all antennas have the same gain in all directions and that there are no frequency dependencies in the system, i.e. \( \tilde{a}_l' (k) = \tilde{a}_l' (k) = 1 \). The signal vector is then given by

\[
\tilde{A} = \begin{bmatrix} e^{i(k_0 \varphi')} s(k_0, \varphi_1) e^{-\Delta k_l} \\ e^{i(k_0 \varphi')} s(k_0, \varphi_1) e^{-\Delta k_l} \\ \vdots \\ e^{i(k_0 \varphi')} s(k_0, \varphi_1) e^{-\Delta k_l} \\ e^{i(k_1 \varphi')} s(k_1, \varphi_1) e^{i\Delta k_l} \\ \vdots \\ e^{i(k_1 \varphi')} s(k_1, \varphi_1) e^{i\Delta k_l} \\ \vdots \\ e^{i(k_{N-1} \varphi')} s(k_{N-1}, \varphi_1) e^{i\Delta k_l} \end{bmatrix}
\]

(24)

According to section II.D the moving target will perform a range history in the sub-apertures \( r_\nu' \) given by minimum range and (13).

To test for the presence of a target, we use the LRT, written mathematically as
\[
\Lambda = \frac{P(\tilde{Y}|H_1)}{P(\tilde{Y}|H_0)}
\]

(25)

The probability density function (pdf) of the noise \( n_i(r,m) \) is assumed Gaussian. The resolution cell in each radar output \( g_i(x,R) \) is large compared to the center wavelength and for that reason the resolution cell contains many scatterers. Still in the sub-aperture beams \( y_i(r,m) \) the resolution cell is large compared to the wavelength. With a high probability there are still many scatterers in the resolution cell of the sub-aperture beam. It is then appropriate to model the pdf as Gaussian [34], as a consequence of the central limit theorem. The transformation from range to wave domain of a sequence is a summation, and a summation of Gaussian variables is a Gaussian variable. Therefore we use Gaussian pdfs for the clutter \( \tilde{q} \) and noise \( \tilde{n} \). Then under \( H_0 \):

\[
P(\tilde{Y}|H_0) = \frac{1}{(2\pi)^{NM}|\tilde{C}|} e^{-\frac{1}{2}\tilde{Y}^\top \tilde{C}^{-1} \tilde{Y}}
\]

(26)

and under \( H_1 \):

\[
P(\tilde{Y}|H_1) = \frac{1}{(2\pi)^{NM}|\tilde{C}|} e^{-\frac{1}{2}(\tilde{Y}-\tilde{A})^\top \tilde{C}^{-1}(\tilde{Y}-\tilde{A})}
\]

(27)

where \( \tilde{C} \) is the covariance matrix of \( \tilde{Y} \)

\[
\tilde{C} = E[(\tilde{q} + \tilde{n})(\tilde{q} + \tilde{n})^\top]
\]

(28)

If we assume a moving point target we can simplify the measurement signal. The amplitude \( s_0 \) and phase \( \phi_0 \) of a point target is independent of direction and frequency. The amplitude of the measured signal thus depends only upon range and is
approximately the sub-aperture center range, $R_{cm}$. The phase, $\phi_0$ is random and distributed uniformly between 0 and $2\pi$. Under the point target approximation the signal vector can be expressed as

$$\tilde{\mathbf{A}} = s_0 \, e^{j\phi_0} \, \tilde{\mathbf{A}}$$

(29)

Where $\tilde{\mathbf{A}}$ is the steering vector given by

$$\tilde{\mathbf{A}} = \begin{bmatrix} R_{i1}^2 & e^{-j\phi_1} & \cdots & e^{-j\phi_{L}\left(L-1\Phi_{\text{cm}} - \cos \Phi_{\text{cm}}\right)} \\ R_{i2}^2 & e^{-j\phi_2} & \cdots & e^{-j\phi_{L}\left(L-2\Phi_{\text{cm}} - \cos \Phi_{\text{cm}}\right)} \\ \vdots & \vdots & \ddots & \vdots \\ R_{im}^2 & e^{-j\phi_m} & \cdots & e^{-j\phi_{L}\left(L-m\Phi_{\text{cm}} - \cos \Phi_{\text{cm}}\right)} \end{bmatrix}$$

(30)

Since $\phi_0$ is random, the LRT is given by

$$E_{\rho} \left[ \Lambda(\tilde{\mathbf{Y}}) \right] = \int_0^{2\pi} \Lambda(\tilde{\mathbf{Y}}) \, d\phi_0$$

(31)

According to [35] the test variable is
Given

\[
\begin{cases}
|\tilde{A}^n \tilde{C}^{-1} \tilde{Y}| > \lambda & \text{decision for } H_i \\
|\tilde{A}^n \tilde{C}^{-1} \tilde{Y}| < \lambda & \text{decision for } H_a
\end{cases}
\] (32)

The clutter noise and the receiver noise can be considered as independent, giving

\[
\tilde{C} = E[\tilde{Y}\tilde{Y}^H] = E[\tilde{q}\tilde{q}^H] + E[\tilde{n}\tilde{n}^H]
\] (33)

The receiver noise samples \( n \left( r_m \right) \) are independent both in local range \( r_m \) and in between antenna channels \( l \). The clutter signal \( q \left( r_m \right) \) is dependent in \( l \), but independent in \( m \) and \( r_m \). The sub-aperture beams are formed by non-overlapping samples which are independent, i.e. independent looks [34]. The wavenumber transformation will cause dependency on wavenumber \( k_r \) both for \( \tilde{q} (k_r, \varphi_n) \) and \( \tilde{n} (k_r, \varphi_n) \). However, if the number of radial samples \( N \) is sufficiently large then the dependency in \( k_r \) is weak [36], thus we assume the samples to be independent. The covariance will then simplify to

\[
\tilde{C} = \begin{bmatrix}
\tilde{C}_{01} & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & \tilde{C}_{11} & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \tilde{C}_{(N-1)1} & 0 & \ldots & 0 \\
0 & 0 & \vdots & 0 & \tilde{C}_{12} & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & \ldots & \tilde{C}_{(N-1)M}
\end{bmatrix}
\] (34)

where the diagonal matrices \( \tilde{C}_{nm} \) are given by

\[
\tilde{C}_{nm} = E[q_{nm}q_{nm}^H] + E[n_{nm}n_{nm}^H]
\] (35)

and where the clutter \( q_{nm} \) and the noise \( n_{nm} \) are indexed in the same way as the measurement vector \( \tilde{Y}_{nm} \), given by
\[ \bar{Y}_{\text{rev}} = \begin{bmatrix} \hat{y}_1(k, \phi_n) \\ \hat{y}_2(k, \phi_n) \\ \vdots \\ \hat{y}_L(k, \phi_n) \end{bmatrix} \] (36)

The LRT is now reduced to

\[ \left| \tilde{A}^\mu \tilde{C}^{-1} \tilde{Y} \right|^2 = \left| \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \tilde{A}_{nm}^\mu \tilde{C}_{nm}^{-1} \bar{Y}_{\text{rev}} \right|^2 = \begin{cases} \lambda \text{ decision for } H_i \\ < \lambda \text{ decision for } H_0 \end{cases} \] (37)

and the steering vector simplifies to

\[ \tilde{A}_{nm} = \frac{e^{-j k r_n}}{R_{nm}^2} \begin{bmatrix} 1 \\ e^{-j k r_n \cos \phi_n \cos \phi_n'} \\ \vdots \\ e^{-j k r_n \cos \phi_n \cos \phi_n'} \end{bmatrix} = e^{-j k r_n} \tilde{A}_{nm}(\phi_n') \] (38)

and the LRT can be written as

\[ \left| \tilde{A}^\mu \tilde{C}^{-1} \tilde{Y} \right|^2 = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \left| e^{-j k r_n} \tilde{A}_{nm}(\phi_n') \tilde{C}_{nm}^{-1} \bar{Y}_{\text{rev}} \right|^2 = \sum_{n=0}^{N-1} \left| \tilde{y}_n(r, m, \phi_n') \right|^2 = \begin{cases} \lambda \text{ decision for } H_i \\ < \lambda \text{ decision for } H_0 \end{cases} \] (39)

using the notation

\[ \tilde{y}_n(r, m, \phi_n') = \sum_{a=0}^{A-1} e^{-j k r_n} \tilde{A}_{nm}(\phi_n') \tilde{C}_{nm}^{-1} \bar{Y}_{\text{rev}} \] (40)

The vector \( \bar{Y}_{\text{rev}} \) includes the antenna channels at one wave domain point \( n \) and \( m \). The product \( \tilde{A}_{nm}(\phi_n') \tilde{C}_{nm}^{-1} \bar{Y}_{\text{rev}} \) will maximize the ratio between the target to clutter and noise [23]. Because clutter is correlated and often much stronger than the thermal noise we call it clutter suppression. The multiplication with \( e^{j k r} \) and a summation in \( n \) is a transformation to time domain. In the following we call \( y_n(r, m, \phi_n') \) the clutter suppressed sub-aperture beam. More details about Equation (40) are given in Appendix 1. In the LRT, the sum of \( y_n(r, m, \phi_n') \) in \( m \) is computed for the target location \( r_n' \) and the angle \( \phi_n' \) to test if a moving target with speed \( v_t \) and heading \( \alpha \) is present at minimum distance \( (x_0, \rho_0) \).

In words the LRT in (25) is performed to test if a target is present at \( (x_0, \rho_0) \) with speed \( v_t \) and heading \( \alpha \). First the sub-aperture beams for all channels are formed at ground speed. There will be \( L \) sub-aperture beams, for each sub-aperture and each
sub-image. For the moving target there will be one clutter suppressed sub-aperture beam, \( y_{r_{m}, m, \phi_{m}} \), at each sub-aperture \( m \).

The needed sub-aperture beams to compute \( y_{r_{m}, m, \phi_{m}} \) and the target location \( r'_{t} \) are found considering relative speed, \( \gamma \), according to section II.D. The next step is to combine the \( y_{r_{m}, m, \phi_{m}} \) across \( m \) in (39). For each \( m \) the ratio between the target to clutter and noise will increase, and therefore the summation in \( m \) will increase the delectability.

Figure 8 demonstrates the moving target test. The clutter suppression stage computes the clutter suppressed sub-aperture beams \( y_{r_{m}, m, \phi_{m}} \). These beams are combined over all available sub-apertures \( M \), and is called the image formation, in Figure 8. The Figure also indicates the possibility to detect moving targets in \( y_{r_{m}, m, \phi_{m}} \) using only one sub-aperture \( m \), which will be used in the experimental data in section VI.

To test for other moving targets, the clutter suppressed sub-aperture beam has to be computed for each target and each \( m \). Thus target detection is done though a filter bank referring to the target velocity vector, which can be justified mathematically by the likelihood test. However if the target appears in the same sub-aperture beam as other targets the covariance and the sub-aperture beams can be re-used, which saves computation.

In this paper we have assumed an ideal target that performs linear motion over the entire integration time and we can use all \( M \) clutter suppressed sub-aperture beams available. For real targets the approximation of linear motion is dependent on platform motion, target motion, and radar parameters. In many real situations the linear approximation is not valid over the long integration time associated with a WB system. However the number of used clutter suppressed sub-aperture beams in (39) is tunable and can be optimized to the situation. Therefore (39) can be used piecewise over the large aperture.

V. EXPERIMENTAL DATA

The method described in section III is developed for a WB SAR system. Because there are no multi-channel, wide-band data available, we, tested the algorithms on a narrow band data set. The narrow-band data set will give an insight into the wide-band method performance. The data used set comes from the C-band Andover radar system, developed by the SAR group in the Defence Evaluation Research Agency (DERA) in Malvern, United Kingdom.

The radar system operates at 5.7 GHz with a frequency bandwidth of 82 MHz and an antenna beamwidth of 8°. The system is able to digitally record fully coherent multiple phase center radar data with VV polarization and a PRF of 1.25kHz. The radar consists of two side-looking antennas displaced 0.49 meters in the along track direction. Both antennas are used as receivers and transmitters and the system alternates transmitting between the leading and trailing antennas. This gives the system a total of 4 channels: Channel A, Tx front Rx front; Channel B, Tx front Rx back; Channel C, Tx back Rx front and Channel D, Tx back Rx
back. The antenna phase center location will change between the channels. For Channel A the phase center will be at the leading antenna, for channel D the phase center will be at the trailing antenna; while channels B and C have a phase center approximately half way in between the front and back antenna. The clutter leakage caused by this approximation is negligible [33].

The data set used is from Porton Down in England and was collected in November 95. In this set there is one military vehicle moving along a tree lined track with a speed of 4-5 m/s in the across track direction and a unknown target with unknown speed and direction.

To illustrate the experimental data for one channel we form three small images by a frequency transform in slow time. These are shown in Figure 9. The images are formed over approximately 0.2 seconds at the slow time positions 500, 1750 and 3000, with a Fourier transform length of 256 samples. In all images the clutter has an offset in Doppler, which is caused by the narrow antenna beam pointing forward in the flight direction. The moving target is not separated from the clutter at 500, but at 1750 one of the moving targets is at the edge of the clutter signal, and at 3000 the two targets are well separated from the Doppler signal. The known military vehicle is at far range while an unknown vehicle is in near range. The different Doppler speeds of the moving target and the clutter cause the moving targets to separate from the clutter. We shall now test the proposed method to this data set.

VI. TARGET DETECTION IN DERA DATA

DERA provided four channel pulse compressed radar data for this analyses. From these, ground speed processed sub-aperture beams where formed for each antenna channel. The antenna center, not the ground, were chosen as reference point due to the lack of high quality positioning data. The sub-aperture length and sub-image size was selected in order to satisfy the far field approximation. The geometry of the sub-aperture and the sub-beams are given in Figure 10.

For target detection we used the method described in section IV. In real data we do not know the target position \((x_0, \rho_0)\), speed \(v_t\) and heading \(\alpha\). Therefore we have to test many different possibilities in these parameters. In this data set with no high quality positioning data we have chosen to test without the summation of sub-apertures \(M=1\). To test if a target is present in direction \(\varphi'\) at sub-aperture angle \(\varphi\) we form a sub-aperture beam \(y_r(r,1,\varphi')\). By a fft of \(\vec{A}_n(\varphi')\vec{C}_n\vec{Y}_r\) in \(n\) we are able to test if there is a target present for all possible \(r\).

The proposed method uses the sub-aperture beams in the frequency domain and the statistics of the noise and the clutter signal. To estimate the statistics we divided the range samples in the sub-aperture beams into eight range bins, according to
Figure 10. These bins were transformed to the frequency domain. Under the assumption that the clutter signal is much stronger than the target signal, the covariance was estimated between the channels by the maximum likelihood estimate of the covariance

\[
\bar{C}_n^p = E\left[\overline{V}_n^p \overline{V}_n^{p^H}\right] \approx \frac{1}{8} \sum_{p=1}^{8} \overline{V}_n^p \overline{V}_n^{p^H}
\]

(41)

where \(p\) is the index of the sub-aperture bin. The algorithm will automatically compensate for the differences between the antenna channels. Combined with equation (41), we used CFAR normalization to ensure a constant false alarm.

VII. RESULTS

To detect the moving targets in the data set we used the method described in section IV. The selected region of slow time samples was between 0-4000 in the data set. This is an extended data set compared to that shown in images in Figure 9. Especially, in samples 0-500 the targets are surrounded by stronger clutter than shown in the images in that Figure. The sub-aperture beams were formed using equation (5) under far field approximation. The sub-image size was selected to 10 meters in azimuth at the range distance of 2100 meters, which corresponds to an angle of approximately 0.27° between the beams. In Figure 11 the sub-aperture beam for one antenna channel, at 250 with angle 88.08°, is shown. The sub-aperture contains a moving target. However, it is not possible to detect the moving targets due to the strong clutter.

The sub-aperture beams for all channels where calculated. From these beams the covariance was estimated according to (41). The clutter suppressed sub-aperture beam was calculated using the covariance, the steering vector and the computed sub-aperture beams. The clutter suppressed sub-aperture beam shown in Figure 12 is over the same area as the sub-aperture beam in Figure 11. The moving target, not detectable in Figure 11, appears clearly in the beam, and can be detected. The steering vector was selected to optimize the signal to clutter noise ratio (SCNR). The results of target detection from different sub-apertures beams are shown in Figures 13 and 14 as a function of Doppler angle \(\phi\) (Figure 6). The unknown near-range moving target is given in Figure 13 and the military target is given in Figure 14. The figures give the Clutter to Noise Ratio (CNR), the SCNR for one sub-aperture beam (SCNR_d), and the SCNR for the clutter suppressed sub-aperture beam (SCNR_f). The CNR is found by the ratio between the clutter estimate and the noise estimate beam in Figure 10. The method to estimate SCNR_d and SCNR_f is given in the appendix 2. When the SCNR is small the estimate will have large uncertainty and we have used standard deviation as the confidence interval of the estimates. The derivation of the std of SCNR is provided in the appendix 2. Because of the strong
clutter at low Doppler angles the $\text{SCNR}_{nf}$ is very small, and the standard deviation is so large that the lower confidence limit goes to negative infinity. Therefore in Figure 14, seven $\text{SCNR}_{nf}$ low angle measurements are averaged to one point. The average is 0.37 dB and the uncertainty of the average below 0 dB is now only 4 dB.

As seen in Figures 13 and 14, the CNR decreases as the angle $\phi$ increases over the measured interval. The $\text{SCNR}_r$ is nearly stable while the $\text{SCNR}_{nf}$ increases with angle. The clutter suppression is estimated from the Figures 13 and 14 by the ratio of $\text{SCNR}_r$ and $\text{SCNR}_{nf}$ [37]. We then use a real moving target to estimate the clutter suppression. The approach will underestimate the clutter suppression due to the fact that the $\text{SCNR}_r$ depends on target parameters, such as speed and vibrations, and radar system parameters such as system stability. If the target has a slow speed the clutter suppression algorithm will also suppress the target.

Other authors have implemented a synthetic moving target in their SAR data to measure the clutter suppression [38, 39]. The synthetic target will be an ideal target that has a stability in scattering and motion that no real targets can achieve. The synthetic target will not be influenced by imperfections in the radar system. With a synthetic target we would therefore overestimate the clutter suppression. For this article, we have chosen a real target which give a proper estimate when the backscattering is strong and the target speed sufficiently high. For a $\text{SCNR}_{nf}$ around 0 dB the lower confidence limit goes towards minus infinity, which implies the $\text{SCNR}_{nf}$ is likely to be overestimated. An underestimation of $\text{SCNR}_r$ and an overestimation of $\text{SCNR}_{nf}$ means an underestimation of the clutter suppression.

The clutter suppression from Figures 13 and 14 was found to be greater than 20 dB, and for some sub-apertures the suppression was 25 dB. These results are a slightly lower than the 23-30 dB reported by [32, 38, 40]. However these papers do not describe the clutter estimate procedures, confidence or statistical background used making comparison of these techniques difficult. For example, reference [38] uses synthetic moving targets as opposed to our experiments as use real targets. Real targets give an under estimation of clutter suppression. In addition performance is dependent on the test site. Note that clutter suppression is bound by the CNR, which in Figure 13 and 14 is just over 20 dB.

VIII. DISCUSSION

To detect a moving target in a WB SAR system we combine multi-antenna channel fast backprojection SAR processing with moving target detection, by a space-time approach. There are many fast backprojection methods, such as the ones given in Section II.A; LBP, FBPA, QBP and FFBP. The aim of this work is to perform GMTI using the multi stage algorithm FFBP. However, the derivation of our technique using LBP is more mathematically straight forward. Therefore we use LBP in our derivation. The results given here are also valid for FFBP.
The developed method gives the possibility to detect moving targets, suppress the clutter signal, and to form images of the moving target. In the algorithm we assume the target has linear motion during illumination. The quality of this approximation is dependent on platform motion, target motion, distance to target and radar parameters such as frequency. It is probably invalid for many targets in a WB SAR system, since the more time spent illuminating the target increases the chance of non-linear motion. However we can select a shorter integration time where the linear approximation is valid and we are free to choose the number of sub-apertures, $M$, used in the test (39). In particular the variable $M$ fits very well with the multi-stage backprojection algorithms such as FFBP. In the future further work is needed to increase the integration time and the number of clutter suppressed sub-aperture beams in the test.

In the experimental data set clutter suppression was found to be approximately equal to the limit by the CNR of approximately 20dB. The image formation phase of the clutter suppressed sub-aperture beams were not implemented on the experimental data. In the data set the sub-apertures have a length of approximately 10 meters, corresponding to approximately 0.1 seconds in time. In the used C-band system, a moving target will most likely have near linear motion with respect to the platform for more than 0.1 seconds thus we assume 1 second and chose $M=10$. This will increase SCNR, and this increase is dependent on relative speed. The integration time under linear motion assumption is dependent on radar frequency and motion of the target and platform.

IX. Conclusion

In this article we have presented a method for detecting moving targets in a WB SAR system with an antenna array. WB implies both an ultra wide frequency band and wide antenna beam. In WB SAR systems, time domain backprojection has shown to be very effective. The developed method combines fast backprojection SAR processing methods with moving target detection. In fast backprojection methods the SAR image formation process is divided into two steps, beam forming and image formation.

The LRT is found from the sub-aperture beams from the $L$ channels of the antenna array. The proposed test performs clutter suppression in the sub-aperture beams by space-time processing and combines the clutter suppressed sub-aperture beams to form a test image. The combination of clutter suppressed sub-aperture beams is the same as performing SAR image formation of a moving target, which requires the relative speed of the target.

The proposed target detection method forms sub-aperture beams at ground speed, performs clutter suppression, and finally combines the clutter suppressed sub-aperture beams by relative speed. This means that many different targets with different locations and speeds can be testing using the same covariance matrix and sub-aperture beams. This reuse of computed beams saves computational resources [2].
The proposed method assumes linear motion of the moving target over the long integration time needed in a WB SAR system. How good this approximation is depends upon the target and radar motion as well as the radar parameters such as frequency. For many situations the approximation is not good when the illuminating time for the target increases, because of the increase in chance for non-linear motion. However, in the developed method it is possible to select pieces of the long aperture where the linear approximation can be used. To increase the resolution of the moving target, further work has to be done to increase the integration time by non-linear motion considerations.

The proposed target detection method was developed for WB SAR systems. Unfortunately, there are no multi-channel WB data available. Therefore the method was tested using narrow band data. The image formation, i.e. the combination of clutter suppressed sub-aperture beams by relative speed, was not implemented in this data set. The results of the clutter suppressed sub-aperture beams indicate that clutter suppression is approximately 20-25 dB and equal to the clutter to noise ratio, as expected.

X. APPENDIX 1

In Equation (14) the sub-aperture beam for antenna channel \( l \) is given. In this paper we use the sampled sub-aperture beam given in vector form by

\[
y_i(m) = \begin{bmatrix}
y_i(r_{m},m) \\
y_i(r_{1},m) \\
\vdots \\
y_i(r_{N-1},m)
\end{bmatrix}
\]  

(42)

where \( r_{m} \) is the sample points in local range given by \( r_{m} = r_{0} + \Delta r \cdot \mu \), and \( r_{0} \) is a constant offset, \( \Delta r \) is the sampling interval, and \( \mu \) is the sampling index from 0 to \( N-1 \). By the discrete wave transformation the wave transformed sub-aperture beam is given by

\[
\bar{y}_i(k_{n},m) = \frac{1}{N} \sum_{\mu=0}^{N-1} e^{j2\pi k_{n} r_{\mu} / \Delta r} y_i(r_{\mu},m) \quad ,n=0,1,\ldots,N-1
\]  

(43)

where \( k_{n} \) is wave domain points given by \( k_{n} = k_{0} + \Delta k_{n} \cdot n \), and \( k_{0} \) is the lowest used wave number and \( \Delta k_{n} = 2\pi / N \Delta r \). The inverse transformation is then

\[
y_i(r_{\mu},m) = \sum_{n=0}^{N-1} e^{-j2\pi k_{n} r_{\mu} / \Delta r} \bar{y}_i(k_{n},m) \quad ,\mu=0,1,\ldots,N-1
\]  

(44)
The wave transformed sub-aperture beam in vector form \( \bar{y}_i(m) \) is given by

\[
\bar{y}_i(m) = \begin{bmatrix}
- y_1(k_1, m) \\
- y_2(k_1, m) \\
\vdots \\
- y_{N}\bar{y}_i(k_{N-1}, m)
\end{bmatrix}
\] (45)

In the Equation (40) we have the product

\[
\overline{A}_m^{\nu} (\varphi'_m) \overline{C}_m^{-1} \overline{Y}_m
\] (46)

where \( \overline{A}_m^{\nu} (\varphi'_m) \) is the steering vector given in Equation (38), \( \overline{C}_m \) is the covariance given in Equation (35) and \( \overline{Y}_m \) is the measurement vector for one point in wave domain formed of the \( L \) antenna channels given in Equation (36). At every \( n \) and \( m \) the product \( \overline{A}_m^{\nu} (\varphi'_m) \overline{C}_m^{-1} \overline{Y}_m \) will maximize the signal to clutter noise ratio (SCNR) [23]. The product will maximize the signal described by the steering vector compared to the clutter and noise described by the covariance. In words we combine the antenna channels in \( \overline{Y}_m \) such that we get the best possible SCNR for the target described by \( \overline{A}_m^{\nu} (\varphi'_m) \). We can then form a sub-aperture beam with wave components

\[
\bar{y}_i(k_1, m, \varphi'_m) = \overline{A}_m^{\nu} (\varphi'_m) \overline{C}_m^{-1} \overline{Y}_m
\] (47)

and all \( n \) components in the sub-aperture \( m \) has maximized SCNR given by

\[
\bar{y}_i(m) = \begin{bmatrix}
- y_1(k_1, m, \varphi'_m) \\
- y_2(k_1, m, \varphi'_m) \\
\vdots \\
- y_{N}\bar{y}_i(k_{N-1}, m, \varphi'_m)
\end{bmatrix}
\] (48)

in vector form. For a particular \( r \) in (40) we have
Comparing the inverse transformation in (46) this is just a transformation from wave domain to range domain.

\[ y(r, m, \varphi'_n) = \sum_{m=0}^{M-1} e^{j2\pi r m} \tilde{y}(k_s, m, \varphi'_n) \]  

(51)

The range domain sub-aperture beam will also have maximum SCNR and we therefore call it the clutter suppressed sub-aperture beam.

XI. APPENDIX 2

To analyze the performance of the GMTI method used in this paper we need to estimate SCNR_{nf} \text{, SCNR}_{f} \text{ and CNR}. This appendix describes how these estimates and their accuracy are determined.

The SCNR_{f} was determined from the clutter suppressed sub-aperture beam using the following procedure. The peak energy from the target was determined in the clutter suppressed sub-aperture beam. The clutter and noise energy \( \sigma_{\text{CN, f}} \) was found by averaging all samples, excluding the samples of the target and its surroundings. The target energy is estimated from the peak energy after subtracting \( \sigma_{\text{CN, f}} \). The SCNR_{f} was determined from the ratio between the target energy and \( \sigma_{\text{CN, f}} \).

The SCNR_{nf} is found in a sub-aperture beam connected to one antenna channel. The SCNR_{nf} is more complicated to estimate then SCNR_{f} due to the strong clutter surrounding the target. To find the peak value of the moving target in the sub-aperture beam we used the target location found in the clutter suppressed sub-aperture beam. The range gate of the moving target in the clutter suppressed sub-aperture beam gives the range gate in the sub-aperture beam, and from this the peak energy was found. The clutter and noise energy in the sub-aperture beam, \( \sigma_{\text{CN, nf}} \), was found in the same way as in the clutter suppressed sub-aperture beam. Finally the SCNR_{nf} was computed in the same way as for SCNR_{f} using the peak energy and \( \sigma_{\text{CN, nf}} \).

The estimate of CNR is determined from \( \sigma_{\text{CN, nf}} \) and the thermal noise, which is estimated from a sub-aperture beam far from the main antenna footprint, as seen in Figure 10.

The estimate of SCNR_{f} has high accuracy due to the large ratio (>20dB). However, the estimate of SCNR_{nf} is more complicated because of the strong clutter backscattering. The unknown phase relation between target and clutter will cause a
large uncertainty in the estimate. Assuming the peak method [41], the relative mean squared error of the SCNR estimate is given by

\[ \varepsilon^2 = \frac{1}{N_s SCNR^2} + \frac{2}{SCNR} \]  

(52)

where \( N_s \) is the number of independent clutter samples. From the relative mean squared error we get the variance and the mean. To indicate the accuracy in the estimate of SCNR a top and a bottom limit is given by the variance. The variance is estimated by using equation (52). When the SCNR goes below 4 dB, the relative mean squared error increases over 1. In Figure 14 we have therefore used all independent samples of SCNR between 87.8 to 89.6 degrees to estimate the mean and variance given in one point.
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Figure 1. The three used coordinate systems, the ground coordinate system \((\xi, \eta, \zeta)\), the radar coordinate system \((x, R)\) with x cross range and R range, and the image coordinate system for a stationary target \((x, \rho)\).
Figure 2. The sub-images and the sub-apertures in LBP. The radar output $g(x, R)$ is sampled at $\oplus$. From the radar samples, sup-aperture beams are calculated at every $\oplus$ (sub-aperture center position $x_m$) over each sub image. At $x_m$ the sub-aperture beam $y(m, r)$ is formed over the sub image with center coordinate $(x_c, \rho_c)$. 
Figure 3. The displacement and defocusing of a moving target in a SAR image processed for stationary targets [30]. At each radar position $x$ there will be a location of the moving target $(\xi, \eta)$. The target and the platform location at five points are shown and their connected distance. At one particular point $x_0$ the minimum distance $\rho_0$ occur. The figure is a geometrical illustration that the moving target will be unfocused and displaced at point $(x_0, \rho_0)$. 
Figure 4. Focusing with relative speed $\gamma$ using sub-beams calculated for ground speed. The location of the moving target at $(x_0, \rho_0)$ in sub-aperture $x_m$ can be found from the position $(x'_0, \rho'_0)$. If the moving target speed is large there will be a sub-image shift during long integration.
Figure 5. The LORA antenna with two transmitting channels (Tx) and three receiving channels (Rx).
Figure 6. The moving target heading and speed in the ground coordinate system \((v_x, v_y, 0) = v_1 (\cos \alpha, \sin \alpha, 0)\). The direction from the plane to the moving target is \(\varphi'\). The sub-aperture beams are formed according to Doppler and the moving target will appear in a sub-aperture at direction \(\varphi\).
Figure 7. The wavenumber space. The sub-aperture beams are located in the image wavenumber space.
Figure 8. The moving target detection scheme. After pulse compression, sub-aperture beams are formed at ground speed for each antenna channel (section II.B and section III). Clutter suppressed sub-aperture beams are formed by the $L$ sub-aperture beams by covariance and the target steering vector (section IV.B). The clutter suppressed sub-aperture beams are combined during image formation considering relative speed (section II.D). A moving target can be detected using only one clutter suppressed sub-aperture beam and to increase the detectability the beams are combined in image formation (section IV).
Figure 9. Doppler-range images. The two moving targets appear clearly when they are well separated in Doppler from the clutter.
Figure 10. Sub-aperture beams connected to one sub-aperture and the antenna footprint. Each sub-aperture beam for each channel over the antenna footprint were divided into range bins used to estimate the covariance matrix. One sub-aperture beam was formed over the smallest antenna gain for the noise estimate to the clutter to noise ratio (CNR).
Figure 11. Sub-aperture beam formed at sample 250 with angle 88.08° for one channel in the data set. The power is in linear scale.
Figure 12. The clutter suppressed sub-aperture beam from Figure 11 after clutter suppression. The clutter suppression is above 20dB. The power is in linear scale.
Figure 13. The unknown moving target at range 1750 meters. The three curves are $\text{SCNR}_f$, $\text{SCNR}_{nf}$ and CNR as a function of Doppler angle. The $\text{SCNR}_{nf}$ and $\text{SCNR}_f$ are the SCNR before and after clutter suppression has been applied, respectively. The error lines of the $\text{SCNR}_{nf}$ estimate is given by the variance and is indicated with dashed lines.
Figure 14. The military moving target at range 1950 meters. The three curves are SCNR$_f$, SCNR$_nf$ and CNR as a function of Doppler angle. SCNR$_nf$ and SCNR$_f$ are the SCNR before and after clutter suppression has been applied. The error lines of the SCNR$_nf$ estimate is given by the variance and is indicated with dashed lines. Due to the low SCNR$_nf$ at low angles seven sub-aperture beams are averaged to provide one SCNR$_nf$ estimate, which appears in the dashed box in the lower left-hand corner.