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SUMMARY By reserving transmission capacity on a series of
links from one node to another, making a virtual path connec-
tion (VPC) between these nodes, several benefits are obtained.
VPCs will simplify routing at transit nodes, connection admis-
sion control, and QoS management by traffic segregation. As
telecommunications traffics experience variations in the number
of calls per time unit due to office hours, inaccurate forecasting,
quick changes in traffic loads, and changes in the types of traffic
(as in introduction of new services), there is a need to cope for
this by adaptive capacity reallocation between different VPCs.
We have developed a type of local VPC capacity management
policy that uses an allocation function to determine the needed
capacity for the coming updating interval, based on the current
number of active connections. We suggest an allocation func-
tion that is independent of the actual traffic, and determine its
optimal parameters and the optimal updating interval for differ-
ent overhead costs. The local approach is shown to be able to
combine benefits from both VP and VC routing by fast capacity
reallocations. The method of signaling is easy to implement and
evaluations indicate that the method is robust.
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1. Introduction

To accept a new call a check must be made to ensure
that there is enough capacity left to establish the call
through a series of links between the end nodes. When
a route is found, the required amount of capacity is re-
served for the call. (By capacity we mean equivalent
bandwidth[1],[2] or transmission capacity needed for
a certain traffic.) The established call uses this logical
connection, which is called a virtual channel connec-
tion (VCC). A virtual path connection (VPC) groups
VCCs together to be handled as an entity. A VPC can
be seen as reserved bulk capacity between two nodes.
By using VPCs the acceptance of a new call is simpli-
fied because the routing and reservation of capacity has
already been done.

A VPC network constitutes a higher layer which
is logically independent of an underlying physical net-
work. Having several VPC networks each supporting
one type of traffic simplifies statistical multiplexing and
quality-of-service (QoS) management.

There are always variations in telecommunications
traffics. Traditional telephone networks have been di-
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mensioned for the so called busy hour to cope with
the maximum traffics. This means that much of the ca-
pacity will stay unused for most of the time. By using
VPCs, the capacity allocation can be altered dynami-
cally. This allows us to meet traffic variations by reshap-
ing the VPCs in order to match the current demands.
This means savings on the amount of capacity required
in a network, if we can utilize non-coincidental busy
hours to reallocate the capacity. The concept of VPCs,
and VCCs is supported in the asynchronous transfer
mode (ATM) and in the synchronous digital hierarchy
(SDH/SONET).

We have grouped VPC capacity management ap-
proaches into groups which are fundamentally different.
This definition is based on the amount of information
used in the calculation of the VPC capacity realloca-
tion. We have found that the calculation can be cen-
tralized e.g.[3]-[5], distributed e.g.[6], or local e.g.{7].
(A lot of papers describing distributed approaches falls
into our definition of a local approach.) The central ap-
proach has the ability to make VPC capacity realloca-
tion based on global information. The idea of the local
and distributed approaches is to increase the robust-
ness and improve performance compared to a central
approach, which is depending on a central computer.
By assigning costs for rejected calls and overhead such
as control messages, the performance of the various ap-
proaches can be evaluated and compared to each other.

Section 2 describes our proposal for a local ap-
proach for VPC capacity management. In Sect.3 we
describe the evaluation of the approach and give the re-
sults in Sect. 4. Finally, we conclude the paper in Sect. 5
and discuss further work in Sect. 6.

2. The Local Approach

Each node periodically makes a decision about whether
to seize or release capacity on the VPCs originating
from that node. The decision is based on the actual
number of occupied connections on each VPC. In our
study we have used two VPCs between each node pair
(though the method supports an arbitrary number of
VPCs). The VPC with the smallest number of hops is
preferred and is labeled PVPC, while the other one is
referred to as an optional VPC and labeled OVPC.
The VPC capacity management is done with help
of signaling. The following four control messages are
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used:
e Path finding (PTH) + Answer
e VPC Establishment (EST)
e [ncrement request (INC) + Answer
¢ Decrement (DEC)

2.1 Control Messages

PTH is used for path identification by broadcasting it
from all nodes to all other nodes. The broadcasting
can be done from time to time or at command to re-
cover from faulty links[8],[9]. In our evaluation we
have only used it once to initiate the management sys-
tem. When a PTH arrives at the destination, an answer
message will be sent back to the originating node, the
same way the actual PTH has traveled. This message
contains a route to the destination.

The node of origin selects some routes received as
answers to PTH and puts them in a table. We have se-
lected node disjoint paths (shortest and link disjoint
paths give almost the same performance[10]). The
paths are ordered by the number of links and the to-
tal physical distances. The VPCs are finally established
by sending EST, which is a source routed message along
the path enabling the intermediate nodes to set up their
routing tables.

When the VPCs have been established the periodic
management starts in each node. When more capac-
ity is needed an INC message is sent on the VPC to
find out the capacity allowed for the whole path. This
means that a VPC get the minimum allowed capacity
on the series of links. The amount of available capac-
ity is stored in the INC on successive links. When it
reaches the end node, indicating the available capacity,
an answer message is sent back to the originating node.

An increment request message is first sent on the
PVPC. If the request cannot be satisfied, the OVPC
is tried. When trying to get capacity on the links a
temporary reservation must be made. This makes inter-
ference from other requests impossible, but can result in
deadlock. To avoid deadlocks the following procedure
is applied. If a request message reaches a node where
the next link is already reserved, a message will be sent
back to the node of origin releasing its current reserva-
tions. The node of origin tries again after a random
delay (sufficiently long).

When an originating node determines that capacity
should be released, a DEC is sent. The capacity reser-
vation is decreased on each traversed link. No answer
message has been used for this message. Capacity on
the OVPC is released first.

2.2 Calculation of Needed Capacity

The developed approach for local VPC capacity man-
agement is inspired by the one developed by Mocci et
al.[7]. This method allocates just enough YPC capac-
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ity to meet a predefined limit of call blocking (target
blocking)[11].

The idea of this approach is to handle traffic varia-
tions in a short time scale, i.e. larger than the mean in-
terarrival time but smaller than the average call holding
time. At regular intervals (with length 7);) the needed
VPC capacity for the coming interval is determined.
This is done by calculating the expected blocking prob-
ability over the interval for various capacities given the
offered traffic and present occupation state. The capac-
ity that meets the target blocking is the needed one.

The calculation is quite complex, hence it is sug-
gested to use precalculated table to achieve real time
applicability. Another approach is to apply simplifica-
tions along the line of Virtamo and Aalto[12]. In [13]
an allocation function is developed which does not de-
pend on the actual offered traffic. It is based on the
formula

N{(n) = [n+ K+/n] (D

where IV is the required capacity, n is the number of
currently active calls, and K depends on the offered
traffic, target blocking probability, and updating inter-
val. The idea behind this function is that for a specified
traffic intensity the mean occupation state is equal to
the intensity (if the blocking probability is low). K can
be seen as a safety factor which adds extra capacity in
units of the standard deviation of the occupation state.
It is possible to rewrite (1) in a way that makes K only
dependent on 7 [ 13].

However, this approach does not take into account
the interaction between several VPCs on a physical link
of fixed capacity. For example, although K's computed
for 1% target blocking will result in this value (as long
as the physical link permits), the result will be under
utilization of the link if not all capacity is seized. 1f,
however, a larger K 1s used, the blocking will actually
decrease and the link will be fully utilized. In this case,
a higher K will thus better exploit the traffic fluctu-
ations, i.e. when some VPCs temporary increase their
number of allocations, others decrease theirs.

Another complication is K’s dependence on the
updating interval. The optimal choice of updating in-
terval is determined by trade off between increased traffic
(which partly depends on K) and overhead associated
with updating. When doing frequent updating, it is bet-
ter not to allocate too much capacity, because it should
only be allocated when needed (less marginal needed for
a short interval). However, having a longer T}, makes
it necessary to allocate more. To optimize total per-
formance, an optimal allocation strategy in terms of K
and T, must thus be found.

The local approach multiplexes VPCs in a special
way. Considering a deterministic multiplexing of the
VPCs, i.e. each VPC gets a fair portion of the capacity
for a long time, the call blocking probability can be
calculated using the Erlang’s B-formula for each VPC.
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When having full statistical multiplexing of all VPCs,
the blocking probability can be calculated from the
same formula by adding all traffics together. Since the
local approach reallocates the capacity on a rather fre-
quent basis, the blocking probability gets lower than for
the deterministic multiplexing, but higher than for the
full multiplexing. (When using a sufficiently short T,
the blocking reaches the same level as for full multiplex-
ing over one link.)

2.3 The Allocation Function

To get an optimal allocation function the effect of K
when having many VPCs on the same link must be stud-
ied. The problem is very complex since in a real net-
work the number of VPCs and their traffics vary on each
link traversed by a VPC.

We label the K (for a specific traffic intensity, Ty,
and traffic load situation) that minimizes the total num-
ber of blocked calls (for a specific link) as K, (for that
link). To see if the number of VPCs have an impact on
Kopt, we have evaluated a link that is dimensioned so
that each VPC can expect 1% loss if deterministic mul-
tiplexing is used. Results are shown in Figs. 1 and 2 for
T, = 0.01. The lines are interpolated between evaluated
K's (circles). The dashed lines show the 95% confidence
intervals. Each VPC gets the same blocking probabil-
ity. The curve in Fig. 1 shows the mean blocking when
having 5 VPCs each carrying 152 Erlangs (This value
was chosen in accordance with our test networks, see
below). When more VPCs are interacting, the blocking
probability decrease as seen in Fig. 2 where 10 VPCs are
used. (With full multiplexing the blocking probabilities
are 4.55-107° and 1.07- 1077 respectively.) The some-
what lower blocking noted for more VPCs is consistent
with the well known concept “the bigger the better.”

To simplify the problem for an inhomogenous net-
work we consider the situation on an average link in
the network under study. On this link we put a mean
traffic consisting a couple of “background-VPCs.”

In our test networks the mean number of PVPCs
on a link is about 4 and each have on the average a
capacity of 171. (The mean number of PVPCs per link
vary for each test network, but most of them are in the
range from 2 to 6.) The number of OVPCs is about
6 and each carries less than 10 Erlangs. With this in
mind, we have formed an average link with 4 VPCs as
background traffics each carrying 152 Erlangs together
with 6 VPCs each carrying 8 Erlangs.

The dependency of K, on the traffic indicates that
we need two K8, one for each background traffic. If
the K¢ is changed for one of these traffics it will affect
the Kop: for the other one. The procedure to find these
two Kopes is as follows.

We first search for the K, for the PVPCs. This is
done by having 5 PVPCs on a link where one of them
can be seen as an aggregate of the 6 OVPCs. The found
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Fig. 1 Multiplexing gain for 5 VPCs on a link.
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Fig. 2 Multiplexing gain for 10 VPCs on a link.

Table 1  Kqp¢ for the background VPCs.

Tu 005 007 009 011 015 020
PVPC Kops 087 097 103 112 122 178
PVPC Bi. [%] | 033 044 054 059 070 083
OVPC Kope 079 088 090 090 091 052
OVPCBL[%] | 5 19 22 31 46 60

Kopt 1s used by the 4 PVPCs when we in the second
step search for the K, for the 6 OVPCs. When this

_ is found the OVPCs use this value when we once again

check the Kqpy for the PVPCs. These steps are repeated
until no changes in either of the two K s are detected.
Table 1 and Fig. 3 show the Kp,¢s found. Figure 3 show
crosses for PVPCs and circles for the OVPCs. (The ex-
act values are not critical because the optima are flat
as indicated in Figs.l and 2.) In the table are given
the blocking probabilities for each background traffic.
Since we do not try to equalize the blocking probabili-
ties, these get different when choosing K's that minimize
the total number of blocked calls.

2.4 Optimizing the Allocation Function

When the K,,s for the background traffic have been
found another VPC is added and K,ps are found for
different traffic intensities on this VPC. (Additional ca-
pacity on the link is added, based on the resulting total
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Fig. 5 Kopes and fixed-target K (for Ty = 0.10).

traffic.) To find the optimal T}, the previous method of
finding the optimal K must be done for different 7},s.

The result is displayed in Figs.4 and 5 where each
Koy are given as ranges for a number of different traf-
fics because there is no particular K for which there is a
distinct minimum of the total number of lost calls. As a
comparison, the K values calculated for only one VPC
and a fixed target of 1% call blocking, as described in
[13], are also shown (solid lines).

By studying the resulting intervals, it is clear that
it is possible to construct an allocation function which
does not depend on the actual traffic.

In Fig. 3 the K¢ for the OVPC is generally smaller
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than for the PVPC. It is therfore tempting to use a K
that increases with traffic. However, if one tries to find
K's for the two background traffics that make the block-
ing equal among them, the OPVC gets a larger K than
the PVPC. For example, for T, = 0.05, we get K = 0.8
for the PVPC and 1.1 for the OVPC and the resulting
blocking probability 0.5%. Thus there is a trade-off be-
tween fairness (smaller K for large traffics) and maximal
utilization (larger K for large traffics). With this and
Fig.3 in mind, we conclude that a fixed K,p; can be
used for the different traffics.

3. The Evaluation

For the sake of simplicity we limit ourselves in the nu-
merical examples of this study to the case of a single,
uniform service class. Multiplexing in the burst scale
(e.g. for VBR services) is hidden in the use of equivalent
bandwidth [1],[2] hence extensions to bursty traffics is
straight forward. Requests for connections arrive ac-
cording to independent Poisson processes for each node
pair. The connection holding time is assumed to be
negative exponentially distributed with unit mean.

We have used ten non-hierarchical networks with
ten nodes each (which can be seen as core ATM net-
works). The nodes have both VP and VC routing capa-
bilities. The VCCs use the existing VPCs but we have
also used dynamic alternative routing (DAR)[14] on
the call scale, 1.e. if the direct VPC does not have room
for an arriving call, rerouting with two VPCs in tan-
dem over a selected transit node is tried. If this does
not succeed, the call is rejected and a new transit node
is chosen (at random) for the next time a call needs to be
rerouted. Two control messages are used to determine
the status of the transit nodes (question + answer). To
ensure stability, we have applied a trunk reservation pa-
rameter of ten connections for direct traffic on all VPCs.

Our test networks have the capacity to handle the
mean traffics with 1% call blocking probability. To sim-
ulate actual traffic, ten different traffic patterns were gen-
erated for each network by randomly selecting a busy
center. Nodes inside the center increase their traffics
above the average and those outside the center decrease
theirs. Further details are described in the appendix.

With the optimal allocation functions for different
T.s, we can evaluate the overall performance in a test
network to get the optimal T,,.

4. Results

Our evaluation is based on the reached profitability (2).
The profitability is a normalized measure where 100%
profitability means that all calls are handled without
any overhead costs. (100% is infeasible for high traffic
load situations.)

Callsgandied — (Messages - Cost)

Profit. = (2)

Callsof‘fered
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The profit of handling one call is set to one unit. How-
ever, to be able to handle calls, several control messages
(by means of RM-cells using some of the bandwidth)
have to be used and these affect the total profit. The
messages included are INC, DEC, and status messages
for DAR. If a control message is seen as an RM cell, the
cost can be related to an average phone call. Suppose
that a phone call uses 167 cells/second, then the RM
cell could be given a cost of 1/(167 - seconds per mean
holding time) which is ~ 10™*. This cost might be too
optimistic because there are also costs other than the
ones related to bandwidth, e.g. processing. These are
difficult to estimate. By using a higher message cost, the
messages can be seen as having an overhead. The prof-
itability is used to enable a reasonable evaluation of the
overall performance by combining gains and costs.

An interesting aspect is the occasionally occurring
capacity violations. These are caused by excess calls on
links which have been granted less capacity and that
are not disconnected in time before new calls arrive on
VPCs which have been granted more capacity as a result
of the reallocation. There are three ways to deal with
this. One way is to move ongoing surplus connections
to a path that can accommodate them. Another way
is to wait for the connections to finish until capacity is
released. The third way is to use “guard bands” which
will not be allocated to any particular VPC. By this
one hopes that there will be enough capacity to deal
with over allocations.  The amount of capacity viola-
tions depends not only on the guard band but also on
the actual network and traffics. In general, the impact of
a capacity violation depends on the degree of violation
and the time during which it persists. In this evaluation
a guard band is not needed to cope with link violations.
Instead, a decrease of capacity for a particular VPC is
simply not allowed if some of this capacity is in use.

In Fig.6 the optimal updating interval can be
found for different message costs. Clearly, the higher
the cost, the lower the profitability. The upper line is
the result when having a message cost of 0.01 and the
lower line when having a message cost of 0.09. The
step between the message costs is 0.02. The dotted lines
are interpolated between evaluated K (circles). It can
be seen that the optimum is further right the higher the
updating cost. This is in perfect agreement with the
assumption that more frequent reallocations are prefer-
able when the message cost is small.

Since we have used a very simple model to calculate
the Kopis, a check can be done to see the real optimal
K value for a particular T,,. Figure 7 shows the result
for different values of K when T}, = 0.1 and a message
cost of 0.01. The mean profitability of ten networks is
given. The optimal K lies between 1.3 and 1.4. The
Kops for the PVPCs in our simple model is in this case
between 1.0 and 1.3 (see Fig. 5).

Comparing to a fixed allocation of the capacities
(capacities distributed according to the basic traffics and
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use of DAR) the results are better. When having a mes-
sage cost of 0.01, the profitability for the fixed alloca-
tion is 92.3%, while the local approach reaches 93.8%.
(We have earlier studied a central approach[15] which
in this case gives more profitability, but this approach
tends to give a lot of link violations.)

We have seen in [15] that for high traffic loads the
situation is reversed and the local approach reaches bet-
ter profitability than the central one.

5. Conclusions

We have proposed a type of local VPC capacity man-
agement policy that uses regular updates and a simple
allocation function to determine the needed capacity for
the coming updating interval. With our proposed pro-
cedure for setting its unknown parameter K, the number
of parameters is limited to one, viz. the current number
of active connections. We have also shown how to de-
termine the optimal interval for different message costs.

The optimal K values for the allocation function
are not critical but optimal over a wider range as shown
in Figs.4, 5, 6, and 7. (For the used message costs, the
optimal updating interval can be selected from Fig. 6.)
Moreover, using a simplified model with an average
background traffic for the calculation of the parame-
ter K works although the actual distribution of PVPCs
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and OVPCs covers a wide range. This further empha-
size the robustness.

An improvement is achieved compared to a fixed
capacity allocation and the approach takes advantage
of the benefits from both VP and VC routing, i.e. en-
abling fast CAC and using multiplexing of VPCs. We
also notice that the method of signaling is easy to im-
plement and that link violations can be avoided.

6. Further Work

Sensitivity analysis of resulting blocking probabilities
depending on the number of VPCs and traffic load
variations might be helpful to show the robustness of
the parameter K. It is expected that further perfor-
mance improvements can be obtained by deploying
VPC-dependent Ks rather than a global one. Evaluat-
ing the gains and relating them to the additional com-
plexity of such estimations remains for further study.
Another issue refers to the grouping of VPCs. Using
the local approach there might be no need for group
VPCs[16] and it could simplify the trade-off between
VP and VC routing[17]. Finally, the aspect of deploy-
ing the OVPCs as backup-VPCs leads into the issue of
self-healing networks [8],[9],[18]. The issues that arise
when integrating fault management into the capacity
management constitute an interesting area to explore.
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Appendix: Test Networks

The test networks have been made with a program that
generates networks with N nodes. Call holding times
are assumed to be negative exponentially distributed
with a mean holding time of 1 time unit. User de-
mands are fully characterized by a sequence of known
end-to-end traffic demand matrices A(k) (of size N-N),
where a, 4(k) denotes the traffic from o to d at time k,
k:(k=1,...,K) (see Fig. A-1). The time index k
indicates intervals such as hour, day of week, or day of
year. For each origin-destination pair an offered traf-
fic was assigned to give 1% expected loss for a given
transmission capacity. This basic traffic was modified
to yield different situations by the use of “busy center”
(Fig. A-2). Traffics between busy center nodes were in-
creased randomly between 20 and 60%, traffics between
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Fig. A-1 Sample traffic.
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Fig. A-2  Sample network layout.

nodes outside the busy region were decreased randomly
between 20 and 60%, and the traffic between a busy
center node and a node outside the center was mod-
ified randomly between —20% and +20%. After the
modification the traffics have been normalized to give
the same total amount of offered traffic as before. The
resulting greatest increase is 97% and greatest decrease
60%. In Fig. A-2 the link capacities are given in ca-
pacity units which can accommodate ten connections.
With IV = 10, the total traffic offered to the network at
any time is typically about 6800 Erlangs.
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