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Abstract

We present a method, which makes use of historical vehicle data and current vehicle observations in order to estimate 1) the route a vehicle has used and 2) the freight the vehicle carried along the estimated route. The method includes a learning phase and an estimation phase. In the learning phase, historical data about the movement of a vehicle and of the consignments allocated to the vehicle are used in order to build estimation models: one for route choice and one for freight allocation. In the estimation phase, the generated estimation models are used together with a sequence of observed positions for the vehicle as input in order to generate route and freight estimates. We have partly evaluated our method in an experimental study involving a medium-size Swedish transport operator. The results of the study indicate that supervised learning, in particular the algorithm Naive Bayes Multinomial Updatable, shows good route estimation performance even when significant amount of information about where the vehicle has traveled is missing. For the freight estimation, we used a method based on averaging the consignments on the historical known trips for the estimated route. We argue that the proposed method might contribute to building improved knowledge, e.g., in national road administrations, on the movement of trucks and freight.

© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.

Keywords:
Route estimation; freight estimation; supervised learning; Naive Bayes multinomial;

1. Introduction

It is commonly agreed that road freight transport contributes both positively (e.g., concerning economy and social welfare) and negatively (e.g., pollution, congestion, noise, and road accidents) to a society. An important challenge of today is to achieve an efficient and sustainable transport system, where the positive effects are maximized at the same time as the negative effects on the environment are minimized. A possible means to succeed with this challenge is to apply different types of policy instruments, such as taxes, fees, and infrastructure investments. However, significant changes to the transport system should not be done without first acquiring accurate information on the current system.

Large amounts of resources are spent yearly on collecting traffic data, e.g., in order to estimate the transport volumes and travel times on roads in congested areas. Still, there is often a large gap in the knowledge concerning the transport system, in particular regarding the movement of individual vehicles and of freight. We argue that this
gap is partly caused by the limitations of the technologies that are used for measurement. The dominating method in use, at least in the country of our study, is pneumatic tubes, which allows counting vehicles, as well as estimating vehicle types and traveling speeds. However, the method does not allow identifying vehicles, and the collected data can therefore not be used to determine how individual vehicles have traveled in the network. In addition, the data collection methods of today do not allow estimating what the observed vehicles carry.

The purpose of the current paper is to contribute to the development of methodology for building knowledge on the movement of trucks and freight in a transport network. In particular, we contribute a method for estimating the route a vehicle used and the freight carried by that particular vehicle, based on information about where the vehicle usually travels and the freight it usually carries. The method includes a learning phase and an estimation phase, where the learning phase uses historical data about the movement of a vehicle and the consignments allocated to the vehicle in order to generate estimation models for the route choice and consignment allocation. The estimation phase makes use of the generated estimation models to estimate the route and the carried freight, using only a sequence of vehicle positions as input, i.e., positions where the vehicle have been observed. Our work is based on the assumption that the vehicles traveling in a network, to a sufficiently large extent, can be identified along the roads, e.g., using road-side cameras that operate together with automatic number plate recognition software or vehicle-to-vehicle communication (e.g., using transponder technology). We believe that our research might be of interest for actors, mainly public road administrations, who are able to observe (and identify) a vehicle at different locations in a network, or who in other ways are able to collect information about vehicles positions. They also need historic data about the routes the vehicle usually uses and the freight it usually carries. Perhaps, these types of information could be collected using extended commodity flow surveys, where also route data is collected. Commodity flow surveys are conducted on a regular basis in some countries, e.g., in the US. In particular, the presented method can be useful in situations where the interest is on identifying the freight types and volumes and routes used by vehicles, in order to support the public policy making, e.g., concerning road taxation.

An enabler for methods like the one presented in the current paper is the fast technological development that we are currently experiencing; a development that leads to new opportunities for collecting traffic data and converting the data into useful traffic information. In particular, it leads to increasing amounts of digitally stored data about consignments and vehicle movements, improved technologies for identifying vehicles, and improved methods for analyzing and finding patterns in large collections of data.

We partly evaluated the proposed method in collaboration with a medium-size Swedish road freight transport operator, who provided data about the movement (GPS trajectories) and allocated consignments (order data) for one vehicle for a period of one month. In particular, we used the received data in order to build and evaluate route and freight estimation components for the suggested method.

The rest of the paper is organized in the following way. In Section 2, we outline related work. In Section 3, we present our method for route and freight estimation. In Section 4, we describe our experimental evaluation of the suggested method, and in Section 5, we conclude the paper with a discussion and some pointers to future work.

2. Related Work

There exist different types of freight transport analysis models for estimating freight transport under different conditions, and for supporting the design of the transport network. The dominating type of method is the so-called 4-step freight transport analysis models, e.g., Samgods and TRANS-TOOLS. However, it is often difficult to guarantee the quality of the vehicle and freight flow estimates that are generated using this type of models, e.g., since the quality of the input data used in the model might not be sufficiently good, and the models typically make several estimates, e.g., of vehicle types, traffic modes, transport chains, and routes, before arriving at the final vehicle and freight estimates. There also exist other types of models for the same purpose; see, De Jong et al., Chow et al., and Holmgren et al. for overviews.

Another field of related research is map-matching, where the purpose is to translate a sequence of vehicle locations into the correct route in a traffic network (see, e.g., Quddus et al. for an overview). Brakatsoulas et al., for example, propose and evaluate three map-matching algorithms that consider the trajectory nature of the GPS data and which have the ability to map a trajectory to a road network.
The most closely related work is by Froehlich et al.\textsuperscript{8}, Simmons et al.\textsuperscript{9}, and Bakhtyar et al.\textsuperscript{10}. Froehlich et al. present different algorithms for predicting a driver’s route based on historical trip data for the same driver. They test the algorithms on data acquired for 250 drivers over a period of 15 days. In order to predict a driver’s route, they compare the first part of a drivers current trip with the previously observed trips for the same driver. Simmons et al.\textsuperscript{9} propose an approach for predicting a driver’s intended destination and route by applying a hidden markov model on observations of the driver’s driving habits. Through the use of online GPS observations for a driver, they manage to predict the destination and route for that particular driver using the proposed model. They claim that their model is able to achieve 98\% accuracy in most cases. The work by Bakhtyar et al.\textsuperscript{10} concerns the estimation of freight types between terminals (i.e., the origin and destinations of consignments under transport). In particular, they present a comparison of classification algorithms for the considered problem. In Table 1, we present the difference between the work in this paper and the most closely related work.

<table>
<thead>
<tr>
<th>Estimation type</th>
<th>Transport type</th>
<th>Intended user(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Froehlich et al.\textsuperscript{8}</td>
<td>Route estimation</td>
<td>Passenger</td>
</tr>
<tr>
<td>Simmons et al.\textsuperscript{9}</td>
<td>Route estimation</td>
<td>Unknown</td>
</tr>
<tr>
<td>Bakhtyar et al.\textsuperscript{10}</td>
<td>Freight estimation</td>
<td>Freight</td>
</tr>
<tr>
<td>Our study</td>
<td>Route and Freight estimation</td>
<td>Freight</td>
</tr>
</tbody>
</table>

The main difference between the focus of this paper and the related research discussed above is that we suggest building estimation (prediction) models for both freight and route. In particular, we propose a method that explicitly utilize on historical data (trips and freight data) in order to translate a set of vehicle positions into route and freight estimates. Another key difference between our work and the closely related work is the intended user; our aim is to support the decision making by public authorities.

3. A method for route and freight estimation

In this section, we present our method for building and using estimation models for the route used by a vehicle and of the freight carried on that particular route. The method includes a learning phase and an estimation phase. The learning phase uses historical data about the movement of the vehicle and the consignments allocated to a vehicle in order to build the estimations models: one model for the route choice and one model for the freight allocation. In the estimation phase, the estimation models are then used in order to estimate the route and freight using only a sequence of vehicle positions as input. The proposed route and freight estimation method is illustrated in Fig. 1.

Fig. 1. Our method for route and freight estimation.
4. Evaluation of the estimation method

We partly evaluated our route and freight estimation method in a study involving a medium-size Swedish road freight transport operator, who provided GPS data (from their fleet management system) and consignment data (from their customer order system) for one of their trucks during a period of one month. We verified the correctness of the received data by comparing the waybills for the truck with the order data for the same truck. In addition, we installed monitoring equipment in the truck, and compared the collected data with the received GPS data. From the collected data we identified 1) the outbound trips in the GPS data and 2) which of the consignments that belonged to each of the outbound trips. We here define an outbound trip as a sequence of links, where the first link starts and the last link ends in the home terminal of the truck; each time the vehicle visits its home terminal, it initiates a new outbound trip. In the data processing phase, we grouped the locations of the pickup and deliveries in the consignment data so that all of the pickups and deliveries located in the same town were represented by one “terminal”, where freight may be picked-up or delivered. In total, we identified 18 bidirectional links (L1, …, L18) that connect the 18 terminals (N1, …, N18). In Fig. 2, we illustrate the considered network. In total, the studied truck made 11 outbound trips along the 7 routes (described below as sequences of nodes). For future reference, we present the trips that belong to each of the routes, where trip 1 is oldest, trip 2 is second oldest, etc.

R1: (trip 2) N1-N2-N3-N4-N5-N4-N3-N2-N1
R4: (trip 1 and 4) N1-N7-N8-N9-N8-N7-N1
R6: (trip 10) N1-N2-N3-N4-N3-N2-N1
R7: (trip 11) N1-N2-N3-N4-N7-N8-N9-N10-N11-N12-N11-N10-N9-N8-N7-N4-N3-N2-N1

We grouped the transported freight into two categories: 1) food and consumption products and 2) non-food items. The food and consumptions products category includes fish, meat, vegetables, etc., and the non-food freight consists of several types of products, e.g., transport equipment, furniture, and mail. The reason for using only two categories is that most of the studied consignments concern various types of food items and consumption products that could not be distinguished from each other. In addition, there was such a large variety among the other product types that it would not be possible to identify any patterns unless they were aggregated into one category.

It should be noted here that we had order data for a period of 25 days, whereas the GPS data covered 33 days. For this reason, we did not have any order data for R5, R6, and R7. However, in order to evaluate the route estimation phase of our model, we chose to keep R5, R6, and R7. In total, we had order data for six of the identified 11 trips, that is, trips 2, 3, 5, 6, 7, and 8.
4.1. Route estimation

As mentioned above, the route estimation should be made using only a set of vehicle positions, representing the links where the vehicle has been observed, as input. In particular, it should be able to work with high accuracy even if the vehicle has been observed only on a subset of the links along a route. It can be argued that each of the routes in our dataset defines a class, and since the route estimation concerns estimating the most probable route (or class) from a set of vehicle observations (i.e., the links where the vehicle has been observed), we used supervised learning for the route estimation. In particular, we used the open source Waikato Environment for Knowledge Analysis (Weka).

We considered different ways of representing the routes in the learning algorithms; we finally chose a route representation that explicitly specifies for each of the 18 links in the extracted network whether or not it is included in the route. Our representation of the identified routes is provided in Table 2, where each row represents a route, the first column is the route label (i.e., the class), and each of column 2-19 specifies if the corresponding link is in the route (value 1) or not (value 0). In order to evaluate our route estimation approach, we used the identified seven routes, as specified in Table 2, as the training set. The test set consists of all the routes that can be generated by removing one or more link from the seven routes, as will be detailed below.

Table 2. Route representation in the supervised learning algorithms.

| L1 | L2 | L3 | L4 | L5 | L6 | L7 | L8 | L9 | L10 | L11 | L12 | L13 | L14 | L15 | L16 | L17 | L18 |
|----|----|----|----|----|----|----|----|----|-----|-----|-----|-----|-----|-----|-----|-----|
| R1 | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| R2 | 0   | 0   | 0   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 1   | 1   | 1   | 1   | 1   | 1   |
| R3 | 0   | 0   | 0   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 1   | 1   | 1   | 1   | 0   | 1   |
| R4 | 0   | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| R5 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| R6 | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| R7 | 1   | 1   | 1   | 0   | 0   | 0   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   |

As mentioned above, the estimation (prediction) corresponds to identifying the correct route (or label) from a, typically, incomplete description of a route. An incomplete route description corresponds to the fact that the vehicle has been observed at one or more (but not at all) locations along a route. In other words, there are at least one link along the route for which there exist no observation. An incomplete route description corresponds to a row in Table 2, where one or more of the ones have been exchanged with zeros. In order to reduce the size of the test set, we did not include the links used by the vehicle when returning to the home terminal. However, in the freight estimation part, we still consider those links.

By requiring that an incomplete route description should contain at least one link, there are 5666 possible incomplete route descriptions for our seven routes. These 5666 instances constitute our test instances. For a route with \( n \) links, there exist \( \binom{n}{k} \) ways to remove \( k \) links (or changing \( k \) ones to zeros). For example, for R1, which has 5 links, there are \( \binom{5}{1} = 5 \) ways to remove 1 or 4 links and \( \binom{5}{2} = 10 \) ways to remove 2 or 3 links.

We initially investigated each of the supervised learning algorithms provided by Weka, by classifying all of 5666 test instances. The algorithm Naive Bayes Multinomial, in particular the Naive Bayes Multinomial Updatable, performed best on the considered dataset with 61.4% correctly classified instances. We therefore chose this algorithm to study in more detail. The Naive Bayes Multinomial Updatable is an updated version of the classical Naive Bayes Multinomial algorithm, which is mainly used for document classification. The Naive Bayes Multinomial views a document as a set of words by considering the word counts (i.e., words frequency). The Naive Bayes Multinomial Updatable also considers patterns in the words frequency in the document. Although 61.4% seems rather low, it should be noted that the test set included the worst-case route descriptions, e.g., it includes for R5 (with 11 links) 11 instances with only one link, 55 instances with two links, and 165 instances with three links.

We divided our test set into 10 subsets: one subset with all incomplete route descriptions containing one link, one subset with all incomplete route descriptions containing two links, etc. From the confusion matrices generated for our 10 test subsets, we observed that the higher the number of links in the incomplete route descriptions, the higher the share of correctly classified instances will typically be. This can also be seen in Fig. 3, where we show for each of the routes the share of correctly classified test instances with one link kept, two links kept, etc., for Naive Bayes Multinomial Updatable.

The routes R4 and R6, which had the least number of links (i.e., 3 links), were always correctly classified. Therefore, we chose not to display them in Fig. 3. The routes R1, R3, and R7 were always correctly classified.
for all incomplete route descriptions with at least 4 and 5 links respectively. The routes R2 and R5 (having 11 links each) showed an identical classification success pattern. The reason for this could be that these routes differ with only one link: R2 includes L18 but not L13 while R5 includes L13 but not L18. Both R2 and R5 can be classified correctly up to 91% with 10 links present. The reason for not observing a higher classification success rate than 91% is that R2 and R5 becomes identical to R3 when removing L18 and L13, respectively. In Fig. 3, it can be seen that the classification rate for R7 drops when the number of links are increased from 2 to 3. This is because 45% of the instances of R7 were incorrectly classified as instances of R4 and R6. The reason for this behavior is that there is a good match with R4 and R6 when removing all but three links from the description of R7. For example, all 18 incomplete representations of R7 with three links, where at least one of L1, L2, and L3 and none of L6, L7, and L8 are represented, will be misclassified as R6. Altogether, we argue that the presented results show that the supervised learning approach, in particular the Naive Bayes Multinomial Updatable algorithm, has potential to perform rather well for route estimation.

4.2. Freight estimation

The purpose of the freight estimation part of our estimation method is to estimate the freight types and corresponding weights carried by the vehicle along the estimated route. We chose to estimate the freight as the average of the historical consignments for the outbound trips for the selected route. For example, if there are two outbound trips for a route with the same freight types, however in different amounts (lets say x and y kg), that are carried between the same origin and destination, we estimate the amount of freight carried by the vehicle as \((x+y)/2\) kg between the two locations. We used this approach as our freight estimation, since it is a straightforward way to estimate the carried freight, and it takes into account all the information about the consignments previously carried by the studied vehicle along a particular route.

We identified the consignments for a given trip in the order data set, by identifying those consignments that were loaded on the same day as the outbound trip, and had loading and/or unloading locations that matched the sequence of terminals in the outbound trip. For some of the consignments, we were only able to identify a loading or an unloading location. We assumed that these consignments were loaded or unloaded, respectively, in the home terminal of the vehicle, i.e., node N1. We further assumed that some other trucks completed these orders. For the same reason as we had consignments assigned to the studied truck, which were partially completed by other trucks, there could be consignments assigned to other trucks that were partially completed by the considered truck. Therefore, we realized that there is risk that we underestimated the freight loaded on the truck. This was later on confirmed by the transport operator involved in our study.

In Fig. 4a, 4b, 5a, and 5b, we present, for the purpose of illustration, our freight estimates based on the identified trips along R2 (trips 3, 6, and 8) and R3 (trips 5 and 7). In the figures, the links are presented on the x-axes and the amounts of freight (in kilograms) carried on each of the links are presented on the y-axes. Fig. 4a and Fig. 5a represent the amount of food and consumption products carried along R2 and R3, respectively. Fig. 4b and Fig. 5b represent the amount of non-food items on R2 and R3, respectively. It should be noted that we do not present freight estimates for R1, because we observed (and the company confirmed) that the order data for trip 1 was not representative for the studied truck.
is possible to achieve a rather accurate route classification using supervised learning, unless very little information
that incorrect route estimations might lead to incorrect freight estimations. However, our evaluation indicate that it
average of the consignments that previously have been observed on the outbound trips for the route.
route estimation. For freight estimation, we estimated the freight carried by the vehicle along a particular route as the
only positions (typically sparse) along the road is needed in order to estimate routes. We used supervised learning
(typically found in fleet management and ordering systems) is needed when building the prediction model, whereas
reference in the non-food freight
In particular, the increases and decreases of the carried freight, which can be observed in the diagrams, clearly
show how the truck is estimated to have carried the freight along the two routes. For example, for trip 3 and 6, we
observed from Fig. 4a that food freight was carried on L6, L7, L8, L9, L10, and L12 before the same type of freight
is unloaded, i.e., on the nodes connected by L14, L15, L16, L17, and L18. It can be observed that on L18 and L18’,
the freight weight decreases sharply. The reason for a steep decrease or increase on a particular link is due to the
unloading or loading of large freight volumes (i.e., weight) before the vehicle enters the link. The same pattern can
be seen on L18’ and L17’, where there is a steep increase in the freight weight.
For evaluation purposes, we presented the results from the freight estimation to the manager of the transport
company included in the study. He confirmed that the generated freight estimates for R2 and R3 correspond well with
the typical pattern of the studied vehicle. He explained that the reason for the high difference in the non-food freight
amount on trip 8 compared to trips 3 and 6 on route R2 (see, Fig. 4b) is due to a temporary load of 20 tons.

5. Concluding remarks
We have presented a method for route and freight estimation, which includes a learning phase and an estimation
phase. The purpose of the learning phase is to build estimation models based on historical vehicle data; one model
for route choice and one model for freight allocation. The purpose of the estimation phase is to estimate what freight
(types and weights) was carried by the vehicle along an estimated route. We partly evaluated the proposed method in
a study involving a medium-size Swedish road freight transport operator. We conclude that the method has potential
to provide good route and freight estimations, as long as there exist sufficient amounts of historical vehicle movement
and consignment data, as well as current vehicle observations. In addition, we conclude that more detailed data
(typically found in fleet management and ordering systems) is needed when building the prediction model, whereas
only positions (typically sparse) along the road is needed in order to estimate routes. We used supervised learning
for the route estimation, i.e., the Naive Bayes Multinomial Updatable algorithm, which performed rather well for
route estimation. For freight estimation, we estimated the freight carried by the vehicle along a particular route as the
average of the consignments that previously have been observed on the outbound trips for the route.
A possible limitation of the suggested method, which estimates the route and freight in two sequential steps, is
that incorrect route estimations might lead to incorrect freight estimations. However, our evaluation indicate that it
is possible to achieve a rather accurate route classification using supervised learning, unless very little information
is known about the movement of the vehicle. As the method operates in two steps, i.e., first the route is estimated, and then the freight is estimated, we find it reasonable to assume that the performance of the method to a large extent depends on the choice of model components for the route and freight estimation, respectively.

Even though there is a risk of transferring errors between the route and freight estimation models, we argue that there are also desirable features of the approach. Mainly, a two-step (sequential) approach, where the interface between the steps is clearly defined, enables to replace only one of the estimation models (either route or freight) and keep the other one. The possibility to independently choose models for the two steps is an important reason that we suggest using an approach where route and freight is estimated sequentially.

An interesting direction for future work is to estimate freight types and volumes on routes for which there exist no order data. Additionally, the proposed method needs to be evaluated in more detail, in particular, the freight estimation part of the approach, which we only evaluated through expert opinion.

In addition, it is relevant to study whether it is best to create one estimation model for each vehicle of a company, or if it is better to cluster vehicles so that prediction models represent multiple vehicles. It is also relevant to study the possibility to include, in the estimation models, that consignments may be transferred between vehicles, which in our study led to an underestimation on carried freight for some links.
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